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Local metric properties and regular stratifications of p-adic
definable sets

Raf Cluckers, Georges Comte and Frangois Loeser

Abstract. We study the geometry of germs of definable (semialgebraic or subanalytic) sets over
a p-adic field from the metric, differential and measure geometric point of view. We prove
that the local density of such sets at each of their points does exist. We then introduce the
notion of distinguished tangent cone with respect to some open subgroup with finite index in the
multiplicative group of our field and show, as it is the case in the real setting, that, up to some
multiplicities, the local density may be computed on this distinguished tangent cone. We also
prove that these distinguished tangent cones stabilize for small enough subgroups. We finally
obtain the p-adic counterpart of the Cauchy—Crofton formula for the density. To prove these
results we use the Lipschitz decomposition of definable p-adic sets of [5] and prove here the
genericity of the regularity conditions for stratification such as (wyr), (w), (ar), (b) and (a)
conditions.
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Introduction

Many fundamental results in motivic integration took their roots in the fertile soil
provided by p-adic integration. The role played by analogy in the developments of
motivic integration cannot be underestimated. The fundamental papers [19] and [18]
took their source in their p-adic counterparts [13] and [16], respectively. The present
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paper is part of a larger project which is to develop a theory a local densities and
tangent cones, and, more ambitiously, microlocal geometry, in a motivic framework.
Since these objects were not considered yet over the p-adics, it was natural to start
by figuring out the p-adic picture, which is of course already of interest for its own
sake, in view of possible arithmetic applications. In fact, as the project advanced, we
realized that the p-adic case already required some substantial issues to be settled
while some unsuspected questions naturally arose. The present paper is devoted to
the study of local metric properties of definable subsets of the p-adic affine space,
with special stress on the local density of these subsets. It contains also results
on tangent cones and existence of regular stratifications. We plan to consider the
motivic analogues of the objects and results of this paper and of its companion [5] in
subsequent work.

We shall start by recalling what is known in the real and complex contextregarding
the local density of (sub-)analytic sets. When X, is a germ at ¢ of a complex analytic
subset X of real dimension d of the affine space C", the local density ®4(X,) of
X4, sometimes called 1n this setting the Lelong number of X, has been introduced
by Lelong in [33] as the limit of volumes of the intersection of a representative X of
the germ with suitably renormalized balls around a, namely

o pa(X N Bla,r))
04(Xq) = lim g (B0, 1))

where B4 (0, r) is the real d-dimensional ball of centre 0 and radius r > 0 and jig
stands for d -dimensional volume. I.elong actually proved that the function

pq(X N Bla,r))
F =
d

decreases as r goes to 0, pointing out, long before this concept has been formalized,
the tame behaviour of the local normalized volume of analytic sets. Two years after
Lelong’s pioneering paper, Thie proved in [41] that the local density of a complex
analytic subset X at a point a 1s a positive integer by expressing it as a sum of local
densities of the components, counted with multiplicities, of the tangent cone of X at
a. Finally, more than twenty years after Lelong’s definition, Draper proved [20] that
the local density is the algebraic multiplicity of the local ring of X at«. The definition
of local densities has been extended by Kurdyka and Raby to real subanalytic subsets
of R™ in [32] (see also [31]). In fact, although the arguments in [32] and [31] which
prove the existence of the density in the real subanalytic case were given before the
notion of definable sets in o-minimal structures emerged, they apply to the real o-
minimal setting. A short proof of this existence result, again produced just before the
concept of tame definable sets and involving the Cauchy—Crofton formula, may be
found in the seminal paper [34] for semi-pfaffian sets. In [11] (Theorem 1.3), one can
find a proof in the real o-minimal setting of the existence of the local density viewed
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as the higher term of a finite sequence of localized curvature invariants involving
the Cauchy—Crofton formula and the theory of regular stratifications. Of course,
in the real setting, the density is in general no longer a positive integer, but a non
negative real number, and Kurdyka and Raby proved an appropriate extension of
Thie’s result by expressing again the local density in terms of the density of some
components of the real tangent cone. The existence of the local density at each point
of the closure of a subanalytic set 1s a manifestation of tameness of these sets near
their singular points. Similarly, tameness in subanalytic geometry is also illustrated
by the tame behavior of local density, viewed as a function of the base-point of the
germ at which 1t is computed: it is actually proved in [12] that this function along
a given global subanalytic set is a Log-analytic function, that is, a polynomial in
subanalytic functions and their logarithms (see Siu’s paper [40] for similar results in
the complex case). Draper’s result has been extended to the real setting by Comte in
[10] in the following way. Recall that if X is a complex analytic subset of the affine
space of complex dimension d at x, the algebraic multiplicity of the local ring of
X at x is equal to the local degree of a generic linear projection p: X — C¢, that
is, to the number of points near x in a generic fiber of p. Over the reals, if X is of
local dimension d at x, the number of points in fibers (near x) of a generic lincar
projection p: X — R is not generically constant near p(x) in general. The idea
introduced in [10] to overcome this difficulty is to consider as a substitute for the
local degree of p the sumd(p) := >, oy 1 - 6;, where 6; is the local density at p(x)
of the germ of the set of points in R over which the fiber of p has exactly i points
near x. The so-called local Cauchy—Crofton formula proved in [10] states that the
average along all linear projections p of the degrees d(p) is equal to the local density
of X at x and can be considered as the real analogue of Draper’s result. Finally, the
complete multi-dimensional version of the local Cauchy—Crofton formula for real
subanalytic sets is presented in [11] (Theorem 3.1), where the multi-dimensional
substitute of the O-dimensional local degree d( p) is obtained by considering the local
Euler characteristic of generic multi-dimensional fibers, instead of the local number
of points.

Now let K be a finite extension of Q, and X be a definable subset (semi-algebraic
or subanalytic) of K”. Let x be a point of K”. When one tries to define the local
density of X at x similarly to the archimedean case, one is faced with the problem,
illustrated in 2.1, that the limit of local volumes in general no longer exists. It appears
that the normalized volumes v, of X in the balls B(x,n) := {w € K | ord(x —w) >
n} has a periodic convergence, that is to say, there exists an integer ¢ > 0 such that
forallc = 0,...,e — 1, (Verme)men has a limit v, in Q (see Proposition 2.2.3),
with possibly v, # v, for ¢ # ¢’. The reader having essentially in mind the real
case is thus strongly encouraged to start reading this article by the example studied in
2.1 that emphasizes this phenomenon. We resolve that issue by using an appropriate
renormalization device that leads us to express the mean value % . Zi;b ve as the
local density of X at x.
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Another new 1ssue occurring in the p-adic setting 1s the lack of a natural notion of
a tangent cone. Unlike the real case where only the action of the multiplicative group
R has to be considered, in the p-adic case, there seems to be no preferential subgroup
of K™ at hand. We remedy this by introducing, for each definable open subgroup of
finite index A in K, a tangent cone C 2 at x which is stable by homotheties in A, that
is, which is a A-cone. One should note that such A-cones were already considered
more than twenty years ago in the work of Heifetz on p-adic oscillatory integrals and
wave front sets [25]. Nevertheless, we prove in Theorem 5.6.1 that, given a definable
subset X, among these cones, some are distinguished as maximal for an inclusion
property, and appear as the good tangent cones to be considered, in the sense that
they capture the local geometry of our set. We are then able, by deformation to the
tangent cone, to assign multiplicities to points in the tangent cone C;X.

Our main results regarding p-adic local densities are Theorem 3.6.2, which is a
p-adic analogue of the result of Thie and Kurdyka—Raby, and Theorem 6.2.1, which is
a p-adic analogue of Comte’s local Cauchy—Crofton formula. Animportant technical
tool in our proof of Theorem 3.6.2 is provided by Theorem 5.3.6 which allows us to
decompose our definable set into Lipschitz graphs. Such a regular decomposition has
been obtained in [5] and extends to the p-adic setting a real subanalytic result of [29].
In Section 4 we prove the existence of (wy)-regular stratifications for definable p-
adic functions, and consequently the existence of Thom’s (a ¢ )-regular stratifications
for definable p-adic functions, (w)-regular, or Verdier regular, stratifications, and
Whitney’s (b)-regular stratifications for p-adic definable sets (Theorem 4.2.5).

During the preparation of this paper, the authors have been partially supported
by grant ANR-06-BLAN-0183. We also thank the Fields Institute of Toronto, where
this paper was partly written, for bringing us exceptional working conditions.

1. Preliminaries

1.1. Definable sets over the p-adics. Let K be a finite field extension of @, with
valuation ring R. We denote by ord the valuation and set |x| := ¢~ and |0| = 0,
with g cardinality of the residue field of K. If x = (x;) is a point in K™ and # is an
integer, we denote by B(x, n) the ball in K™ given by the conditions ord(z; —x;) > n,
1 <i <m.

We recall the notion of (globally) subanalytic subsets of K™ and of semi-algebraic
subsets of K”. Let £y = {0, 1,4+, —. -, { Pu}n=0} be the language of Macintyre
and L = Evac U L Um0 K{x1. ..., Xp Y}, where P, stands for the set of nth
powers in K>, where ~! stands for the field inverse extended on 0 by 0~! = 0, where
K{xi,...,xm} is the ring of restricted power series over K (that is, formal power
series converging on R™), and each element f of K{xy,...,x;} is interpreted as
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the restricted analytic function K™ — K given by

x> {f(x) ifx € RY, 1.1.1)

0 else.

By subanalytic we mean £ ,,-definable with coefficients from K and by semi-algebraic
we mean £ mac-definable with coefficients from K. Note that subanalytic, resp. semi-
algebraic, sets can be given by a quantifier free formula with coefficients from X in
the language Lygac, resp. La.

In this section we let &£ be either the language £y, Or £ 4, and by £-definable we
will mean semi-algebraic, resp. subanalytic when &£ is £yac, resp. Lan. Everything
in this paper will hold for both languages and we will give appropriate references for
both languages when needed.

For cach definable set X C K", let (X ) be the Q-algebra of functions on X
generated by functions | /| and ord( /') for all definable functions f: X — K*.

We refer to [22] and [17] for the definition of the dimension of £-definable sets.

1.2. The p-adic measure. Supposethat X C K" isan £-definable set of dimension
d > 0. The set X contains a definable nonempty open K -analytic submanifold X’ <
K™ such that X \ X" has dimension < d, cf. [17]. There is a canonical ¢ -dimensional
measure ftgy on X’ coming from the embedding in K™, which is constructed as
follows, cf. [39]. For each d-element subset J of {1,...,n}, with j; < jit+1,
Jiin J, let dxy be the d-form dx;; A --- Adxj, on K", with x = (x1,...,Xp)
standard global coordinates on K”. Let xo be a point on X’ such that x; are local
coordinates around xy for some / C {1,...,n}. For each d-clement subset J of
{1,...,n} let gy be the £-definable function determined at a neighborhood of x in
X' by gydx; = dxy. There is a unique volume form |@y|x» on X’ which is locally
equal to (maxy |grs|)|dxs| around every point x¢ in X’. Indeed, |wo|x- is equal to
supy |[dxs|. The canonical d-dimensional measure 1y on X' (cf. [39], [37]), is the
one induced by the volume form |wp|x. We extend this measure to X by zero on
X\ X' and still denote it by ugq.

1.3. Adding sorts. By analogy with the motivic framework, we now expand the
language £ to a three sorted language £’ having £ as language for the valued field
sort, the ring language Ly, for the residue field, and the Presburger language Lpr
for the value group together with maps ord and ac as in [§]. By taking the product of
the measure p,, with the counting measure on kz x Z" one defines a measure still
denoted by ji,, on K™ x kg < 7.

One defines the dimension of an £’'-definable subset X of K™ x kg x Z" as
the dimension of its projection p(X) C K™. If X is of dimension d, one defines a
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measure 14 on X extending the previous construction on X by setting
pa(W) = / p(wipa (1.3.1)
r(X)

with py(1w) the function y — card(p~1(y) N W).

For such an X, one defines #(X ) as the Q-algebra of functions on X generated
by functions ¢ and ¢~* with «: X — Z definable in £’. Note that this definition
coincides with the previous one whenn = r = 0. Since £’ is interpretable in £, the
formalism developed in this section extends to £’-definable objects in a natural way.

1.4. p-adic cell decomposition. Cells are defined by induction on the number of
variables

1.4.1 Definition. An £-cell A C K is a (nonempty) set of the form
{t € K| |e|O1|t —c|Oz|B|, t —c € AP},

with constants n > 0, A,c in K, «, B in K*, and [J; either < or no condition. An
E-cell A < K™t m > 0, is a set of the form

f(x,0) € K" | x e D, Ja(x)|O|r — e(x)|02|B(x)], t —c(x) € AP}, (1.4.1)

with (x,1) = (x1,...,. X, 1), n > 0, Ain K, D = p,,(A) a cell where p,, is the
projection K1 — K™ £-definable functions e, f: K™ — K*andc: K™ — K,
and [J; either < or no condition, such that the functions «, 8, and ¢ are analytic on
D. We call ¢ the center of the cell A and AP, the coset of A. In either case, if A = 0
we call AaO-cell andif A # 0 we call A a 1-cell.

In the p-adic semi-algebraic case, cell decomposition theorems are due to Cohen
[9] and Denef [13], [15] and they were extended in [3] to the subanalytic setting
where one can find the following version.

1.4.2 Theorem ( p-adic cell decomposition). Let X C K™t! and fi: X — K be
£L-definable for j = 1,...,r. Then there exists a finite partition of X into £-cells
A; with center ¢; and coset A; Py such that

()] = [hy O] |2 — e () ATV |5, for each (x.7) € A;.

with (x,1) = (X1,..., Xm. 1), integers a;;, and h;; : K™ — K £-definable functions
which are analytic on pyu(A;), j = 1,...,r. If A; = 0, we use the convention that
Cll'j = 0.

Let us also recall the following lemma from [4].
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1.4.3 Lemma. Ler X C K™ be £-definable and let G; be functions in €(X) in
the variables (xy,...,Xm,,t) for j = 1,...,r. Then there exists a finite partition of
X into L-cells A; with center ¢; and coset A; Py; such that each restriction Gj |4, is
a finite sum of functions of the form

1
(£ — i () A7 7 ord ( — ¢ (x)) A (x),
where h is in €(K™), and s > 0 and a are integers.

The following p-adic curve selection lemma is due to van den Dries and Scowcroft
[22] in the semi-algebraic case and to Denef and van den Dries [17] in the subanalytic
case. The statement is the p-adic counterpart of the semi-algebraic or subanalytic
curve selection lemma over the reals.

1.4.4 Lemma (Curve selection). Let A be a definable subset of K™ and let x be in A.
Then there exists a definable function f = (f1,..., fu): R — K" such that the f;
are given by power series (over K) converging on R such that f(0) = x, and such

thatr f(R\ {0}) C A.
The following is a p-adic analogue of a classical lemma by Whitney (see [44]).

1.4.5 Lemma ( p-adic Whitney Lemma). et g: R — K" be a map given by n ana-
lytic power series over K, converging on R, such that the map g is nonconstant. Then,
the limit £ € P"~Y(K) forr — OQofthelinest, € P""1(K) connecting g (0) with g(r)
exists. Also the limit £’ of the tangent lines £, = {g(r)+ A(dg1/0r,....dgn/0r))s |
A€ K} forr — Oexists and ' = L.

Proof. Since g is nonconstant, for r # 0 close to 0 one has g(r) # g(0) and
(dg1/0r,...,0gn/0r)), # 0, and hence, £, and £/ are well defined for r # 0 close
to 0. We may suppose that g(0) = 0 and that each of the g; is nonconstant. Write
gi(r) =2 ;so aijr! witha;; € K and for each 7, let k; be the smallest index j such
that a;; # 0. Then k; > 0O for each 7 since g(0) = 0. Let k be the minimum of the
k;. Then clearly £ and £’ are the same line £ connecting O and (a g, ...,aur) # 0.
Indeed, the line £, connects 0 and g(r) which is equivalent to connecting 0 and
g(r)/r¥; the point g(r)/r¥ converges to (ajk, ..., danx) and thus £, converges to
the line £. Likewise, the line £/ connects O and (dg:/dr,...,dg,/dr)), which is
equivalent to connecting 0 and

1
% (0g1/9r.....0ga/0r))r;

the point ﬁ(agl/ar, ..., 0g,/0r}), converges (0 (aik,...,ank) and thus also £/
converges to £ when r — 0. O
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1.5. Fix two integers d < m. Let U be an open definable subset of K< and let ¢
be a definable analytic mapping U — K™ 4. We view the graph I'(¢) of ¢ as a
definable subset of K™. Let € be a positive real number. We say that ¢ is e-analytic,
it the norm |Dy| = max;, ; |0¢;/0x;| of the ditferential of ¢ is less or equal than &
at every point of U.

For ¢ > 0, call a function f: D — K™ on a subset D of K" e-Lipschitz when
for all x, y € D one has

|fx) = fO)] < elx =yl

The function f is called locally e-Lipschitz when for each x € D there exists an open
subset U of K" containing x such that the restriction of f to U N D is e-Lipschitz.

1.5.1 Lemma. Let U beopenin K" and f: U — K™ a function which is e-analytic.
Then f is locally e-Lipschitz.

Proof. Choose u € U, and a basic neighborhood U,, of » in U such that the com-
ponent functions f; of f are given by converging power series on U,,, where basic
neighborhood means a ball of the form ¢ + AR™ with ¢ € K™ and A € K. We may
suppose that U, = R", that v = 0, and that ¢ = 1. We may also assume that for
each 7, j, the partial derivative df; (x)/dx; is bounded in norm by 1 on U,,. Since
| a,;,-x(ix) (0)| = 1,itfollows that the linear term of f; in x; has a coefficient of norm < 1
for each 7, j. By the convergence of the power series, the coefficients of the f; are
bounded in norm, say by N, and we can put U’ := {x € R" | |x| < 1/N}. Clearly
U’ contains u = 0. By the non-archimedean property of the p-adic valuation, the
restriction of f to U’ is 1-Lipschitz. ]

For more results related to Lipschitz continuity on the p-adics, see [5] or Theo-
rem 5.3.6 below. The following lemma 1s a partial converse of Lemma 1.5.1, espe-
cially in view of the fact that any definable function is piecewise analytic.

1.5.2 Lemma. Let U be a definable open in K™ andlet f: D — K™ be a definable
analytic function which is locally e-Lipschitz. Then f is e-analytic.

Proof. We proceed by contradiction. Suppose that |Df| > ¢ at u € U. Choose
a basic neighborhood Uy, of « in U such that the component functions f; of f are
given by converging power series on Uy, (here again by basic neighborhood we mean
a ball of the form ¢ + AR™ with ¢ € K" and A € K*). We may suppose that
U, = R", thatu = 0, and that ¢ = 1. By assumption, we have for some 7, j that
|(8f;(x)/0x;)(0)| > 1, hence, the linear term of f; in x; has a coefficient of norm
strictly greater than 1. By the convergence of the power series, the coefficients of the
/; are bounded in norm, say by N, and thus for any x in {x € R" | |x| < 1/N} one
has | f(0) — f(x)| > |x| which contradicts the fact that f is e-Lipschitz with e = 1.

O
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The following is the p-adic analogue of Proposition 1.4 of [32].

1.5.3 Proposition. Let X be a definable subset of dimension d of K™. For every
e > 0, there exists a definable subset Y of X of dimension < d, N(g) > 0, defin-
able open subsets U; () of K¢, for 1 < i < N(&), definable, s-analytic functions
gi(e): Ui(e) — K™ 4 with graphs Ti(¢), and elements v, ..., YN(e) it GLy(R)
such that the sets y; (I';(¢)) are all disjoint and contained in X, and

X= |J nmeEor.

1=i>=N(g)

Proof. Up to taking a finite partition of X into definable analytic manifolds and
neglecting parts of dimension < 4, we may suppose that X is itself a definable
analytic manifold of dimension d. A finite partition of the Grassmann manifold by
sets of diameter less than & (take for instance the distance & considered in Section 4.2)
induces a partition of the tangent space of X and induces in turn a partition of X.
Let us consider one of these parts, say X again. Fix y a linear transform in GL,, (R)
such that for every x € X, the distance from y(Tx X ) to K¢ x {0} is less than
¢. Then by cell decomposition, one may assume that y(X) is a graph of an analytic
definable map f fromanopenset U C K¢ to K™~¢. Clearly this map is e-analytic,
and, since y is a linear isomelry, X is the graph of the e-analytic map y o f oy
from y~1(U) to y~1({0}¢ x K™~9), O

1.5.4 Remark. Although in the statement of Proposition 1.5.3 the real € may be as
small as we want, one can restrict to ¢ = 1 to prove the main Theorems 3.6.2, 5.6.1
and 6.2.1.

The following lemma is classical, see, for example, [21] for the semi-algebraic
case and, for example, [6] for the subanalytic case. Let £* be the language £
together with a function symbol for the field inverse on K* (extended by zero on
zero), function symbols for each » which stands for a (definable) n-th root picking
function z/ on the n-th powers (extended by zero outside the #-th powers), and for
each degree n a Henselian root picking function %, for polynomials of degree » in
the n 4 1 coefficients (extended by zero if the conditions of Hensel’s Lemma are not
fulfilled).

1.5.5 Lemma ([21], [6]). Let f: D C K" — K™ be an L-definable function.
Then D can be partitioned into finitely many definable pieces D; such that there are
E*-terms t; with f(x) = t;(x) for eachi and each x € D;.
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2. Local densities

2.1. A false start. Let X be a definable subset of K™ of dimension d and let x be
a point of K. Considering what is already known in the complex analytic and real
o-minimal case, a natural way to define the local density of X at x = (x1,...,xn)
would be to consider the limit of ¢"? g (X N B(x,n)), as n — oo. Unfortunately
this naive attempt fails as is shown by the following example that we present in
detail in order to caution the reader not to rely too heavily on intuition coming from
the real setting. Take X the subset of points of even valuation in K and x = 0.
Write mg for a uniformizer of R. The unit ball B in K being of measure 1, the ball
JTIE( - B = B(0,£) of radius ¢~* has volume ¢ ¢ and, by consequence, the sphere
nk -8 =nxk B\ 7! Bof radius ¢ ¢ has volume g ~“(1 —¢~'). Fork € N, let
us first compute the volume of X N B(0, 2k). The set X N B(0, 2k) is the disjoint
union of the spheres nlzg - S for j > k and thus has as volume

g2k

(X N BO,26) = (1 —g )@ 4 g2 1y = L
1+ g1

On the other hand, the set X N B(0,2k — 1) is also the disjoint union of the spheres
g% - S for j > k and thus has as volume

q—Zk

14¢g~1

(X N BO,2k — 1)) =

We finally see that in this example the value of the limit limg_.oo %ﬁ)(%» depends

on the parity of £, since
Jim g% (X 0 B0,2K) = (14+47H7"
—>00

and
Jim g (X N BO.2k—1) =1 +¢) "
—0o0

In our example one notices that the convergence of the ratio % 1s 2-periodic

and that one may recover the expected local density, which should be % by taking the
average of the two limits. To obviate the kind of difficulty presented by this example
(the periodic convergence), we are led to introduce a regularization device that we
shall explain now.

2.2. Mean value at infinity of bounded constructible functions. We will use the
following elementary definition of the mean value at infinity of certain real valued
functions on N.
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2.2.1 Definition. Say that a function 72: N — R has a mean value at infinity if there
exists an integer ¢ > 0 such that
lim /A(n)

A—r00
A=c mod e

exists in R for each ¢ = 0, ..., e — 1 and in this case define the mean value at infinity

of /i as the average
e—1

1
MV (h) 1= gZ Lim  A(n).
c=() H=cmod e

Clearly the value MV () is independent of the choice of the modulus ¢ > 0.

Let X be a definable subset of K™, so that X x N is a definable subset of K™ x Z.
Say that a real valued function g on X x N is X -bounded if for every x in X the
restriction of g to {x} x N is bounded (in the sense that g ({x} x N} is contained in a
compact subset of R). As has been indicated in the introduction and in the example
of Section 2.1, for an X -bounded function ¢ in (X x N) and x € X, the function
ox: N — Q, n — ¢(x,n) may not have a unique limit for n — o¢, but it may have
a mean value at infinity MV (¢x ), as we will indeed show in Proposition 2.2.3. We
will moreover show in Proposition 2.2.3 that MV (g ), considered as a function in
x € X, lies in €(X ) and that MV o, (¢, ) can be calculated using a single integer e as
modulus when x varies in X .

2.2.2 Lemma. Let ¢ be in €(X x N). Suppose that, for each x € X, the function
ox: N — Q, n — @(x,n) has finite image. Then py has a mean value at infinity
MV o (@x) for each x. Moreover, there exist a definable function b: X — N and an
integer e > O such that for all c with 0 < ¢ < e and all x € X, the rational number
d.(x) := p(x,n) is independent of n as long as n > b(x) andn = ¢ mod e. Thus,
for each x € X, one has

e—1
MVao(pe) = - 3 de(x)
¢=0

By consequence, the function MV o (@y ), considered as a function in x € X, lies in

Z(X).

Proof. The lemma is a direct consequence of Lemma 1.4.3 and quantifier elimination
in the three sorted language £’ of Section 1.3. Indeed, for ¢ € € (X x N) there exist,
by Lemma 1.4.3 and quantifier elimination in £’, a definable function »: X — N
and an integer ¢ > 0 such that for all ¢ with 0 < ¢ < e one has

k
p(x.n) =Y nligUihc(x) @.2.1)

i=1
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forall x € X and all #» with n > b(x) and n = ¢ mod e, and where the A;. are in
Z(X) and g; in Z. Clearly, by regrouping, we may suppose that the pairs (£;, a; ) are
mutually different. But then, since ¢y has finite image for each x € X, one must find

p(x,n) = hje(x)

for all x € X and all » with n > b(x) and n = ¢ mod e, where j is such that
(£j,a;) = (0,0). Hence, one has /. = d. and we are done. O

2.2.3 Proposition. Let ¢ be in €(X x N). Suppose that ¢ is X-bounded. Then there
exist " in (X x N) with lim, o @' (x,n) = 0 for all x € X and such that the
function

gx: N—>Q, nopx.,n)—¢(x,n)

has finite image. Clearly, the function g: X x N, (x,n) > g (n) lies in (X x N).
Hence, MV o (gx) and MV () exist and are equal and the function MV  (p5),
considered as a functionin x € X, lies in (X ). Also, if o = 0 then MV (py) = 0
forall x € X.

Proof. Write again ¢ as in (2.2.1) for some integer ¢, where again the pairs (£;, a;)
are mutually different. Define ¢’(x, n) as the partial sum

3 g e )
iel
for x € X and n satisfying n > b(x) and n = ¢ mod e, where ¢ = 0,...,¢ — 1,

where / consists of those 7 with a; < 0. Extend ¢’ to the whole of X x N by putting
it equal to ¢ for those n with n < b(x). Since ¢ is X-bounded, one must have that
a; < Oforall/,and, for those / with ¢; = O one must have £; = 0. But then, we find

gx.n) = hjc(x)

for all x € X and all » with n > b(x) and n = ¢ mod e, where j is such that
(£j,a;) = (0,0). Forn with n < b(x) one clearly has g(x, n) = 0. The conclusions
now follow from Lemma 2.2.3. [

2.3. Local densities. As already sketched in the introduction, we will define the
local density of an £-definable set X C K™ at a point x as the mean value at infinity
of the renormalized measure of the intersection of X with the sphere of radius ¢ ™"
around x. At our disposal to show that this 1s well defined we have Proposition 2.2.3
and Lemma 2.3.1 below which guarantee the existence of the mean value at infinity.
More generally, for a bounded function ¢ in (X ), we extend ¢ to K" by zero outside
X and we will define the density of ¢ at any point x € K™ by a similar procedure,
replacing the measure by an integral of ¢ on a small sphere around x.
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Let ¢ be a bounded function in F(X ), meaning that the image of ¢ is contained
in a compact subset of R. For (x,n) in K x N we set

y(@)(x, 1) 1= / o, @3.1)

S(x,n)NX

where S(x, n) is the sphere {y € K" | |x — y| = ¢~ "} of radius ¢ ™" around x. Note
that, by Lemma 2.3.3 below, one could as well work with balls around x instead of
spheres consequently in this section. By [14] for the semi-algebraic case and [3] for
the subanalytic case, the function y(¢): (x,n) — y{@){(x,n)lies in (K™ x N).
Suppose that X is of dimension d. Then we renormalize y(g) by dividing it by the
volume of the d -dimensional sphere of corresponding radius and define the resulting
function 64 (¢) by
y{p)(x.n)

1a(Sq(n))’

where Sy (n) is the d-dimensional sphere of radius ¢, namely the set {w € K¢ |
lw| = ¢™™}. Note that Sy (z) has measure equal to (1 — ¢g~%)g™"¢ and thus, 84 (¢)
lies in (K™ x N),

The following lemma yields sufficient conditions for the mean value at infinity of
84 (p) to exist, in view of Proposition 2.2.3.

Oalp)(x,n) 1= (2.3.2)

2.3.1 Lemma. Let ¢ be a bounded function in ¢(X ). Assume X is of dimension d.
Then the function 6;(p) lies in € (K™ x N) and is K™ -bounded.

Proof. That 64(p) lies in (K™ x N) is shown above, so we just have to show that
84(p) is K™-bounded. By the additivity of integrals and by cell decomposition, we
may suppose that X is a cell of dimension d . By changing the order of the coordinates
if necessary and by Proposition 4.2.3, we may suppose that X projects isometrically
to the first d coordinates of K. If now M > 0 is such that ¢(y) lies in the real
interval [—M, M| for all y € X, then it is clear by construction that 6;{¢){x) also
liesin [-M, M| for all x € K™, O

It follows from Lemma 2.3.1 and Proposition 2.2.3 that if ¢ is a bounded function
in (X)) one can set

O (p) := MVl (@), (2.3.3)

that is, for x € K™, ®4(¢)(x) is the mean value at infinity of the function n —
84(p)(x,n). By Proposition 2.2.3, the function ®4(p) lies in (K™). For x in K™,
we call ®4(p){(x) the local density of ¢ at x. More generally, if ¢ is bounded on
a neighborhood of some x € K™, then ®4(¢)(x) can be defined by first extending
@ by zero outside of this neighborhood and calculate its local density by the above
definitions which is clearly independent of the choice of the neighborhood. One
should also note that ®;z{¢){x) is zero when x does not belong to the closure of X.
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2.3.2 Definition. Let X be a definable subset of K™ of dimension d and let x be a
point in K. We call the rational number

g (X)(x) 1= ©4(1x)(x)

the local density of X at x, where 1y is the characteristic function of X which clearly
lies in Z(K™).

Note that Definition 2.3.2 resembles the definition of the complex and real density
as given in the introduction, where instead of the limit lim, _,¢ one takes MV .

2.3.3 Lemma. Renormalizing with balls instead of with spheres yields the same
local density functions © 4. Precisely, for £-definable X of dimension d and for ¢ a
bounded function in €(X) one has for x € K™

®4(p) = MV (6;(0)),

where
: _ Y@
Palp) (e ) = pa(Ba(n))’

Y (@), n) = / PH i

B(x,n)NX

and where By(n) is the d -dimensional ball of radius g™, namely {w € K¢ | |w| <
g~ "}, and B(x,n)isthe ball {y € K™ | |x — y| < ¢7"} around x as defined in 1.1.
In particular, 0)(p) lies in €(K™ x N) and is K™ -bounded and thus its MV o, is
well defined.

Proof. That8/,(¢) liesin (K™ x N) and is K™ -bounded is proven as Lemma 2.3.1.
We have (o prove that ®4(¢) = MV (8/(¢)), thatis, for x € K™, ©4(p)(x) is the
mean value at infinity of the function n — 6/, (¢)(x, n). It is clear that

y(p)x.n) =y (p)(x.n) =y (p)x,n+ 1)

and that

B (p)(x.m) = ﬁ(%@)(x,n) — g8y (p)xon + D).

Now we are done by the following fact, which holds for any real constant 5 # 1.
If a function f: N — R has a mean value at infinity, then so does g: N — R,
n > T (f(n) = bf(n + 1)), and their mean values at infinity are equal. O
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2.3.4 Example. Let us note that in the example of 2.1 of points of even valuation in
K, one gets ®1(X){(0) = % More generally, if A is a definable open subgroup of
finite index r in K> and y is a point in K*, we have @1 (Ay}0} = % Indeed, it is
casily checked that ©,(Ay)(0) does not depend on y, hence if yy, ..., v, is a set of
representative of K* /A, wehave 1 = ©1(U,-;=, Ayi)(0) = rO1(A)(0).

2.3.5 Proposition. Let ¢ be a bounded function in (X ) and assume X is of dimen-
sion d. Denote by ¢ the extension of p by zero on K. Then the support of ¢ —© 4 (¢)
is contained in an L-definable set of dimension < d.

Proof Suppose X C K™. Since for x not in X, for all sufficiently large » one has
that 84 (@) (x,n) = 0, the support of @4 (p) is contained in the closure X of X in K"
After removing a subset of dimension < d we may assume X is a smooth subvariety
and ¢ 1s locally constant (for example after an iterated application of Lemma 1.4.3),
in which case the result is clear. O

2.4. Tor further use we shall give some basic properties of local densities.
2.4.1 Proposition. Let X be definable subset of dimension d of K™. Then

B4 (X)(x) = O4(X)(x),

where X denotes the closure of X.

Proof. Indeed, by additivity it is enough to prove that ®4(X \ X)(x) = 0, which
follows from the fact that ®4(Y )}(x) = 0 when Y is definable of dimension < d.
(]

2.4.2 Proposition. Let X be an L-definable set of dimension d and let M > 0 be a
constant. Consider asequence of functions ¢, : X — R, n € N such that the function
(x,n) > @u(x) lies in (X x N) and such that 0 < ¢, < pp41 < -+ < M for
all n. Then the function ¢ defined as sup g, lies in €(X) and is bounded. Moreover,

Oulp) (x) = Tim Og(p)(x)

and
0 < Bg4(pn)(x) < Oy(pnt1)(x)

for each n and x.

Proof. Clearly the function ¢ is bounded and lies in (X ) by Proposition 2.2.3. Note
that

y(p)(x,m) = lim y(pn)(x,m)
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for each m and x by the Monotone Convergence Theorem. Hence, by the definition
of B4, also

Ba(@)(x,m) = 1im 64 (pa)(x, m) (24.1)
for each m and x. Clearly
0 < y(pn) < y(gn+1) and 0 < 04(pn) < B4(@n+1) (2.4.2)

for all n, on the whole of X, and hence

0< ®d(§0n)(x) = ®d(§0n+1)(x)a

by the definition of ®;. Now the equality ®4(p)(x) = lim, ®4(p,)(x) follows
from (2.4.1), (2.4.2), and the definitions of MV, and ®,4, by changing the order of
limits over n and over m. O

3. Tangent cones

3.1. Cones. We shall consider the set £ of open finite index subgroups of K* (note
that a finite index subgroup of K™ is automatically open). We order O by inclusion.
Note that for each n > 0, the group P, of the nth powers in K™ lies in £, and any A
in D equals, as a set, a finite disjoint union of cosets of some Py, see Lemma 3.1.1,
and is thus £-definable. We shall say a certain property (P) holds for A small enough,
if there exists Ay in £ such that (P) holds for every A € D contained in Ay.

Let A be a subgroup of K* in £. It acts naturally on K" by multiplicative
translation A - z := Az, that is, by scalar multiplication on the vector space K”. By a
A-cone in K" we mean a subset C of K” which is stable under the A -action, that is,
A - C C C (note that this implies that A - C = C). More generally, if x € K", bya
A-cone with origin x we mean a subset C of K" such that C — x is stable under the
A-action, where C —x = {r € K" |t + x € C}. By alocal A-cone with origin x,
we mean a set of the form C N B(x, r), with C a A-cone with origin x and n in N,

In Lemma 3.1.1 we describe all possible A-cones which are subsets of K, which
turns out to be very similar to the real situation. In Section 3.2 we will show that
definable sets in dimension 1 locally look like local A-cones (Lemma 3.2.1), and
similarly in families of definable subsets of K (Corollary 3.2.2). From 3.3 on we
will define and study tangent cones and related objects, and formulate one of our
main results on the relation between local densities of definable sets and of their
tangent cones, viewed with multiplicities (the p-adic analogue of Thie’s result), see
Theorem 3.6.2.

3.1.1 Lemma. Let C C K be a set. Then C is a A-cone for some A in D if and only
if it is either the empty set or it is a finite disjoint union of sets of the form AP, with
n > Qand A € K. Hence, any cone C C K is a definable set.
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Proof. Clearly the empty setis a A-cone forall A and A- P, isa A-cone for A C Py,
and similarly for their finite unions. Now let C be a nonempty A-cone for some A in
D. Either C = {0} and we are done, or, up to replacing C by ¢ C for some nonzero
t € K, we may suppose that 1 € C. Butthen A C C and C \ A is still a A-cone.
Since the index of A in K™ is finite, it follows by a finite process that C' consists of
a finite union of sets of the form pA with ¢ € K. It remains to prove that A itself is
a finite disjoint union of sets of the form AP, for some n € N and some A € K*.
Since A is open and it must contain an open neighborhood U = 1 + EM% of 1 for
some £ > 0 and with Mg the maximal ideal of R. Let mx be a uniformizer of R.
Since A has finite index in K, there exists n; > 0 such that 7' lies in A. Now
let n be a big enough multiple of n; such that #”* € U for all r € R*. Then clearly
P, C A and we are done since P, has finite index in K™ and hence also in A. O

3.2. Local conic structure of definable sets. Let X be a definable subset of K"
and let x be a point in K”. We denote by m,: K" \ {x} — P*"1(K) the function
which to a point z # x assigns the line containing x and z. That is, for x = 0,
mo: K™\ {0} — P*"1(K) is the natural projection, and, for nonzero x, the map =,
is the composition of my with the translation K" \ {x} — K*" \ {0}, y — y — x.
Furthermore we denote by

X X\ {x) = 7o (X \ {xD)

the restriction of 7y to X \ {x}.

3.2.1 Lemma. Let Y be a definable subset of K. Then there exist A in O and a
definable function y: K — N such that ¥ N B(y, y(y)) is a local A-cone with
origin y, for all y € K. If one writes Y as a finite disjoint union of cells Y; with
cosets A; Py,, then one can take A = Py with N = lem(n; );.

Proof. The definability of y is not an issue by the definability of the conditions of
being a local A-cone with origin y and so on. By definition, a finite union of local A-
cones is again a local A-cone. Hence, up to a finite partition using cell decomposition,
we may suppose that Y is a cell. Thus, Y is of the form

Y =it € K| |o|Oh|t —c|T2|B|. t —c € AP},

for some constants » > 0, A, ¢ in K, «, B in K>, and [J; either < or no condition.
Up to a transformation ¢ — t — ¢ we may suppose that ¢ = 0. We may exclude the
trivial case that Y is a singleton, that is, we may suppose that A # 0. Then Y is open,
and moreover, Y 1s closed if and only if [; is <. In the case that [; is no condition,
then the closure of Y equals ¥ U {0}. Take y € K. If y lies outside the closure of ¥,
then Y N B(y, r) is empty for sufficiently large », and the empty set is a A-cone for
any A in . Also, if y lies in the interior of ¥, then ¥ N B(y, n) is a ball around y
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for sufficiently large », and hence it is a local A-cone with origin y, for any A in O.
Finally, if y = Oand y liesinthe closure of Y, then ¥ N B(y,n) = AP, N B(y,n) for
sufficiently large n, which is clearly alocal A-cone with origin y for any A contained
m P, U

The following two corollaries of Lemma 3.2.1 are immediate.

3.2.2 Corollary. Let Y be a definable subset of K™+, For each x € K™ write
Y. for {t € K | (x,t) € Y}. Then there exist A in D and a definable function
y: K™Y — N such that Y, N B(t, y(x,t)) is a local A-cone with origin t, for all
(x,1) € K™YL Ifonewrites Y as afinite disjoint union of cells Y; with cosets A; Pa,,
then one can take A = Py with N = lecm(n;);.

We will most often use the following variant of Corollary 3.2.2, which can be
proved by working on affine charts.

3.2.3 Corollary. Let X be a definable subset of K™ and let x be a point in K". Then
there exist a definable function o, : P*"1(K) — N, that is, oy is definable on each
affine chart of P"~1(K), and a group A in D such that

()71 N Blx, ax (4))

is a local A-cone with origin x for every £ in P"~1(K). Moreover, A can be taken
independently of x, and one can ensure that (x,£) — a,(£) is a definable function
from K" x P""1(K) to N.

We shall call a subgroup A in O satistying the first condition in Corollary 3.2.3
adapted to (X, x), and if moreover A is adapted to (X, x) for all x € K", then we
call A adapted to X.

3.3. Tangent cones. Now, if X is a definable subset of K", x a point of K", and A
in O, we define the tangent A-cone to X at x as

C;\(X) f= {u e K" |forall i > Othereexist z € X, A € A such

that ord(z — x) > i and ord(A(z — x) —u) > i}.
By construction C 2 (X) is a closed, definable, A -cone, and, forany n € N, CA(X) =
CM(X N B(x,n)). Furthermore, for definable X,Y < K" and for A’ C A in D,
one has

A A A
CAMxuY)=Ccrx)yucry).
CH(X) = C 0.
sl h g Tatakd eyl
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Although the previous inclusion might be strict, dim(C (X)) does not depend on
A € D by Lemma 3.5.1. We comment some more on the previous inclusion in the
following remarks.

3.3.1 Remark. Let X be a local A-cone with origin x in K”. Thus, there exist » in
N and C a A-cone with origin x such that X = C N B(x,n). In this case for any
A C A € D, one has

CN(X) = CA(X) (= C., when C is closed).

Indeed, since X = C N B(0,n), we have C;"(X) = C;V(C). But we also have
CA(C) = CMC) (= C, when C is closed).

We indicate why CA(C) < CA'(C). Assuming x = 0 for simplicity, let u <
CAC)andi € N,z € C, A € A, with ord(z) > i and ord(Az — u) > i. We
have z € C and thus Az € C. Now let A” € A’ small enough to ensure that
ord(A’Az) > i. Then denoting z’ = A’Az, one has z’ € C. From ord(z’) > i and
ord((1/A))z" —u) > i, we see thatu € CQ'(C).

Finally we indicate why C2(C) = C, when C is closed. As C is stable by
the A-action, the inclusion C € CA(C) is obvious. On the other hand, assuming
again x = 0,ifu € CA(C), forall i € N, there exist z € C and A € A such that
ord(z) > 7 and ord(Az — u) > . We can then construct a sequence of points Az € C
with limit v, this shows that u € C, since C is closed.

3.3.2 Remark. When X is adefinable subsetof K and x apointof K, by Lemma3.2.1,
X is a local A-cone at x with origin x, for some A € D. By the above remark,
for every A’ C A, and still in the one-dimensional case that X C K, one has
CM(X)=crX).

We cannot expect in general that for X a definable subset of K", n > 1, X isa
local A-cone for some A € &, but one may at least ask, as it is the case forn = 1,
whether the stability property “there exists A € D such that forany A" € D, A" C A,
one has C);‘V (X) = CA(X)” still holds for » > 1. The answer to that question is
yes, as we shall show in Theorem 5.6.1.

3.4. More on ¢-analytic functions. The following is the p-adic analogue of Propo-
sition 1.7 of [32].

3.4.1 Proposition. Ler f: U — K" ¢ be a definable s-analytic function on a
nonempty open subset U of K%, 0 <d <n. Let T be the graph of f and let z be in
I'. Then, for any group A in D

CHT) C{(x,y) € KO x K" | |y] < elx]}.
Proof. We may suppose that z = 0. Choose A in D. Since
CHI) € 6 (D).
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by definition of C(-), we may assume that A = K*. We may also suppose that
e = 1, after rescaling. Suppose by contradiction that there is (xg, o) in COK ()
with |yo| > |xg| + & for some & > 0. Let IV be the intersection of I" with the open
subset {(x, y) € K4+t0=4) | |y| > |x| 4+ 8. By our assumption on (x, yo) and by
the definition of CX™ (I"), the set '’ is nonempty and 0 lies in I\ T, Apply the Curve
Selection Lemma 1 4.4 to the set IV and the point 0. This way we find power series
gi over K inone variable fori = 1,...,n, converging on R, such that g(0) = 0 and
g(R\ {0}) € T\ {0}. But this is in contradiction with Lemma 1.4.5. Indeed, the
tangent line £/, at r # 0 is of the form g(r) + K -, with some ¢, € K" satisfying
|v(t;)| < |x(¢;)| by g-analyticity of f and the chain rule for differentiation, where
x(t;) = (tr1, ... tpg)and y(t,) = (trg41.- - - [rn). Hence, the limit £{ of the £/, for
0 # r — Oisof the same form g (0)+ K -t for some ry € K™ with |y (ro)}| < |x (t0)].
On the other hand, the line £, for r # 0 connecting g(0) with g(r) is of the form
g(r)+ K -u, with some u, € K" satisfying |y (u,)| > |x(u,)| + 8. Hence, the limit
line £¢ of the £, for r — 0 has the same description, which contradicts Lemma 1.4.5
and the description of £{,. O

3.4.2 Corollary. With the data and the notation of Proposition 3.4.1, let x be in U.
Then there are only finitely many points in I which project to x under the coordinate
projection K4 x K4 5 K4,

Proof. Suppose by contradiction that there are infinitely many such points. Then the
dimension of T N ({x} x K"~¢)is > 0. Thus, there exists z € T such that C2(T' N
({x} x K"~4)) is of dimension > 0, which is in contradiction to Proposition 3.4.1.

L

3.5. Deformation to the tangent cone. Let X be a definable subset of K and let x
be a point of K™. Fix a subgroup A in £. We consider the definable set D(X, x, A)
in K™ x A defined as

DX, x,A):= {(z,)t)|x—|—)LZEX}

and its closure
DX, x,A)

in K" x K. In D(X,x,A) one finds back the cone CA(X). Indeed, one has
DX, x,A) N (K™ x {0}) = CA(X) x {0}, which we identify with C A (X).

3.5.1 Lemma. If X is of dimension d, then D(X,x, A) is of dimension d + 1 and
CM(X) is of dimension < d. Moreover, iim(C2 (X)) does not depend on the choice
of A € D.
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Proof. We may suppose that X 1s nonempty. Consider the projection
p: DX, x,A\)— X, (z,A)r—x+ Az

Since p is surjective and has fibers of dimension 1, we get that D(X, x, A) is of
dimension d + 1. The cone CA (X ) is contained in {0} U (D (X, x, A)\ D(X, x, A)).
Hence, CxA (X) is of dimension < d. The last statement follows from

cra)y = Jmed (x),

whenever A" C A is in £ and when one writes A as a finite union of cosets | J; p; A’
of A/in A. O

3.6. Multiplicities on the tangent cones. Let X be a definable subset of K" of
dimension d, let x be a point of K", and let A be in . To each point z on the cone
CA(X) we will associate a rational number SC A (X)(z), called the multiplicity of
(X, x} at z with respect to A.
Define the function
SCA(X): CMX) - Q

as the function sending z to

[K™: Al ©g41(1px,x,0))(z, 0),

with [K™ : A] the index of A in K™, and with 1 p(x ., A) the characteristic function
of D(X,x,A). The function SCA(X) is called the specialization of X at x with
respect to A.

The following lemma gives an indication that S C 2 (X) captures much local infor-
mation of (X, x); this principle will find a strong and precise form in Theorem 3.6.2
below.

3.6.1 Lemma. The function SC2(X) lies in €(C2(X)). Moreover

Og11(lpxx,a))(z,0) =0

for z outside CA(X),

Proof. The function 1p(x x,A) is in (K" x K) since D (X, x, A) is a definable set,
and thus, also Oy (1p(x.x,4)) lies in €(K" x K). For definable sets A C B, the
restriction of a function in Z(B) to 4 automatically lies in #(4), hence, SC2 (X)
lies in #(CA(X)). The second statement follows from the fact that the support of
O4+1(1pcx.x.a)) 1s contained in the closure of D(X, x, A), which is contained in
(K" x KX) U (CAMX) x {0}). O
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More generally, if ¢ is a function in (X ) which is bounded near x, we define the
specialization vf} (p) of ¢ at x with respect to A in the following way. First define
a function ¢ on K" x K by ¥(z,4) := ¢(x + Az) on D(X, x, A) and by zero
elsewhere. Then one defines the function

vA(p): CAX) - Q

as the function sending z to [K™ : A] @441 () {(z,0). Note that, similarly as in
Lemma 3.6.1, vA(p) lies in €(CA (X)) and that © 44 1(¥)(z,0) = 0 for z outside
CAM(X). We recover SC2(X) since v (1x) = SCA(X).

The following result, which will be proved in Section 5, states that the local density
can be computed on the tangent cone with multiplicities, for A small enough.

3.6.2 Theorem. Let X be a definable subset of K" and let x be a point of K". For
A small enough

B4 (X)(x) = 4 (SCHX))(0).

More generally, let ¢ be a function in €(X) which is bounded near x. For A small
enough

Bulp)(x) = Oy (2 (p))(0).

4. Existence of (wy)-regular stratifications

4.1. Inhis study of stability of the topological type of mappings, R. Thom introduced
the regularity condition (ay) in [42], p. 274, as a relative version of condition (a)
of Whitney. The existence of (ay)-regular stratifications was proved in the complex
analytic case by H. Hironaka in [27] (Corollary 1, Section 5) using resolution of
singularities, under the assumption “sans éclatement™ which is always satisfied for
functions. One can find proofs of the existence of (ay) stratifications in the real
subanalytic case in [32], where the Puiseux Theorem with parameters of Pawtucki
(see [38]) 1s used, and for o-minimal structures on the field of real numbers in [35].

The stronger condition (wy ), the relative version of the so-called condition (w) of
Verdier (see [43]), was studied in the complex setting, for instance, in [26]. In the real
subanalytic setting, it has been proved that (wy) stratifications exist by K. Bekka in
[1], K. Kurdyka and A. Parusiniski in [30] using Puiseux’s Theorem with parameters,
and finally by Ta L& Loi in [36] for definable functions in some o-minimal structures
over the real field (the o-minimal structure has to be polynomially bounded for the
existence of (wy )-regular stratifications, but need not to be so for the existence of
(ar)-regular stratifications).
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4.2. Letusnow recall the definitions of (wy ) and (ay)-regular stratifications. Let X
be a definable subset of K", and let (X7);eq,.. k3 be a finite, definable and analytic
stratification of X satisfying the so-called frontier condition

X'nX/#¢= X' X/,

where definable and analytic means that the strata X7/ are definable, K-analytic
manifolds. Let S be a definable subset of K and let f: X — S be a definable

continuous mapping such that forany j € {1,...,k}, fx is analytic and of constant
rank (being 0 or 1). For j € {l,....k} and x € X/, let us denote by T X7 the

tangent space at x of the fiber f|; (f(x)) of f|x;. Then one says that the pair of

strata (X, X/) satisfies condition (as) ata point xo € X* C X/ if and only if for any
sequence (x;)ren\{oy of points of X/ converging to x; and such that the sequence
(T, X J{ )reN\{03 converges in the appropriate Grassmann manifold, one has

lim 8(T, X7, Ty, X7) = 0, (ar)

where (-, -} is a natural distance between linear subspaces of K™ as defined below.
Further, one says that the pair (X*, X7} of strata satisfies condition (w ) at x, if and
only if there exist a constant C and a neighborhood Wy, of xo in K" such that for
any x € Wy, N X' and any y € Wy, N X/, one has

ST X} Ty X)) < C-|x —yl. (wy)

In both definitions, §(V, V') denotes the distance between two linear subspaces V
and V' of K" such that dim(1") < dim(V"), and is defined by

S(V,VhY= sup { inf |o—v|t= sup dist(v,S"(0,1)),

veV,vl=1 VEV .Iv|=1 veV,|v|=1
with S¥'(0, 1) the unit sphere around 0 of V.

4.2.1 Remark. We have 5(V, V') = Qifandonly if V C V', Also, forany V" C 1V’
such that dim(V') < dim(V"), §(V, V") = §(V, V’).

One says that the stratification (X /) jefl,...ky 18 (ar)-regular, respectively (wy)-
regular if any pair (X, X/) of strata is (a s )-regular, respectively (wy)-regular at any
point of X*. And finally one says that the stratification (X7);e1,__k} is (a)-regular,
respectively (w)-regular, if it is (a s )-regular, respectively (w s )-regular, for S a point
in K.

One starts the proof of the existence of wy-regular stratifications with the key
Lemma 4.2.4 (see [36], Lemma 1.8 for its real version). But before stating this
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lemma, let us introduce as in [5] (Definition 3.9) the notion of jacobian property for
definable functions and recall from [5] that this property is in a sense a generic one
(see Proposition 3.10 of [5] or Proposition 4.2.3 below). This will be used in the
proof of Lemma 4.2.4.

4.2.2 Definition. Let F: B — B’ a definable function with B, B’ C K. We say that
F has the jacobian property if the following conditions hold all together:

(i) F is a bijection and B, B’ are balls,
(ii) F is C! on B,
(iii) ord(%£): B — Z is constant (and finite) on B,

(iv) for all x, y € B with x # y, one has

oF
ord(a—) +ord(x — y) = ord(F(x) — F(y)).
X
Itis proved in a much more general setting in [7], Theorem 6.3.7, that the jacobian
property is generic for definable mappings, which in our setting gives the following
statement.

4.2.3 Proposition. Let Y C K™ and X C K xY be definable sets for some m € N.
Let M : X — K be definable. Then there exists a finite partition of X into definable
subsets Xy such that for each y € Y, the restriction M(-, y): x1 — M(x1,y) of M
to{x1 € K | (x1,y) € Xy} is either injective or constant.

Let us then assume, for simplicity, that on X, M(-, y) is injective. Then there
exists a finite partition of X into cells Ay over Y such that for each y € Y and each
ball B such that B x {y} is contained in Ag, there is a (unique) ball B’ such that the
map Mip: B — B', x; — M(x1,y) € B’ has the jacobian property.

Now we state and prove the key lemma used in the proof of Theorem 4.2.5.

4.2.4Lemma. Let M : Q@ — K be adefinable and differentiable function on an open
definable subset Q of K™ x K for some m > 0. Assume that Q N (K™ x {0Y) has
a nonempty interior U in K™. Assume furthermore that M is bounded on 2. Then
there exist a nonempty open definable subset V. C U in K™, an integer o > 0 and a
constant d € K™ such that for all x € V and all t with ordt > o« and (x,t) €

[1DxMeenll < |d] .

In this lemma and later on, D s M, ,y means (M (x,)/0dxy....,0M(x,t)/dx,,),
and analogously, Dy, M, , means dM(x,1)/dx; and so on, and || - || denotes the
maximum of the component norms.)
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Proof. Letus denote (x,1) = (x1,...,Xm, 1) = (x1, ¥) the standard coordinates on
K" x K = Kx K™ where y = (x2,..., X5, t). (We will apply cell decomposition
and related results sometimes with x; and sometimes with ¢ as special variable.) By
the cell decomposition theorem (with special variable r) we can finitely partition €2
such that on each part A such that A has nonzero intersection with K™ x {0} one has

|Dy; Mx.0)| = || Dx M|l = |e(x)] - |Ar]*

forsomea € Q,some A € K*,somei € {1,...,m}, and some definable function c.
If all these exponents @ are nonnegative, then we are done since the |c|, as well as
the boundary functions bounding |7| from below in the cell descriptions are constant
on small enough open subsets V' C U. Let us assume that a particular a is negative,
say on a cell where | Dy, M | = | Dx M5 ||. By Proposition 4.2.3 (with special
variable x1) applied to M : (x1, v) — M(x1, y) there exists a finite number of cells
Ay partitioning €2 such that for each y € K™ and each ball B with B x {y} C Ag,
B > x1 — M{(xy, y) has the jacobian property. We necessarily have one of these
cells A such that Ax N (K™ x {0}) has nonempty interior in K. We may assume
by the cell decomposition theorem (with special variable 1) that Az contains a subset
B, x B’ x W with B; an open ball in the x; line, B’ a Cartesian product of m — 1
balls and W an open definable subset of K* such that 0 € W. Then, for any
y = (x2,...,xXm,t) € B'XW, by the jacobian property, the one-dimensional volume
w1 (M(Byx{y}))equals i (B1)-]c(x)|-]f|*. Considering that¢ can approach O while
|c{x)| stays constant and that M is a bounded mapping, this is a contradiction. [

We can finally prove our result concerning (w)-regular stratifications.

4.2.5 Theorem. Let X be a definable subset of K", S a definable subset of K and
f: X — S adefinable continuous function. Then there exists a (finite) analytic
definable stratification of X which is (wy )-regular. In particular definable subsets of
K" also admit (ay), (w) and (a)-regular definable stratifications.

Proof. We proceed similarly asin [36]. Let (X /) jef1,...ky beananalytic and definable
stratification of X such that the fx, are analytic and such that the rank of fy; is
constant for all j € {1,....k}. The set wp(X*, X/) of points x € X’ at which the
pair (X', X/) is (wy)-regular being a definable set, we have to show that this set is
dense in X'. Let us assume that the contrary holds, that is, the set w} (X%, X7)of
points of X* at which the pair (X', X /) is not (wy )-regular contains a nonempty open
subset of X’, and let us obtain a contradiction. Up to replacing X’ by a nonempty
subsetof X’ and by the definability of w (X”, X/), we may suppose that w (X*, X /)
equals X°.

As the condition (wy ) is invariant under differentiable transformations of K" with
Lipschitz continuous derivative and up to replacing X’ by a nonempty open subset
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of X’, we may assume that X’ is an open definable subset of K™ x {0}~ (The
latter transformation exists by cell decomposition, after shrinking X’ if necessary.)
Up to replacing X! by a nonempty subset, we may also assume that Jixi is constant,
equal to O for simplicity. Indeed, since w} (X', X/) equals X’, we can replace X’
by fli_(fl (a) witha € f(X?), since the pair (fl;(} (a), X7) is (wy)-regular at none of
the points of fl)_(} (a).

Now we have two cases to consider:

Case 1. f x; isconstant (in aneighborhood of X #). Then condition (wy ) is condition
(w). We proceed as follows.

Write X? = U x {0}"~™ with U openin K". By the cell decomposition theorem
and the existence of definable choice functions and up to making U smaller, there
exists a definable C! function p: U x C — X/ (called a C! wing in X/ in [36]),
where C is a one-dimensional cell in K> with 0 € C, such that p(x, ) = (x, r(x, 1))
and |r(x, )] < |¢], and furthermore, w’ (X', X/) being assumed equal to X', we
may ask that for all x, ¢

S(K™ x {0} Ty X7)
r(x,1)]

> |t 7L

By Remark 4.2.1, one then has
IDsrall  8CK™ x 0™, Tp.n X7)
[r(x.0)l — | (x, 1)
By cell decomposition and up to replacing the function (x,7) — r(x,t) by (x,7)
r(x, %) for some integer s > 0, we may moreover assume that on U x C
| le]f

r(x, 0] = la

for some integer £ > 0 and some ¢ € K. But when one applies Lemma 4.2.4 to
(x.t) — r(x,r)/t%, which is a bounded map, one finds a definable nonempty open
subset U’ of U, and d € K™ such that for x € U’ and r € C with |¢| small enough,
| Dxreenll/r(x.1)] < |d]|,acontradiction with the above two displayed inequalities.

Case 2. fy, has rank 1.

Write X! = U x {0} with U open in K™. Clearly we may suppose that
f(x,y) # O0for (x,y) € X/, x € U. We further have that for each x € U, f(x,y)
goes to 0 when y goes to zero with (x, y) € X/. Hence there exists a definable
choice function fy: B(0,1) — f(X/)U {0} such that f,(¢) = Oif and onlyift = 0
and | fo(r)| < |¢| for nonzero 1. Since we assume that w) (X', X/) equals X', we
may moreover assume that for each x € U and nonzero ¢ there exists y satisfying

(x.y) € X7, |y| <|t], f(x. ) = folr), and
S(K™ x {O}H_m,T(x,y)XJ}])
|y

> e 7L
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Up to replacing fy by t — fo(Ar®) for some integer s > 0 and nonzero A € R,
we may suppose that fy is continuous. Hence, by the existence of definable choice
functions there exists a continuous definable map ¢: U x B(0, 1) — K" which is
Clon U x(B(0, 1)\ {0Y) and such that, for all x € U and for allnonzerot € B(0, 1),
p(x,0) = 0, (x,p(x,1)) € X/,

S(K™ x {0y, T(x,cp(x,t))X;)

=1 4.2.1
oG] > || 4.2.1)

and
f(xv QD(X,I)) = fO(t)' (422)

It follows by (4.2.2) that the m-dimensional linear space W spanned by the vectors
(0,...,0,1,0,....0,3¢(x,1)/dx;) fori = 1,...,m is a subspace of T(x,(p(x’t))Xf].
Combining this with Remark 4.2.1 and since || Dy @ | = S(K™ x {0y~ W), it
follows that

| Dspenll _ SCK™ X 401", Tea,pra) X7)
lo(x. 0} ~ o (x. 1)
By the Cell Decomposition Theorem 1.4.2, by making U smaller, and up to replacing

the function (x, 1) — @(x, 1) by (x, ) — e(x, bt*) for some integer s > 0 and some
nonzero b € R, we may suppose we have on U x B(0, 1)

4.2.3)

lp(x, 1) = |a] - |¢]*, (4.2.4)

with ¢ € K™ and some integer £ > 0, since ¢ is continuous and ¢(x, ) = 0 if and
only if r = 0. Applying Lemma 4.2.4 to the bounded function ¢(x,)/¢ yields a
contradiction with (4.2.1) and (4.2.3) similarly as in case 1. O

4.3. Let X be a definable subset of K", and let (X/) jef1,...k} be a finite, definable
and analytic stratification of X satisfying the frontier condition as in 4.2. Let X" and

X/ be strata with X’ ¢ X/ andlet xo € X*. One says (X’, X/) satisfies condition
(b) at xy if for every sequences x,, € X, y,, € X/, both converging to x, and
such that the line L,, containing x,, and vy, resp. the tangent space T},, X7, both
converge in the appropriate Grassmann manifold to a line L, resp. a subspace 7', then
L C T. Over the reals, it is well known since the seminal work of T. C. Kuo [28] (in
the semi-analytic case), see also [43] (subanalytic case) and [36] (o-minimal case),
that condition (w ) implies condition (5). Note that obviously (w) does notimply (b)
in the real differential case and that even in the real algebraic case (b) does not imply
(w). In the present setting, we have a similar result (with a similar proof):

4.3.1 Proposition. If (X, X/) satisfies condition (w) at x, it also satisfies condition
(b) at xy.
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Proof Weset X' = W and X/ = W’'. We may assume that W is open in K ~
K" x {0} € K" x K¥ = K" and that xo = 0. Denote by p the linear projection
K" — K?. If condition () is not satisfied at O, then, by condition (w) at O and for
some ¢ > 0, one has 0 € S\ S, with

S={xeW |§Kpx).T,W' > 2e}.

Use the Curve Selection LLemma 1.4.4 to find an analytic definable function ¢: U C
K — S with 0 € U such that ||e(t)|| < |¢| for all ¢ in U. Write ¢ = (a,b)
with a: U — K" and b: U — K°. We may assume that ||a’(z)| is bounded,
that » and »" do not vanish, and by analyticity that lim,_ [|b(2)||/||6' ()] = O.
Since 8(Kb'(t), Kb(t)) — O for t — 0 which holds by Lemma 1.4.5, we have
(Kb (1), TyiyW') = efort small enough. Fromthefactthaty'(r) = a’(r)+5'(¢) €
ToyW', it follows that

la" (D]
15" (O]

Now, by condition (w) at 0, there exists C > 0 such that

8(Kd'(t), To;yW') > e. (4.3.1)

S(Ka'(t). Ty W') < Cllb(0)] (43.2)
for ¢t small enough. It follows from (4.3.1) and (4.3.2), that, for r small enough,
0]

&< la" (O], (4.3.3)

157 (6)]
which contradicts the fact that ||a’(r)|| is bounded and lim,—.¢ ||6(t)||/]|b/(t)| = O.
]

5. Proof of Theorem 3.6.2 and the existence of distinguished tangent A-cones

5.1. Proof of Theorem 3.6.2: a first reduction. The statement we have to prove
being additive, we may cut X into finitely many definable pieces. Also note that we
may assume all these pieces have dimension d around x, since pieces of dimension
< d contribute to zero in both sides in the equality we have to prove. Let us prove
in this subsection that we may reduce to the case were ¢ = lx. Suppose that we
know the result for ¢ = 1y. For the general case we may assume, by additivity and
linearity, that ¢ = (]_[f=1 Bi) - q~% with « and the g; definable functions from X to
7. Further we may assume that ¢ > 0 on X. Write X as a possibly infinite disjoint
union parameterized by the values of « and the ;. That is,

X= |J X:. wihX. ={xeX|(Br....Pa)x) = z}.
zeZi+1
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Since ¢ 1s constant on each of the X, by linearity we find for each z

O4(pz)(x) = B4 (v (p:))(0),

where ¢, is the product of ¢ with the characteristic function of X,. By Proposi-
tion 2.4.2 one finds

Oulp)(¥) = 04( D p:)x) = 3" Oae) ()
and similarly Z Z
042 @) = 0402 (3 ¢: )O) = 0a( 3 v v:)) 0
= ®d<vf}z (p2)(0). Z

and hence Oy (¢)(x) = O4(v2(¢))(0) which finishes the reduction.

5.2. Proof of Theorem 3.6.2: the case d = n. In this subsection, we consider
the case d = n. It is not difficult to see (cf. Corollary 5.3.8 below) that the function
SCA(X)is equal to the characteristic function of CA (X) almost everywhere. Hence
it is enough to prove that

B4 (X)(x) = ©4(CA(X))(0)

for A small enough.

The proof we shall give is quite analogous to the one of Proposition 2.1 in [32]. By
Corollary 3.2.3, there exists a definable function a: P*~1(K) — N and a subgroup
A in D such that for every £ in P"~1(K), (zX)~1(£) N B(x, a(£)) is a local A-cone
with origin x in (7X)71(£).

For every n > 0, we consider the A-cone C,(A) with origin x generated by
X N B(x,n). Note that L

CAX) =N, CalA),

hence, if we set
W =, Ca(A),

we have W C CA(X). In particular, @3 (W)(x) < ©4(CA(X))(0). By Proposi-
tion 2.4.2, we know that © 4 (W)(x) = lim, ®4(C,(A))(x) and 4 (CA(X))(0) =
lim, ®4(C,(A))(x). By Proposition 2.4.1, we deduce that

Ba(W)(x) = O4(CL(X))(0).
Since we have

©4(X)(x) = O4(X N Blx, M)} x) < Og(Cr(A))(x),
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we deduce that
O4(X)(x) < ®©z(W)(x).

To prove the reverse inequality, let us consider for n > 0 the definable subset W, of all
points w in W such that (7 (w)) < n. By definition W, N B(x,n) C X N B(x, n),
hence

Og(Wn)(x) = Og (W, N B(x,n)){(x) = Og(X N B(x,n))(x) = Oq(X)(x).

Since, by Proposition 2.4.2 again, lim, ®4(W,)(x) = O4(W)(x), we obtain
Oz (WH{x) < ©4(X)(x), as required.

5.3. Graphs. The main technical result in this subsection is Proposition 5.3.7, which
will be used in subSection 5.5 to conclude the proof of Theorem 3.6.2 and in subSec-
tion 5.6 to prove the existence of distinguished tangent A -cones.

Fix two integers 0 < d < m. Let U be an open definable subset of K< and let ¢
be a definable mapping U — K™ <. The graph I" = I'(¢) of ¢ is a definable subset
of K™. Fix a point u in the closure U of U and A adapted to (U, u). We assume
that limy_,,, ¢(x) = v, by Corollary 3.4.2. We set w := (u, v). The projection to
the first ¢ coordinates K™ — K< induces a function

: D, w, Ay — DU, u, A).
Note that ¢ is an isomorphism with inverse given by
971 (2, A) — (2, A7 N e(u 4+ Az) — v), A). (5.3.1)

By Corollary 3.2.3, there exists a definable function «: P4~1(K) — N U {oc}
such that for every £ in P4=1(K), (zV)~1(£) N B(u,a(£)) is a local A-cone with
origin u in (z¥ )~ (£), with the convention that «:(£) = oo if and only if £ is such that
(zY)~1(€) N U = @. Note that being definable, the function ¢ is continuous on a
dense definable open subset £2¢ in pd-1 { K), where dense means that the complement
of €2¢ has strictly smaller dimension. Let €21 be the definable subset of €2 consisting
of the £ such that for all neighborhoods V of u in K4, the sets (zY)~'({) NV are
nonempty.

5.3.1 Lemma. Suppose that CMA(U ) is of maximal dimension. Then Q1 contains a
nonempty open subset of PA=1(K).

Proof. Let 9 be the complement of £2; in P4=1(K). Clearly 29 is definable. It
is enough to derive a contradiction out of the assumption that Q9 is dense. Suppose
thus that 2¢ is dense in P?~1(K). By the definability and density of €2{ and of 2y in
P4—1(K), it follows that Q¢ N Qy is dense. Take £ in 29 N Q. By the definition of
the tangent cone, one has that (=Y) ™1 ({) N CA(U) = @. Since (7)1 (Q5 N Qo) is
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dense and definable in K¢, it follows that C,j‘ (U) is contained in a definable subset
of dimension < d, a contradiction with le\ {U) being of maximal dimension, that is,
of dimension d. O

For any definable subset O of P4~ (K), consider the definable subset
cA2Uy = @) o)yn cr) (5.3.2)

of CA(U).

5.3.2 Lemma. Suppose that CMA(U ) is of maximal dimension. Let O be dense open

in §21. Then the set CuA ’O(U ) also has maximal dimension and is dense open in
CMU).

Proof. 'The fact that Gyl (U) is open in CA(U) follows from general topology. We

only have to prove that c Mo (U) is dense in C2A(U). As we have noticed in the
proof of Lemma 5.3.1, for every £ in Q¢ N 2o,

@H' @ ncMU) = 0.

Since moreover the sets (7)~1(Q \ O) and (z¥ )71 (QS \ Qo) have dimension
< d, the lemma follows. O

The next lemma ensures in particular that there exist definable sets 2 = O as in
Lemma 5.3.2 such that moreover for all z in ¢ (U and all small enough A in A
one has that v + Az lies in U.

5.3.3 Lemma. Suppose that CL;/‘(U ) is of maximal dimension. Then there is a
dense open definable subset $2 of $21 such that for all z in C,j\’g (U) of direction
¢ and for all small enough X in A one has u + Az € (z¥)"'({). Here, small

enough can be taken to mean that ord(Az) > « (L), where « is as in the beginning of
Section 5.3.

Proof. We assume u = O for simplicity. Forany £ € , any z € £ N C2(U) and any
A € A,onehas Az € CA(U). Hence what remains to be proved is a consequence of
the inclusion C in the equality of the following claim. O

5.3.4 Claim. For almost all £ in Q1 and with u = 0, one has the following equality
of local A-cones

CAWYN LN BO,a®)) = (zY)71(k) N B, a(L)).
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Proof of the claim. Since £ € Q1, (zV)~1(¢) N B(0,a(£)) is a local A-cone with
origin 0, and by Remark 3.3.1, we have

()71 @) N B, e(£)) = CH((r) )7 (0) N B0, e (£))
c CAWUYN LN BO,ab)).

The inclusion O is thus clear for all £ € Q. We prove the inclusion C in the claim,
for almost all £. This follows from cell decomposition. Let X < (K9 \ {0}) x K be
the definable set

{(x.1) e (KO x K |u+t-xeUl,

parametrizing all £ N U for all lines £ through u. Then X is a finite union of cells
by Theorem 1.4.2. For each x € K< \ {0} write X, for the fiber above x under the
projection X — K¢. For each x, either 0 lies in the interior of X, either 0 lies in
the boundary dX, of X, or O lies outside the closure of X, where 0.X is the closure
of X minus the interior of X . In the case that O lies in the interior of X, one has that
(zY)~1(€) N B(u, a(£)) = B(u, a(£)) hence the inclusion C is evident.

The inclusion C holds, up to a set of direction £ € P41 (K) of dimension < d —1,
for all those x such that O lies in X, by the almost everywhere continuity of the
functions in x appearing in the descriptions of the cells having O in their boundary.
The case that O lies outside the closure of X, needs not to be considered since we
suppose £ € Q1. O

5.3.5 Corollary. Letd > 0, let U be a definable nonempty open subset of K 4 and let
A given by Corollary 3.2.3. Then for allu € U, with CA(U) of maximal dimension
d, CMU) is a distinguished A-tangent cone at u for U, that is, for all A' € D,
A’ C A implies CA(U) = CAU).

Proof. As usual we assume u = 0. Let A as given by Corollary 3.2.3 and A’ € D,
A C A. Weshow that CA(U) € CA(U). Letz € CA(U), denote by £ its direction
and assume that £ € @, with 2 C €1 as in Lemma 5.3.3. By Lemma 5.3.3 we then
have z € CA(U N{) = CAU NL). Butsince U N£N B(O,a(f)) is alocal A-cone
with origin u#, by Remark 3.3.1, we get

zeChUny =chwny ccr ).

Now since we showed Cf’Q(U) = C,j\l’n(U), we have le\’ﬂ(U) = C,jv’Q(U).
But by Lemma 5.3.2 we obtain CuA’Q(U ) = CA(U). We finally remark that one

also has C,fv’g Uy = CLfV(U), with the same proof as in Lemmas 5.3.1 and 5.3.2,
since any adapted (to U) A’-cone may be chosen in those lemmas. O
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Proposition 5.3.7 below can be seen as an analogue of Proposition 3.6 of [32]
and has for consequence the existence of distinguished A-tangent cones for general
definable sets and the p-adic analogue of Thie’s formula. As usual, the main point
in the p-adic case is to overcome the lack of connectedness and deal with all its
negative consequences such as the lack of strong enough mean value theorems and
so forth. To go through these difficulties we essentially use the following result, the
main result of [5], which is the p-adic analogue of the existence of the so-called
L-decompositions of real subanalytic sets, obtained in [29], and which will be used
in the proof of Proposition 5.3.7 (¢).

5.3.6 Theorem. lete > Oandlet o: X C K" — K™ be a locally e-Lipschitz
definable mapping. Then there exist C > 0 and a finite definable partition of X info
parts X1, ..., Xi such that the restriction of ¢ to each X; is globally C -Lipschitz.

We will also use Theorem 4.2.5 in the proof of Proposition 5.3.7 in the same
way that Lemma 3.7 of [32] is used in the proof of Proposition 3.6 of [32]. Where
Theorem 4.2.5 gives the existence of (wy )-regular (and consequently (ar), (), and
(w)-regular) stratifications for a function f in the definable p-adic setting, we will
only use the genericity of the condition (ar) in the p-adic definable case to prove
Proposition 5.3.7.

5.3.7 Proposition. Ler € be a positive real number with ¢ < 1. Let U be an open
definable subset of K% and let @ be a definable mapping U — K™ 4. Fixa point
w in U, a subgroup A adapted to (U, u), choose S sufficiently small and as in
Lemma 5.3.3, and let C,j\’Q (U) be as in (5.3.2). Assume that @ is e-analytic and that
limy_,, ¢(x) = v by Corollary 3.4.2.

Suppose that C > (U ) has maximal dimension. Then, possibly after partitioning U
into finitely many open subsets, replacing U successively by each one of these smaller
open subsets, in such a way that ¢ is globally C -Lipschitz on U by Theorem 5.3.6
and neglecting those U such that be\(U ) has lower dimension, the following hold

(a) For z in le\’Q(U) such that u + Az € U, for all small enough A € A (see
Lemimna 5.3.3), the limit

Y(z) := lim A~ Yo + Az) — v)
KA
exists in K™=¢, yielding a definable function v : th\’g (U) - K™ 4.
(b) The funciion y is locally e-Lipschitz.
(c) The graph of ¥ is dense in C2 (T (g)).

Proof. We first prove (a). Choose z in be\’Q(U ) such that u + Az € U, for all
small enough A € A. We can evaluate ¢ at u + Az for small enough A in A. After
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partitioning U into finitely many open subsets and successively replacing U by each
one of these smaller open subsets, Lemma 1.5.5 implies that when A — 0, A € A,
either A™!(p(u 4+ Az) — v) has a limit v (z) or its norm goes to oc. Applying the
Curve Selection Lemma 1.4.4 to the point (u, v) and the set

{(u+ Az, p(u+ Az)) e K™ | A € A},

it follows from Lemma 1.4.5 and e-analyticity that the limit 1 (z) exists.

Now assume that z € C,,f\’Q(U) is such that u + Az € U N £, where £ is the
(direction of the) line going through » and z. By Lemma 5.3.3; for all ¢ > O there
exist z/,z” € C‘Lf\’Q(U) such that u + Az € U, u + Az" € U forall A € A and
|z —z'| < ¢and |z — z”| < e. Then we have

AT (e + Az) = v) = (p(u + 22") = )] < CRLTIA(E = 2")| < C -

This shows that one can define ¥ on C,j\’g by
¥ (z) = lim lim A~ Y + Az') —v). (5.3.3)
z'—=z A—0

Let us now prove (b). We first notice that, after suitable finite partition of U and
neglecting those U such that le\(U ) has lower dimension, we may suppose that the
function  is analytic on ch% (U). To prove that v is g-analytic on Cf’Q(U )}, we
show that the tangent space 75 ['(1/) at a point x of the graph I'(+) of v, for x in
a dense set of I' (1), is contained in C, = {(a,b) € K¢ x K™ | |b| < glal}.
Since, by (5.3.3), T () € CA(T'(p)) and since dim(I" (1)) = dim(C2(I'(p))), it is
enough to prove that at a generic point x of CA(I'(¢)) one has T C2 (' (¢)) C Cs.
For this we consider the deformation /2: D(T' (), w,A) - K to C,fu\ (I'(¢)) defined
in section 3.5. The fiber 2~ (0) is identified with C2(I'(p)) and for A € A

YA ={(z. ) e K™ x A |w+ Az e T(p)}

1s identified with
{ze K™ | w+ Az € T'(p)}.

Since ¢ is e-analytic, for any A € A and any y € A~ (1), one has T,h~1(A) C C,.
Let us show at x a generic point of C2(T'(¢)), TxCA(T'(g)) is a limit of tangents
Ty, h~1(As). But this is exactly the genericity in 7271 (0) of the condition (ay,), which
is given by Theorem 4.2.5.

We now prove (c). Let z € CA(I' () and (Ap)nen € A, (Wplnen € T'(p)
be two sequences such that w, — w and A,(w, — w) — z. Denoting by n the
projection from I' to U and u,, = 7 (w,), the sequence (u,),en of points of U going
to u is such that lim, oo Ay (4, — u) = 7(2) := a € CA(U). Now fix ¢ > 0 and
a' € CAHHU) with |a —a’| < . Thenw + Aa’ € U for all small enough A € A by
Lemma 5.3.3. Then we may suppose, by invoking Theorem 5.3.6, that

|An(@(up) —v) — )Ln((P(Ar:lal +u) —v)| < ClAp(up —u) — a,)|-
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This gives

lim |An(w, — w) — A (A a, (A a’ + u))| < max(C, 1) - ¢,

n—>0o

and, finally
|z — (@', ¥ (a")| < max(C,1)-e,

showing that the graph of ¥ is dense in C 2 (I'(¢)). O

5.3.8 Corollary. Under the hypotheses and with the notation of Proposition 5.3.7,
assume moreover that ¢ < 1. Write z for variables running over K¢ and vy for

variables running over K=<, Then, for almost all (z, y) € C2(T'(p)), one has that
SCo (C()(z,y) = 1 = SCNU)(2), and

Bu(SC (L (@)0) = O (C (T ([EN)O0) = Og(U)u) = B4 (I'(9))(w).

Proof. We first prove that, for almost all z € C2(U), one has that 1 = SC2(U)(z2).

Let Q and « be as in Lemma 5.3.3. By Lemma 5.3.3, for z € le\’Q(U), there exist
an open ball B contained in c A8 (U) and containing z, and a ball B; C K around
0 such that

DU, u, AYN (B x By) =B x (AN By).

Hence we can calculate

SCHUNz) = [K : Al®gy1(D(U,u, A))(z.0)
= [K 1 Al®g1(B x A)(z,0) = B4(B)(2)

which equals 1 since z € B.
Next we prove that SCA(T'(¢))(z. y) = 1 for almost all (z,y) € CA(T(p)).
For this purpose, define

D' :={(z.y.2) € DI (p).w, A) | [¥| = |z},
and consider the natural projection
p: D — DU, u,A), (z,y,1)— (z. 1),

which is in fact injective. Write U’ for the image of p. By Proposition 3.4.1 and
Lemma 1.4.4, one finds for all (z, y) € K™ that

®d+1(°(D/)(Zv y,O) = ®d+1(i)(r((p)vw7A))(Zv yvO)
and for almost all z € K¢ that

Og+1{(U")(z,0) = O441(D(U,u, A))(z,0).
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Since for all (z, y,A) € D’ one has |(z, y,A)| = |(z,A)|, by the bijectivity of
p: D' — U’, and by definition of ®; ¢, one finds

Og41(D)z.¥.0) = O441(U)(z,0).

This shows that SC2 (T (¢))(z, y) = 1 for almost all (z,y) € CA(T(p)). It also
follows that
O4(SCh (T(9)))(0) = Og(Cppy (T(¥)))(0).

We proceed with similar arguments to show the remaining equalities. Assume
from now on until the end of the proof, for simplicity, that w = 0. By Proposi-
tion 5.3.7(c) one has ©4(T'(¥))(0) = O4(CA(T'(¢))(0). By Propositions 3.4.1
and 5.3.7 and since ¢ < 1, the map z — (z,¥(z)) defined for z in Clﬁx’Q(U)
preserves the norm in the sense that |z| = |(z,v(z))| (recall that one uses the
sup-norm for tuples in an ultrametric setting). Hence, by the definition of &4, by
Lemma 5.3.2 and by Section 5.2, one has © (T (¥))(0) = ©4(CA (U (0) =
Q4 (CAWU))(0) = B4(U)(0). Combining the obtained series of equalities yields
B4 (SCH (T (EIN0) = ©a(U)(0).

Finally we prove that this value also equals ®4(I"(¢))(0), by again a similar
argument. Define U” := {z € U | |¢(z)| < |z|}. Then, by Lemma 3.4.1 and its
proof based on Lemma 1.4.4, we find C2(U) = CA(U"). Hence, @(CA(U))(0) =
B4(CAU))(0) which also equals ®4(U")(0) by Section 5.2. Since on U” the

map z — (z, ¢(z)) preserves the norm in the sense that |z| = |(z, ¢(z))}| we find by
the definition of ®, that ©,4(U")(u) = O4(T (gu))(w) = B4(I'(p))(w) which
finishes the proof. [

5.4. An alternative view on cones with multiplicities.. Let X C K" be definable
and of dimension d. It follows from Proposition 5.3.7 and its Corollary 5.3.8 that
there is a finite definable partition of X into parts X; which are graphs of ¢-analytic
Lipschitz functions on open subsets U; such that, for small enough A, ®,4(X;)(0) =
@4 (CA(X;))(0) for each j. It follows by additivity that

S 04CHX)) =Y 04(X)) = 04(X).
J J

This common value can of course be different from ©4(CA (X)) since X; and Xy
may have tangent cones which coincide on a part of dimension d for different j, &,
that is, there might be overlap in the union C(f‘ (xy=1] ; C(f\ (X;). Letus decompose
CL(X) into parts Cg, k > 1, with the property that a line £ C Cy (through the origin)
belongs to C2(X;) for exactly k different j. (Note that such decomposition is in
general not unique.) Let us then define the function CMé\ (X) on C(fx (X), up to
definable subsets of Cé\ {X) of dimension < d, by

CMMX) = k-1g,.
k
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Any other such decomposition of X into parts X; will yield the same function
CMOA (X)) up to a definable subset of CoA (X) of dimension < d, as can be seen
by taking common refinements and by general dimension theory of definable sets.
Clearly ©4(CMP (X)) = Y, ©4(X;) = ©4(X). Moreover, by additivity of SC
and by Corollary 5.3.8, for all z € C2 (X)) up to a definable set of dimension < d

SCHX)(z) = CMP (X)(z).

In particular it follows that § COA (X)(z) is a nonnegative integer for all z & COA (X)
up to a definable set of dimension < d.

5.5. End of proof of Theorem 3.6.2. We consider a definable subset X of dimension
d in K" and a point x of K". We may assume x lies in the closure of X. Let us fix
0 < & < 1. By Proposition 1.5.3 there exists a decomposition

X = U yi(Ti(e)) UY

1<i<N(¢)

with Y a definable subset of X of dimension < d, definable open subsets U; (¢) of
K%, for 1 <i < N(¢), definable analytic functions ¢;(¢): U; (¢) — K™ ¢ whose
graphs T'; (¢) are all s-analytic, and elements y1, ..., Yn() in GL,,(R) such that the
sets y; (I';(¢)) are all disjoint and contained in X. We denote by u; the image of
;' (x) under the projection to K 4 and we fix A adapted to (X, x) and to (U (¢), 1;)
for every 1 <i < N(g). By linearity and since the y;’s are isometries, we have then

Ou(X)(x) = Y OuENy (%)

1<i<N(g)
and
Ou(SCHXNO) = 3 ©u(SCry (i),
1<i<N(g)
and the result follows from Corollary 5.3.8. O

5.6. Existence of distinguished tangent A -cones. We deduce from Corollary 5.3.5
and Proposition 5.3.7 the existence of distinguished tangent A-cones.

5.6.1 Theorem. Let X be a definable subset of K". Then there exists A € D such
that for any x € X, C)f\ (X)) is a distinguished A-cone, that is to say A’ C A implies
CH(X) = CH(X).

Proof. We will work by induction on the dimension ¢ of X, where for d = 0 the
statement is trivial. We may work up to a finite partition of X into definable pieces

X with distinguished Ag-cones C,f‘ ¥(Xy) for all x and for some Ag, since one
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can put A := (), Ag and then CA(X) = |J, C2(Xy) implies that CA(X) is a
distinguished A-cone for all x. Up to a finite partition using Proposition 1.5.3 and
Theorem 5.3.6, we may suppose that X is the graph of some definable C-Lipschitz
and e-analytic map ¢: U — K"~¢, where U is a definable open subset of K¢ and
d 1is the dimension of X

Fix x € X and write u € U for the projection of x in K¢. We will construct a
distinguished A for this fixed x, with the extra property that in the construction one
could as well take x as a parameter running over K" and consider the analogue of
the set-up in families parameterized by x, and then only finitely many A will come
up. Taking the intersection of these finitely many A as above then finishes the proof.

First suppose that ¢ falls under the conditions of Proposition 5.3.7, thatis, C,2 (U)
has maximal dimension ¢ for some A € £ which is adapted to U. We know from
Corollary 5.3.5 that A is distinguished for U, meaning that for A” C A one has

crMwy =cMu. (5.6.1)
Fix A’ C A and consider
y: CARU) — K"

and

y' CA(U) - ke
(the notation being coherent with Proposition 5.3.7). We may suppose that Q2 = Q.
But then C,,fX’Q(U) = le\,’Q,(U) by Equation (5.6.1), and, for any z in this set, we
have ¥ (z) = /(z) by Proposition 5.3.7 (a). Hence, i and v’ are the same function.
Taking the closures of the graph of this function, Proposition 5.3.7 (¢) now yields that
CA(X) = C2(X) and we are done in this case.

Letus finally consider the case that C A (X) has dimension < d for some A (which
happens if and only if CA(U) has dimension < d). We will construct a definable
Y C X such that dim(Y) = dim(C2 (X)) and CA(Y) = C2A(X). Then we can
replace X by Y and we are done by induction on the dimension.

Let i: D(X, x,A) — K be the deformation to C2(X). We assume x = 0 in
what follows, though we keep the notation x. Let éﬁ(C)f\ (X)) be

e—1

crxynlJso.0,
i=0

where ¢ = [K* : A]. We call £(CA(X)) the A-link of CA(X). Note that the
A-cone generated by £(CA (X)) equals CA(X). Let £(CA (X)) be £(CA(X)) x
(B{0,n) N A) for some ball B(0,n) around 0. Since there are definable choice
functions, there is a map

d: L(CMX)) - DX, x,A)
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with d(z, 1) € h™1(A) forall A and lim; .o d(z,A) = z for all z. Since we may and
do suppose that z # d(z, A), the image of d is of dimension dim(f(C)f\ (X)) =
dim(£(CAX))) + 1 = dim(CA (X)) + 1. We send d(L(CA(X))) into X by
r(z,Ay=A-zandwesetY = r(d(;vﬁﬁu(CxA (X)))). Then Y is a definable subset of
X of dimension dim(C )f\ (X)) and by construction C ;“ Yy==«C )f\ (X). O

0. A local Crofton formula

6.1. Local direct image. Let p: X — Y be a definable function between two
definable sets of the same dimension d. If ¢ is a function in Z(X) and y is in ¥ we
sel P (Y) = D rep-1( P if p~1(y) is finite and py(p)(y) = 0if it is infinite.
The function pi(g) lies in €(Y), since the cardinality of p~1(y) takes only finitely
many values when y runs over Y.

If X is a definable subset of K™ and x is a point of K", we define the algebra
% (X)x of germs of constructible functions in (X)) at x to be the quotient of (X))
by the equivalence relation ¢ ~ ¢’ if 1p(: n)¢ = 1p(x.n)¢’ for n large enough. That
definition is only relevant when x is in the closure of X, Also, if ¢ is in (X ) is the
germ of a locally bounded function ¥, ®4(¢) := ©4()(x) does not depend on the
representative .

Let p: K™ — K9 bealinear projection and let X and Y be respectively definable
subsets of K™ and K¢ such that p(X) Y. Fix x in K. When the condition ()
18 satisfied,

there exists n > 0 such that p~ ' (p(x)) N X N B(x,n) = {x}, (%)

then, for every function ¢ in G(X), the class of p1(¢lp(x,n)) in €(Y)p(x) does not
depend on n for n large enough. We denote it by p1.x(¢). We also denote by py , the
corresponding morphism (X ) — (Y )p(x).

6.2. The local Crofton formula for the local density. For x a point in K" we
consider K™ as a vector space with origin x and for 0 < d < n, we denote by
G(n, n—d) the corresponding Grassmannian of (rn —d )-dimensional vector subspaces
of K". Tt is a compact K-analytic variety, endowed with a unique measure ft, 4
invariant under GL,(R) and such that i, 4(G(n,n —d)) = 1.

For any V in G(n,n — d), we denote by py: K* — K"/V, the canonical
projection, where K™ / V is identified with the K -vector space K. This identification
enables the computation of the local density of germs in K*/ V.

Let X be a definable subset of K" of dimension d and let x be a point of K”. By
general dimension theory for definable sets there exists a dense definable open subset
Q(= Qyx) of G(n,n — d) such that for every V in Q the projection py satisfies the
condition () with respect to (X, x).
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The following statement is the p-adic analogue of the so-called local Crofton
formula proved in [10] for real subanalytic sets and more generally in [11], again in
the real subanalytic setting, in its multi-dimensional version.

6.2.1 Theorem. Let X be a definable subset of K" of dimension d and let x be a
point of K". Let ¢ in ‘¢ (X )y be the germ of a locally bounded function. Then

Out))= [ eulprc)dunan)

We may assume that X = X by Proposition 2.4.1 and that x = 0 and 0 € X,
forift 0 € X, ©4(X)(0) = ©4(py1.x(p)) = 0 (for generic V') and the statement of
Theorem 6.2.1 is then true.

In order to emphasize the geometric-measure part of 6.2.1 we start with the fol-
lowing lemma, which is Theorem 6.2.1 for X a definable A-cone of K™ of dimension
d contained in some  -dimensional vector space of K" and ¢ = 1y.

6.2.2Lemma. Let A € D, T1 € G(n,d) and X be a definable A-cone contained in
[T and with origin 0. Then

QO = [ eupy )y O

Proof. Forevery V € G(n,n —d), by linearity of py, py(X)isa A-coneof K*/V
with origin py (0), and as dim(I1) = dim(K"/ V), py (X} is isomorphic to X, for
generic V (V € Q = Q). In what follows we denote py (0) by 0. Take an integer
e > 0 such that 7% € A, where we recall that g is a uniformizer of R. The sets X
and py(X) being A-cones, one has the following disjoint union relations

x=]] - (e_]_[lX N50,1),
i=0

z€Z

e—1
and py(X) = [ =&+ (L[ (vxn ns0.0).
c¢=0

zZ€Z
It follows by the definition of ®4 that

1 g—dy-1el
%qudﬂdo{ N $(0.1) (6.2.1)
i=0

©4(X)(0) =

- e
) ¢“ua(py(X) N 50.c). (6:2.2)

c=0

and ®4(py(X))(0) =
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Foreachi =0,...,e—1,let C; be

[ [ & pvx ns0.0).
zeZ

One has py (X) = ||, C; by the linearity of pv, and, the C; are definable since X is
a A-cone. Define the disjoint definable sets A, fori and ¢ going from 0 to e — 1, by

AL =GN S(,0).

Clearly

e—1

[J4L = pr(X)nS0.0).
i=0

Moreover, the sets 7k © - A are disjoint by linearity of py and by bijectivity of py
on I1. By the fact that

g g (AL = ¢' pg (i - AL,

we obtain
e—l e—1 e—1 '
3 ¢ nay X)) NS0, = 3¢ a4l
c=0 c=0 i=0

e—1 . e—1
=3 4 Md( 1E 28 A;) (6.2.3)
i=0 c=0
e—1
_ Z id Bi
i=0

where Bi, := | [SZ; 7k - AL, Letus now consider ®y : TT\ {0} — (K"/V)\ {0},
defined by
Oy (x) = j_[Io(rd(x)—ord(pV(x)) - py(x).

This map is bijective from X NS(0,i) to B:,, since py is bijective from X to py (X).
By change of variables one obtains

g (B) = f Jac(®y)]| djra.
XnNS(0,i)

Furthermore, by Fubini,

f 1a(BY) ditna = [ f Tac(@) ()] it (V) g (x).
Ve xeXnS(0,i) JVe
(6.2.4)
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Note that, for x € S(0,7), the quantity x; = [}, [Jac(Py)}(x)| dfin,q (V) does
not depend on x. Indeed, GL,(R) acts transitively on S(0,i), p, 4 i invariant
under this action and if ¢ € GL,(R) and x’ = g - x for x,x’ € S(0,7), then
Jac(®y ) (x') = Jac(P,1.)(x). Moreover, by linearity of py, one has that k; = «
is independent of 7. It follows from (6.2.2), (6.2.3) and (6.2.4) that

(1— _d) L 28
[V Oulpr(XNO dpna(V) = § : f s a0
=gyt
= K- —E q"“pa(X N S0,1)).

Finally, by (6.2.1), we obtain

[ Oa(py (X)) ditn.a(V) = K - O (X)(0).
Ve
One gets « = 1 by taking X = II in the latter formula. O

Lemma 6.2.2 may be viewed as the tangential formulation of the local Crofton
formula for general definable A -cone sets and its proof captures its geometric measure
content. Note that its proof still works assuming that X is a definable A-cone of
dimension ¢ in K", instead of a definable A-cone of dimension ¢ contained in some
d-dimensional vector space I1. Indeed, it is essentially enough to replace, in the proof

of Lemma 6.2.2, &y : T\ {0} — (K"/V) \ {0} by the restriction of the mapping

w i Wp(x) = nlogd(x) erd(py () 1 (x) on the smooth part of X (the fibers of Wy x

being counted with multiplicity in the area formula). Hence we get the following
extension of Lemma 6.2.2:

6.2.3 Lemma. et A € D and X be a definable A-cone of K" with origin 0. Then
04()0) = [ Ou(pr1.0(x)) diin a (V). 0
QCG(n,n—d)

6.2.4 Remark. For V € G(n,n —d) and y € (K"/V})\ {0}, let us denote
by Vy the fiber U3 ({y}) of ¥y: K"\ V — (K"/V)\ {0}, where Wy (x) =
argd(x)_ord(w(x))py(x). Note that ¥, < S(0,0ordy) \ V and GL,(R) acts on
V= {I7y | Ve Gn,n—d),y € (K"/V)\{0}}. For X adefinable set of dimension
d in S(0, ¢), where ¢ € Z, the statement of Lemma 6.2.3 may be reformulated as

n g E = / f #X NP, duea(y) din.a(V).
VeQ JyeS(0,c)cKr/V
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Now note that the mapping (V, y) V, defined from {(V, y) | V € G(n,n—d), y €
K"/ VYoV is one-to-one and that the image of the Haar measure of GL,, n(R) under
g g- Vo (for V, fixed in V) gives a GL, (R)-invariant measure v on V such that
for E C V, E subanalytic say, we have

W(E) = [ [ 15(7,) da(y) dpna (V).
Ve JyeS(0,0)cKn/V

To obtain the above equality, it is enough to remark that the right hand side gives a
function on subsets of ¥ which pulls back on GL,,{ R) as a Haar measure. With these
notations we see that Lemma 6.2.3 is nothing else than the classical spherical Crofton
formula for X N S(0, ¢) (for a standard reference see [24], Theorem 3.2.48 and note
that the proof may be applied in our setting):

6.2.5 Theorem. Let X be a definable set of S(0,0) C K™ of dimension d, then

1a(X) = [ f #X N T,) dia () ditn,a (V)
VeQ JyeS(0,0)CK"/V

= [ #(X N o) dv(v).
veV
For the general setting we will use the following auxiliary lemma.

6.2.6 Lemma. Let A be in D and let X C K" be a definable set of dimension d.
Suppose that p: K" — K 4 is a coordinate projection which is injective on X. Then
there exist definable sets C; of dimension < d and a finite partition of X into definable
parts X; such that p is injective on C' (X;)\ C;j foreach j.

Proof. Since CA(X) c CX “(X) for any A in D, we may suppose that A = K*,
We may also suppose that 0 € X \ X. Partition CX “(X) into finitely many definable
parts B; such that p is injective on each set B;. By linearity of p we may suppose that
each B is a K*-cone. For each j let BJ’ be the definable subset of K" consisting of
the union of all lines £ € K" through O such that the distance between £ N .S(0, 0) and
B; N 5(0,0) is strictly smaller than the distance between £ N 5(0, 0) and B; N S(0,0)
foralli # j. Put X ]Q = XN B]’. for each j, and take a finite definable partition

of X into parts X; satisfying X ]Q C X; for each j. By construction COK (X i) =
o (XJQ) C B;. Let C; be B; \ B;. Then the X; and C; are as desired. W

We now prove Theorem 6.2.1 in its general setting, that is to say, for X a given
definable subset of K" of dimension d instead of some definable A-cone of K" as
in Lemma 6.2.3.
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Proof of Theorem 6.2.1. As in the proof of Theorem 3.6.2 we may assume that
¢ = 1y. Up to a finite partition of X into definable parts we may suppose that
X is the graph of an g-analytic map U < K¢ — K¢ as in Corollary 5.3.8 and
then it follows by this corollary that

B4 (X)(0) = Ba(SC (X))0) = Oa(Cy (X))(0).

For COA (X) we know that Theorem 6.2.1 holds by Lemma 6.2.3, that is

Ou(CH N0 = [ Ou(priollep i) ditna (V).

VeQcGn.n—d)

We claim that, for generic 1/,
Qalpviolleam)) = Oalprio(lx))

which finishes the proof. We prove the claim as follows. Fix V. By Lemma 6.2.6 we
can partition X into finitely many definable parts X; (depending on V') such that py
is injective on X; and, up to a definable set of dimension < , also on C(X;). By
additivity it is now enough to prove that

Ou(pv (C3 (X)) (0) = O4(py (X;))(0),

which follows from Theorem 3.6.2 for open sets since py (COA (X;)) = C(f\ (pv(X;)).
U
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