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Jacobi forms over complex quadratic fields via the cubic
Casimir operators

Kathrin Bringmann, Charles H. Conley and Olav K. Richter™

We dedicate this article to Harold Stark on the occasion of his 10" birthday

Abstract. We prove that the center of the algebra of differential operators invariant under the
action of the Jacobi group over a complex quadratic field is generated by two cubic Casimir
operators, which we compute explicitly. In the spirit of Borel, we consider Jacobi forms over
complex quadratic fields that are also eigenfunctions of these Casimir operators, a new approach
in the complex case. Theta functions and Eisenstein series provide standard examples. In
addition, we introduce an analog of Kohnen’s plus space for modular forms of half-integral
weight over K = (i), and provide a lift from it to the space of Jacobi forms over K = Q(i).

Mathematics Subject Classification (2010). Primary 11F50; Secondary 43A85.

Keywords. Complex quadratic fields: Jacobi forms, Kohnen’s plus space, invariant differential
operators.

1. Introduction

In 1985, Eichler and Zagier [7] systematically developed a theory of (holomorphic)
Jacobi forms. That theory has since grown enormously, establishing deep connections
to different types of automorphic forms (for example, see Skoruppa and Zagier [23]
and Skoruppa [21]) and many other areas of mathematics and physics, such as the
theory of Heegner points (see Gross, Kohnen, and Zagier [10]), the theory of elliptic
genera (see Zagier [24]), string theory (for example, see Cardy [5]), and more recently,
mock theta functions (see Zwegers [26]).

The classical Jacobi forms in [7] are holomorphic functions. More generally,
the Maass—Jacobi forms over the rationals in Berndt and Schmidt [1] and Pitale
[17] are eigenfunctions of differential operators invariant under the action of the
real Jacobi group. Automorphic forms over complex quadratic fields are clearly not

*The first author was partially supported by NSF grant DMS-0757907. Parts of this paper were written while
the first author was in residence at the Max Planck Institute for Mathematics in Bonn and the third author was in
residence at the RWTH Aachen and also at the Max Planck Institute in Bonn. Both authors are grateful for the
hospitality. The third author thanks Aloys Krieg in particular for providing a stimulating research environment.
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holomorphic functions, and so one needs an analyticity condition to take the place of
the Cauchy—Riemann differential equations. Skogman [20] and Richter and Skogman
[18] use Jacobi theta functions to construct prototypes of Jacobi forms over complex
quadratic fields and arbitrary number fields, respectively, but they do not discuss any
analyticity condition for Jacobi forms. In [4] we give such a condition and suggest a
definition of Jacobi forms over complex quadratic fields. More precisely, we consider
Jacobi forms over complex quadratic fields that are also eigenfunctions of a second
order differential operator invariant under the action of the complex Jacobi group.
In addition, we present explicit examples showing that the space of such forms is
nonempty. Nevertheless, the definition in [4] has drawbacks. For one thing, all
examples of such Jacobi forms constructed there have eigenvalue zero. In addition,
it seems that the approach in [4] does not give any connections to other types of
automorphic forms. This 1s somewhat unsatisfactory, since a theory of Jacobi forms
should yield a fruitful interplay between different types of automorphic forms.

In this paper we suggest a new approach to Jacobi forms that is in the spirit
of Borel’s notion of an automorphic form for a reductive group [2]. The center
of the universal enveloping algebra of the complex Jacobi group is generated by
two conjugate linear elements and two conjugate cubic elements, which we call
the Casimir elements. The linear elements act on Jacobi forms by scalars, and the
operators by which the Casimir elements act generate the center of the algebra of
invariant differential operators. We consider (see Definition 2) Jacobi forms over
complex quadratic fields that are eigenfunctions of the cubic Casimir operators. The
Eisenstein series in [4] and special cases of the theta functions in [20] and [18] are
concrete examples, and in contrast to [4], the space of Jacobi forms here yields a
truly continuous spectrum. Furthermore, we introduce an analog of Kohnen’s plus
space for modular forms of half-integral weight over K = Q(7). We proceed as in
Kohnen [14] to construct a lift from said analog to the space of Jacobi forms over
K = Q(/), which gives rise to new examples of Jacobi forms over K = Q(/).
Our work may be viewed as the first step toward a rigorous theory of Jacobi forms
over complex quadratic fields. It will be interesting to see if such Jacobi forms find
important applications in the same way that classical Jacobi forms do.

This paper is organized as follows. We begin Section 2 with the definition of the
Jacobi group of any subdomain of C, and the | ,,-slash action of the complex Jacobi
group. We then state the main result of Section 6, the description of the center of the
algebra of g, -invariant operators, and use it to define Jacobi forms over complex
quadratic fields.

Section 3 is the heart of the number theoretic part of the paper. It begins with
the determination of the transformation laws of Jacobi theta functions. These theta
functions are important tools in the proof of the main result of the section, which
constructs new examples of Jacobi forms over K = Q(i) by lifting modular forms
of half-integral weight (in the analog over K = Q(7) of Kohnen’s plus space) via a
theta decomposition.
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Sections 4-6 comprise the Lie theoretic part of the paper. In Section 4 we compute
the generators and relations of the algebra of invariant differential operators on any
homogeneous G -vector bundle in terms of G ’s universal enveloping algebra, G being
an arbitrary Lie group. The case that the stabilizer subgroup is connected and acts
reductively on g was treated by Helgason [11], and in fact this case is sufficient for
Sections 5 and 6. We have included Section 4 for completeness and in order to give
a slight generalization of Helgason’s results.

The | ,-slash action of the real Jacobi group was introduced in [ 7], and generators
for its algebra of invariant differential operators were computed in [1]. In Section 5
we apply [11] to compute the relations in this algebra. We find that its center is the
image of the center of the universal enveloping algebra of the Jacobi group, and is
generated by a single cubic operator. This operator was used in [1] (page 82) to define
Maass—Jacobi forms over the rationals, and such forms were studied in [17].

In Section 6 we apply [11] to the | »-slash action of the complex Jacobi group.
Here the center of the algebra of ¢ ,,-invariant operators is a polynomial algebra on
two cubic operators, and it is again the image of the center of the universal enveloping
algebra.

2. Jacobi forms and the Jacobi group
2.1. The Jacobi group. We follow the notation of [1], [4], and [7]. For any subdo-
main D of C, the centerless Jacobi group of D is

G’ (D) :=SL,(D) x D

We write elements of D? as row vectors X and define the group law of G/ (D) via
the right action of SLx(D): (M, X)Y(M', X"y .= (MM', XM’ + X').
Let D? X D be the Heisenberg group of D, with group law

(X, )(X', ") := (X + X', det (§) 4+« + «).
The Jacobi group of D is G’ (D) := SL»(D) x (D? % D), with group law
(M, X, k) (M, X", &) := (MM', XM’ + X' det (X}) + « +«).

Note that Z7 (D) := {I} x {0} x D is the center of G’ (D), and the projection
(M, X,k) — (M, X) defines an isomorphism from GJ(D_)/ZJ(D)_to G’ (D). It
will be useful to define subgroups K/ (D) of G’/ (D) and K/ (D) of G’ (D) by

K7 (D) := (SU>NSL2(D)) x {0} x D, K'(D):= (SU2NSL2(D)) x {0}.
Write @ for the ring of quaternions and H for the quaternionic upper half space:
@:={u+vk|uveC k>=—1,ak =kaforalla € C},
Hg:={x+yvk e@|xecC, ycR}



828 K. Bringmann, C. H. Conley and O. K. Richter CMH
We denote elements of Hg by 7 = x 4+ vk and elements of @ by z = u + vk. Define
z:i=u—vk, Z:=u4+vk, N(E):=:zz=]u?+]v?

(the usual quaternion norm). Also, set

Ju+vklic i=u+iv, [u+vklgi=a+is. Talzl=lzlc + Izl

The following lemma is elementary; a conceptual proof may be found in [4]. For
the rest of Section 2, set

Mi=(34). X:=0w. M)
Lemma 2.1. There is a transitive action of SL2(C) on Hg defined by

Mot:=(at+ Byt + 87" = (ty +8) ' (za + B),

under which the stabilizer of Kk is SU,.
There is a transitive action of G (C) on Hg x @ defined by

(M, X,k)o(r,z):= (M or, (ty +8) 1(xA + ,u—l—z)), (2)

under which the stabilizer of (k, 0) is K T(C). Division by Z’ (C) yields a transitive
action of G’ (C) on Hg x @, such that the stabilizer of (k,0) is K’ (C).

We now define the |g ,-slash action of G’ (C) on C®(Hg x @). Define a
function a: G’ (C) x (Hg x @) — C by

a((M, X, k), (r, Z)) = K+ AUF2 2+ ATA— G+ Ar+ ) (yr+8) Ly (z+ 1A+ 0).
3)
Fork € C,1 e N,andm € C!, define Qe - G7(C) x (Hg x @) — C* by

Oék,m((M, X, k), (r, Z)) = N_k(yr + &) exp{ZniTﬁ[tma ((M, X, k), (z, z))m]}

Proposition 2.2. For all k € C and m € C!, the following equation defines a slash
action g, of G’ (C) on functions f: Hg x @ — C:

(Sl (M. X 1)) (1. 2) 1= ot (M. X, 4). (2.2)) f((M.X,k)0(z.2)).  (4)

Multiplication by y_k' is an intertwining map from |y m 10 |4k’ .m:

(y_k,f)‘k—l-k’,m(M’ X’K) - y_k/ (f) ‘k,m(M’ X’K)'
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This proposition amounts to the fact that ag ,, 1S a cocycle with respect to the
action of G’ (C) on Hg x @, such that Ok +k’.m/ Qk,m 18 the coboundary Sy_k/; see
Section 4.2. It is proven in Section 5.3 of [4].

We now state the main results of the Lie-theoretic part of the paper: the description
of the center of the algebra of differential operators on Hg x @ invariant with respect
to the action |g , of G’ (C), and the description of the action of the center of the
universal enveloping algebra of G (C) under |k, m. The two are the same and motivate
the definition of Jacobi forms given in Section 2.2.

We will see in Section 6 that if we regard G (C) as a complex group, then the
center of 1ts universal enveloping algebra is a polynomial ring on two generators, one
linear and one cubic. It follows that if we forget its complex structure and regard it
as a real group, the center of its universal enveloping algebra is a polynomial ring
on four generators, two conjugate linear elements and two conjugate cubic elements.
Under the real action | ,,, the cubic elements act by third order differential operators
which we denote by t’,jfm, and the linear elements act by scalars. Thus t’,jfm generate

the | ,-action of the universal enveloping algebra of G’ (C).
We will define ﬁ,:r ., I terms of the following operators:

Z]im = —2mi 'mm,

e:’m = —f,,

E;‘m = —0y,

H,:fm = —(2x0y + y0y + udy + v, + k), (3)

fir = —(x0y + yd5) + dmi 'm(mu + imv),
kam ‘= —kaJ:m — (%20, + y28;¢) + y(udy — vdy)
+ 27 Fmu + imv)mu + imv).
In order to define €, write B forany of Z, e, E, H, f, F and let

B, =B (6)

kjim:®
Remark. It is useful to note that B, = and hence also €, may be obtained from

B/, and € by replacing x, u, v, k, and m by their conjugates.

Definition 1. The Casmir operators of the action |, are

\C)Ijjm = l;((fk:f:m)zElfft,m B Fl::m (elifl:,m)z T (Hlj,:m + 2)fk:::melitl:,m
(7
+ (HE, + DHE, + DZE, + 4P, B, ZE,)-
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Theorem 2.3. The third order differential operators ‘C’Ecm on Hg x @ are invariant

with respect to the action |, of G'(C). They generate a polynomial algebra in
two variables which is both the center of the algebra of all |y ,-invariant differential
operators and the image of the center of the universal enveloping algebra of G7(C)
under | m.

The operators E’,;'fm are the conjugates of ‘C’Oﬂ’:m by yk

Cinly ™ (. 2)) =y, f(z,2).
We now discuss the following slash action of SLz(C) on Heg:

(fleM) (@) := N *(yr +8) f(M o 7)

(see (1)). It is easy to check directly that this is an action for all £ € C, and that
multiplication by y ™" is an intertwining map from [ t0 |g4%. This also follows
from Proposition 2.2 and the observation that | is the restriction of | ¢ to an action
of SL»>(C) on functions constant in z.

Define a second order operator Ax on Heg by

Ag = y* (40,05 + 33) + 2k — 1)y0,.

Note that Ay is the usual Laplace-Beltrami operator, which is well known to generate
the algebra of |-invariant differential operators, and Ay + k2 — 2k is its conjugate
by y ¥
AM(y7F 1) =y (Do) = 6 =28 f). ®)
It follows that A generates the algebra of | -invariant operators.
Clearly restriction to functions constant in z defines an algebra map from |z -
invariant operators o |g-invariant operators. Since elfo and fkio annihilate functions

constantin z and Z, i = (), this algebra map sends t‘f,fo to 0. We remark that it sends
the operators D k.0 and D7 ,in(4) of [4] to A and O, respectively. (Let us take this
opportunity to correct an error in Proposition 5.7 of [4]: the first displayed equation
should read Df , = IDOg, ,, (Q</4) — k% +2k.)

2.2. Jacobiforms. Fix acomplex quadratic field K with discriminant dg. Algebraic
and complex conjugation are identical on K and are denoted by « +— «. Let bg be
the different of K and let Ok be the ring of integers of K. The discrete Jacobi group
'/ (K) over K is the centerless Jacobi group of Ok :

I(K) = G’ (0k) = SLy(0k) x O%.

Proposition 2.4. The restriction to G’ (Og) of the action \k,m defined in Proposi-
tion 2.2 factors through to an action of the quotient r'’(K) ifand only if 'mm € b1_<1.
In particular, this holds for K = Q(i) if and only if 2'mm € Z[i].
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Writing z* for (z + tA + ), the resulting action of T (K) is given by

(e [G8) @ ])r2 = £([(55). 0] o :2) o
x N(yr 4+ 8)7F exp{2m’ ng[rm(—zﬂz“ (yr+ 8 lyz* +Ath + 2lz)m]}.

Proof. 'This proposition is a sharpening of Lemma 5.6 of [4]. Equation (4) defines an
action of T'Y (K) if and only if Ck,mislonZ T(@k), which in turn occurs if and only if
the factor exp{2m’ Tw['m mic]} of e, arising from the summand « in (3) is 1 for all
k € Og. Inthis case (4) reduces to (9) because the summand A ¢ in (3) also contributes
nothing. Since Tg[‘mm0Ok] € Z if and only if ‘mm € dp! = dEUZOK, the result
follows. O

The definition of a (non-holomorphic) automorphic form requires an analyticity
condition to take the place of the Cauchy—Riemann differential equations for holo-
morphic functions. On reductive groups one usually uses the action of the center
of the universal enveloping algebra to give such a condition (see Borel [2]). The
Jacobi group is not reductive, but nevertheless, in light of Theorem 2.3, the following
definition of Jacobi forms fits into this framework. Moreover, it suggests a fruitful
theory.

Definition 2. Let k be in N, and let 72 be an element of C! such that “mm ¢ bl}l as
in Proposition 2.4. A real-analytic function f: Hg x @ — C is a Jacobi form over
K of weight k, index vector m, and eigenvalues AT, A~ € C if

i) (flemA)(r.2) = f(z.2) forall A € T7(K),
(i) CF, f=ATf and €, f=A"1,
(iii) f is of moderate growth.

We denote the vector space of such Jacobi forms by Jy ,, 5+ ;. Inaddition, we say
that ¢ € Jy , 3+ ;- 18 a cusp form if

P(r.z) = O(exp{—by}exp{2m|v|*/y}) asy — ocforsomed >0, (10)
which 1s analogous to the characterization of the Jacobi cusp forms in Skoruppa [22].

Explicit examples are given by the Eisenstein series in [4]. For example, if
m € R, 'mm e N, and s € C such that Re (s) > 4, then the Eisenstein series
(withk =0 and s — s — 3 in [4])

B (B, E) = Z (ys |0’m A)(r, z) € Fom a4 f— (11)
AeTL (K\TV (K)
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with At = 2%mm(s — 1)(s — 2), A~ = 2%mm(s — 1)(s — 2), and where I'Z (K) =
{(;7).0.n)] | n.n € Og}. Furthermore, for weights & = 1/2 and k = 1,
the theta functions in [20] and [18] yield concrete examples of Jacobi forms on a
subgroup of I'Y (K). It would be interesting to classify all theta functions which
satisfy Definition 2.

Remark. At the end of the proof of Theorem 3.2 we explicitly state the moderate
growth of Jacobi theta functions and of Jacobi forms that appear as lifts of modular
forms of half-integral weight. Unfortunately, we cannot give such a growth condition
for the Fisenstein series in (11), since we have not been able to completely determine
its Fourier expansion (see also Section 3.2 of [4]).

3. Lifting of modular forms to Jacobi forms

In this section we provide new examples of Jacobi forms over K = Q(7) by lifting
modular forms of half-integral weight over K = Q(7). Our construction is of the
same flavor as the method of Kohnen [14] (see also Section 4 of Pitale [17]). It
18 likely that our results can be extended to other complex quadratic fields, but for
simplicity we restrict to the case that K = Q(7), Og = Z[i] is the ring of integers
of K, and bg = 2Z[{] is the different of K.

3.1. Jacobi theta functions. Let 1 € R, where R is a complete system of repre-

sentatives for the set of cosets %Z[i 1/Z]i]. The theta function

Ou(r.2) = > exp{mi Trllo + )r(@ + 1) + 2(0 + p)z]}
weZli]

1s a crucial building block in our construction of Jacobi forms in Section 3.3. First
we determine the transformation law of 6, under translation and inversion.

Theorem 3.1. Forevery n € Z[i]| we have
6,.(t +n,z) =exp {m’ Tr [n,uz]} 6, (r,z). (12)
Moreover, we have
0, (—t ", 77'z)

= %N(r)l/z exp {yri TR [fr_lz]} 1%;Rexp {2mi Tg [viel} 6, (7, 2) .

(13)

Proof. Equation (12) follows immediately from the definition of 6,,. We apply Eich-
ler’s “embedding trick™ to prove (13). Consider the following Jacobi theta function
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of higher degree:

OM(Z. W)= Y exp{2mi ("(L+M)Z(L+ M) +2'(L + M)W)}, (14)
LeZ2

with M € R, where N is a complete system of representatives for the set of cosets
%ZZ /72, and where Z and W are variables in H (Siegel upper half plane of degree
2) and C?, respectively. Recall that

Oz Z7'w)
1
— ~det(—iZ)} expl2mi 'WZTIWY Y expl—dni NMyoy(z,w), 1P

2
NeRr

where det (—i Z)? is positive if Z = i ¥ for positive definite ¥ € R (see [6] for
a simple proof of (15) that does not require Poisson summation).
Now we will regard 6, (7, z) as a special case of Oy (Z, W). Set Q := (1 7).

Ift =x+yk e Hg,z € @, and u € R, then Z = %’Q(’”’OQ e H,,

iy x

W = %fQ (||||Z|||C) eC%and M := Q! (g) = (EEZ:) e M. Furthermore, if @

Z|@

runs through Z[i], then L := Q7' (2) = (¥© ) runs through Z? and we find that
0,(7.2) = O (Z, W). (16)
As in [19] (see also [4]),

(.z2) > (-t t7'z) e Ha x @
corresponds (o
(Z W) (U(-Z"HYU,UZ7'W) € H, x C?,

where U := (} ° ). In particular,

O (—t Ty =0y (U(-Zz7HYvUZ™'W) =0yu (27", Z7'W).
a7
Finally, we have

N (t)l/2 = det(—i Z)/?,
Twpliv 'zl =2'WZ'W,
exp (27 T [vu]} = exp{—2mi T vul} = exp{—dni ‘N(UM)},

with N := (Re¥) € i, so (13) follows from (15) and (17). O

Imv
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3.2. Modular forms of half-integral weight. Elstrodt, Grunewald, and Mennicke
[8] give a good overview of automorphic functions over complex quadratic fields K.
We extend their notion of an automorphic form and we consider modular forms of
half-integral weight over K = Q(7), and in particular, we introduce an analog of
Kohnen’s [14] plus space. Kojima [15] also discusses modular forms of half-integral
weight over complex quadratic fields, but our point of view is quite different.
Set I := SLo(Z[i]) and To (N) := {(} %) € T' | y € NZ[i]}. The theta func-
tion
O(r):= Z exp{fri Tm[a)w)]} (18)

weZl[i]

is a modular form of weight 1/2 on T (4). More precisely, if M = (5 ) € T'o (4),
then
0 (Mot)=j(M 1)8(z) (19)

where j(M, 1) 1= y(M)N(yt + §)V2 is the theta-multiplier. Here y(M) is an
eighth root of unity, which can be determined explicitly in some important special
cases (see Section 4 of [19]). If N(5) = p is an odd rational prime, then

1((53) = (2n) (20)
1s the Legendre symbol.

Remark. The results in [19] show that 6(27) satisfies (19) for all (5 5) € Ty (8).
If, in addition, N (6) = p is a rational prime, then

*+\\ _ {2Re(§y)
(G 3)) = (i), @)
which then easily implies (20).

We would like to address a small error in our paper [4], resulting from a mistake
in [13]. We apply Proposition 4.6 of [13] to simplify (20), but unfortunately that
proposition in [13] is not quite correct as stated. Also note a typographical error:
The obvious factor of 2 in the theta multiplier of 8y(27, z) (using the notation of
Section 3.1) was left off in (14) of [4] (see (20) and (21) above).

Definition 3. A real-analytic function /2: Hg — C is a modular form on I'y(4) of
weight k — 1 (k € N) and eigenvalue A € C if

G h(Mot)= j(M,0)* () forall M € T'y(4),
(i) Ag_yh=Ah,

(iii) 4 is of polynomial growth at the cusps of ['y(4).



Vol. 87 (2012) Jacobi forms over complex quadratic fields 835

We denote by My 5 (4) the vector space of such modular forms of half-integral
weight.

Ifh e Mk_%,l(4), then /i(r + n) = h(z) for all n € Z[i] and hence / has a
Fourier expansion of the form

h(t) = Z ay(w) exp{m’ Tﬁ[a)x]}. (22)

weZl[i]

Let M k+ L (4) denote the subspace of M, _ Ly (4), whose elements have Fourier
2 ’
expansions of the form

hit) = Z ay(w) exp{m’ ng[a)x]}.
w€eZ[i]
w=0,£1,2i (mod 4)

Then M ]:F 1 1(4) is an analog of Kohnen’s [14] plus space, and in contrast to [14]
1

and [17] the plus space condition here does not depend on k.

Remark. The coefficients a, (@) in (22) can be described explicitly. Choose s € C
such that A = s* — (k — %)2 Using (ii) and (iii) of Definition 3 and the properties of
the usual Bessel function K, one can show as in [8] (pages 105-106) that the right
hand side of (22) can be written as

e(y) + y%_k Z a(w)Ks(2m|w|y) exp{m’ Tﬂ[a)x]}, (23)
w€Z[i]\{0}

where the coefficients a(w) € C are independent of y and
e(y) i= apy 2 4+ oy 4 eod(s)y 2 F log(n).

0 ifs#0,

with ag, by, co € C, and 8(s) :=
O (<) {1 5 e .

3.3. The lift. We are now in a position to state the main result of this Section, which
. . + . .
gives a lift from Mk—%,x(4) to Jk,%,A’A with A := A + k% —k + 1.

Theorem 3.2. Leth =) a,(w) exp{m' T;R[a)x]} € M: ) A(4) and write
I

hry= Y V40

ve{0,+1,2i}

= Z h (47)

HER
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with

i
4

()= Y ay (4o + U)exp{ Ta[(4w + U)x]}

w€eZ[i]
and

’

ho i= h O hy = BTV by = R, and hagi = hE0.
2

Then for u € R we have

hy (t+ 1) = exp{—mi Tg [np?]} hu (o)

for every n € Z[i]| and also

hy (—t7) = %N(r)k_l/z > exp{2mi Tg [vul} hy (7).

VER

We have
#(2) = Y hu(@0u (r2) € I3 pa

HER

with A=A+ k>—k+ 1.

Proof. Equation (24) follows directly from the definition of the /,,.
We turn to the proof of (25). It is not hard to see that we can write

. 1 i T+n
h )(r):R > exp{—TJﬁ[nv]}h( ; )
n (mod 4)

CMH

(24)

(25)

(26)

(27)

To determine the behavior of this function under inversion, we split the sum over n

1o two groups:

Sy:={ni+iny: ny =ny (mod 2), ny,ny (mod 4)},

52 — {nl —|-in2; Hy = 1—|—n2 (mod 2), ni,na (mod 4)}

Clearly
E (=407 = g0,1(0) + gu2(7),
where
gv1(7) 1= 1_16 2 exp { — %Tﬁ[nv]} h(i((—%)—l 4+ n))
gv2(7) = 1_16 exp {—%Tﬁ[nv]} h(%((—%)_l + n))
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We first consider g,,1 (7). Write

= S N N

nesS

== Z a%(a))exp {%TR [xa)]} Z exp {%Tﬂ [n(w — U)]}-

w€eZl[i] nes,
0=0,£1,2; (mod 4)

(28)

The sum over »r on the right hand side of (28) equals

> exp{%iff'ﬂpn(a)—v)]}—i— > exp{%iT;R[@n—l—l—i)(a)—v)]}

r (mod 2) r (mod 2)
= (1+en{Zmia-ne-) T en{Zmbr@-m}
n (mod 2)

(29)

where the sum over n on the right hand side of (29) vanishes unless @ = v (mod 2).
If @ = v (mod 2}, then the plus space condition forces the first factor on the right
hand side of (29) to be 0 unless @ = v (mod 4). Hence

gv,l(_ %) = %h(”)(r),
and thus i
S (407 = 202 (0, (30)
We next consider g,,2(7). Clearly
So ={1,3,0,3i, 1 +2i,i +2,243{,34+2i}.

Observing that / is invariant under translations, one can check that

gva(7) = 1_16 Z exp { — %ifl”ﬁ [nv] }h(Mn o (r — %)),

HESH

where the matrices M, are defined as follows:
_ (10 _ (3-1 (i 0
M1—(41), M3_(4_1), Ml—(4—i ’
(3 —1 L {142 1 {2+ 1
M3 = (4 i ) Mitai _( 4 1—21’)’ M; +2 _( 4 2—iJ°

M3 = (2-:&' 2—331')’ Msi2i = (3-;2:‘ 3—321')'
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a Z, ) is from the list above, then the transformation law of /# implies that

WMy o) = enN(ct 4+ d)F2h(z)

1 ifne{l,3,i.3,1+2i,3+2i},
€y 1=
8 —1 ifne{i+2,2+43i).

Writing v = vy + ivy and n = ny + i n,, we find that

gv,z(t) =

J«k—%(4r)[ { 2i }h( 1) N {2m‘ }h( . 1)
—|expy— —v T—— Xp § ——V T+ —
6 LP\T g a) TP T 4

+ exp{%vz} h( =+ ) +exp{— %vz} h(r— %)

- exp{2—( Vi +2V2)} ( 2 1)

— exp {2—( 2vy + vz)} h( : ;2)
}

27 h( 3 —2)

— exp {—( 2v1 — v3)

er [ i+ 2

— M Z [exp {E(—W—"l)}*'exp{_(”l"‘”1)}

1 ne{0,£1,2i}

2i

+ exp {T(Vz — nz)} + exp {—( vy + nz)}
2mwi

+ exp {T( Vi + 2V —ny — 2n2)}
2mwi

—exp T( 2v1 + va — 201 — ny)
2mwi

— exp {T(—2v1 — Vs — 201 + nz)}
P

+ exp {%(W + 2V + fy = 2”2)}]}1(”)(41'),

where the last equation follows after inserting the Fourier expansion of i (7).



Vol. 87 (2012) Jacobi forms over complex quadratic fields 839

Specifically,
go2(r) = @(W) (47) + BV (47) + KTV (40) + hCD (47)),
g12(r) = @(w) (47) — BV (4z) + hTV (40) — K (41)),
g_1(r) = @(W (47) + P (47) — KTV (40) — KD (40)),
g2i2(7) = @W‘” (47) = hD(41) =V (4) + hPD (4)).

and using (30) together with the substitution T — Z gives (25).
Now we will show that ¢ defined by (26) satisfies

(Ple, 1 A)(x.2) = $(x.2) 31)

forall A € T/(K). For A = [(}9). (A, p)] this follows directly from the def-
inition of §,,. Equations (12), (13), (24), and (25) imply that (31) holds for A =
[(57).€0,0)] and A = [(973').(0,0)]. Recall that the matrices () for all
n € Z[i] and (9§ 7') generate SL»(Z[i]). Hence (31) holds for all A € T/ (K).
Note that A, _ 1 h = Ah implies that A, _ 1 h,, = Ahy,. Alengthy but straight-
forward computation (using Mathematica) reveals that
_ kel _1
\(?ki; (hueu) = ¥ kf}f# (ykhueu) = (%hu +y et A0()’k zhu))eu
*V2 *V2
) 2
= (3hu + Ay (hp) + (k= 3) hu)Ou
= (A +k*>—k+ Dh,o,.

Finally, ¢ is also of moderate growth. More precisely,
|v]? :
exXp | — 27T7 lexp{7i Trl(@ + ) v(@ + ) + 2(e + pz]}| = exp{—27ya}
with
w\* | 2
a:=\|o+ul— 5 + ;(|(a) + wv| + Re((w + w)v)) > 0.
S0 6, (z,2) = O(exp{2r|v|?/y}) as y — occand ¢ (z, z) = Oy exp{27|v|?/y})

for some N > 0as y — oc. WeconcludethatqbeJk%AAwithA:)H—kz—
Lol
K 1 O
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Remarks. (1) A half-integral weight cusp form over K = Q(7) has a Fourier expan-

sion as in (23) with constant coefficient c¢(y) = 0. Therefore if /# € M]:r : A(4) isa
—,

cusp form, then / is of exponential decay in y and one finds that ¢ in (26) satisfies
the Jacobi cusp form condition (10). Hence the lift in (26) preserves cuspidality.

(2) The Jacobi theta functions of higher degree ®©p (Z, W) in (14) are linearly
independent as functions of W for fixed Z (see Lemma 3.1 of Ziegler [25]). Equa-
tion (16) implies that the functions z — 6,, (r,z) (&t = 0, % ’5 %) are linearly
independent for every t € Hg, and thus the lift in (26) is injective.

(3) It would be interesting to explore a Hecke theory for Jacobi forms over complex
quadratic fields, which would allow one to investigate if the lift in (26) sends Hecke
eigenforms to Hecke eigenforms.

(4) The real-analytic Jacobi forms in [17] can essentially all be obtained from
half-integral weight Maass forms (see the Remark after Theorem 4.6 in [17]). We
thank Ralf Schmidt for pointing out that an analogous statement should also hold in
our setting here.

We end this section with an explicit example of Theorem 3.2. We have 6 €
Mfro(4). We find that 8(z) = 6(iti) = ) h,(47) with A, (7) := 8, (i7i,0).
2

Note that iti = —x + yk € Hg, hy(t) = hy(iti)forp = 0and p = %, and

h%(r) = h%(il’i). Then £, satisfies (24) and (25) with k = 1 and A%hu =
Hence

HER

> 6uliti, 000, (1.2) € J,

HER

EH

3. (32)

3
P

1
:f:

4. Algebras of invariant differential operators

We now turn to the Lie-theoretic part of the paper, the purpose of which is to prove
Theorem 2.3. Fix throughout this section a real Lie group G, a closed subgroup K,
and a representation 7 of K on a complex vector space V. The G-vector bundle
G xg V over G/K is the set of equivalence classes [g,v] := {(gk™!, 7(k)v) €
G x V : k € K}, with G-action g’[g, v] := [¢’g. v] and projection [g, v] — gK.
We will write C2°(G xg V') for the space of smooth sections of this bundle, and A

S€C

for the canonical action of G on it;
(AMQ)OHxK) := gs(g'xK).

Definition 4. Let D(G xg V') be the algebra of G -invariant differential operators on
G x K V.

In this section we give a Lie algebraic description of D(G xx V'). This generalizes
aresult of Helgason [11] giving such a description in the case that K is connected and
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the inclusion ¥ C g is K-split. The generalization is not major, but to our knowledge
it has not appeared previously. In fact, Helgason’s result suffices for the purposes of
the present paper, but the general result is of independent interest.

Given any real Lie group H, let ho beits real Lie algebra, and let § be the complex-
ification hy @ C of hy. Given any representation o of H on a complex vector space
W, write WoH) and Wo®) for the H - and h-invariant vectors in W, respectively.
When o is clear from the context, we write simply W and W9, Write §” (W) for the
n™ symmetric power of W, also an H-module, and § (W) for the symmetric algebra

o o S™(W). Let degree: S(W) — S (W) be the endomorphism which acts on
S"(W) by n.

Let U (h) be the universal enveloping algebra of b, with degree filtration U" (h). Let
3(h) denote its center, which is of course U(h)Y. The rranspose antiautomorphism
O 6f of U(h)is (X1 - X)) := (=1)" X, --- X1. It preserves 3(B).

Let Sym: $(§) — U(hH) be the symmetrizer map, a filtration-preserving H -
equivalence carrying X --- X, to % Y ves, Xv)  + Xy@my. Note that Sym(Q)! =
(— 1 )degree(€) Sym(Q2). Also, Sym restricts to a linear bijection from $ (§)? to 3(5).

We will always use A, p, and ad for the left, right, and adjoint actions, respectively,
in any context. Thus we have these three actions of H on C*°(H), and of b and
therefore also of U(h) on both C°>°(H ) and U(h). In addition, we have the action ad
of H on U (h). All of these actions are compatible in the usual sense, and the adjoint
action on U (h) preserves its degree filtration. Itis useful to note thatfor f € C*(H)
and ® € U(}h),

(p(®)f)(e) = (A@) f)(e). (33)

Similarly, if (o, W) is any representation of H, we denote by A,, p,, and ad,, the
corresponding left, right, and adjoint actions of H, §, and U(}) on End(W).
Returning to the representation (s, V) of K € G on V, let us define

Ex 1= U(q) ® End(V),
I =&Y ®@l+1@n(Y):Y et}
Ag={P €&y I P C I},

Dr 1= (8x/Tn) O = (Ag ) I, ONEIES,

(34)

Some explanation is necessary. First, €5 is an associative algebra possessing three
natural K-actions, namely A ® A5, p ® pr, and ad ® ad,. Second, I, is the left
ideal (p ® px WE)(Ex) of E;. Third, A, is a subalgebra of &, within which I is a
two-sided ideal, so A, / I is anassociative algebra. Fourth, ad ® ad, preserves both
A, and I, and acts by algebra automorphisms. Therefore there is a quotient action
ad ® ad, of K on &, /I, which preserves A, /I, and acts on it by automorphisms.
Thus D5 is an associative algebra. All four spaces inherit a filtration from U(g).
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Check that A, is the pull-back of the (ad ® ad; )(¥)-invariants of €./, i.e.,
Ay /Iy is (85 /1)t In particular, the identity component K, of K acts trivially
on Ay /Ir, so we may regard ad ® ad, as an action of the discrete group K/ K,
on it. This gives the second form of O,. Note that if K is connected, then O, =
(/I = Ax/Ix.

For future reference, observe that for P € €, and ® € U(¥),

P-(®©®1)="P (1®7(@")) modulo Iy. (35)

The main result of this sectionis that D (G x g V') and £, are isomorphic algebras.
In order to give the isomorphism explicitly we need a few remarks. Observe that the
actions A ® 1 of G and p ® 7 of K on C*°(G) ® V commute. Hence A ® 1 is

a G-action on (COO(G) ® V) (p®”)(K), the space of K-invariant V -valued smooth
functions on G. In concrete terms, the invariance condition is 7 (k) f(gk) = f(g)
forallg e Gandk € K.

Henceforth we will use the following well-known G-identification:

C2(G xg V) = (C=(G) @ V) P®E),

a function f* on the right corresponds to the section s (gK) := [g. f(g)].

Let us write § for the defining action of the associative algebra End(V) on V', and
p K B for the outer tensor product action of &, on C*°(G) ® V built from p and S.
Note that the restriction of p X 8 to I, annihilates C3$(G xx V'), so p K B factors
through to a map

p®B: Ex/ Iy — Hom[CX(G xgx V), C®(G)® V].

Theorem 4.1. The restriction of p X B to Dy, is an algebra isomorphism from Dy
to D(G xg V) which carries the U(g)-filtration on D, to the order filtration.

Proof. Given P € &, wrile P for its image in &,/1,. First, we claim that if
P € Dy, then p X B(P) maps C(G xg V) into itself. This is a consequence of
the following fact: for any ® € U(q), T € End(V'),and k € K,

(p®m)K)e(pRAOBT) = (pRB)((ad®adz)(k)(O & T)) o (p ® 7)(k).

Clearly p X B bijects € to the space of left G-invariant differential operators on
the G-bundle G x V over G. It follows that p X 8 carries D, to D(G xgx V). Since
p X B is an algebra homomorphism, p X |, is one also.

It remains to prove that p X B bijects Dy to D(G xgx V). In order to prove
injectivity, let mu be any subspace of g complementary to £. Tt follows from the
Poincaré-Birkhoff-Witt theorem that the subspace Sym(S (m)) ® End(V) of € is
complementary to I;. An argument using coordinates near ¢ shows that if P is a
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non-zero element of Sym(S (m)) ® End(V), then p X B(P) is non-zero. This proves
that p X B is injective on €,/ 1.

To prove surjectivity, suppose that D is any element of D(G xg V). Let us
write eval, for the map which carries any function on G to its value at e, and D, for
eval, oD. Clearly D is determined by D,, so it will suffice to find P € D, such that
(P), = D,.. Note that D, is K-invariant in the natural sense.

Again using coordinates at e, extend D, to a V-valued differential operator § on
C*(G) ® V supported at e. By the first sentence of the second paragraph of the
proof, there is an element P of €5 such that (p X B)(P). = 4, and in particular,
p X B (P)e = D.. Now use the third paragraph of the proof to verify that P
p B B(P), is a K-injection from &, /Ir to the space of differential operators on
G xg V supported at eK. Together with the K -invariance of D,, this yields P €
(8n/In)ad®ad,,(K).

Finally, check that 4 is the pull-back to €, of (85 /I)®2=®  Therefore
Dy isinfact (E5/ In)ad‘g’ad”(K). The filtration-preserving statement is clear. |

Itis interesting to observe that Dy is closely related to the step algebra defined by
Mickelsson [16]. Indeed, for G a complex reductive group, H a connected complex
reductive subgroup of G, K the unipotent radical of a Borel subgroup of H, and V
trivial, Oy is precisely the step algebra of the pair (G, H).

4.1. Centers. Assume in this section that K is connected. Regarding U(g) as the
subalgebra U(q) ® 1 of &, its center 3(q) is clearly also the center of €. In
particular, 3(g) is contained in €X, and so the canonical map ® +— @ + I, is a
homomorphism from 3(q) to the center Z(D,) of the algebra D, . In general this
homomorphism is neither surjective nor injective; for example, there are exactly four
noncompact irreducible symmetric spaces for which it is not surjective [12]. In the
case of the scalar slash actions of the real and complex Jacobi groups, we shall see
that it is surjective but not injective.

Let us note that one can use (33) to prove that for any ® € 3(g), the left action
A(B®) of ® on C2(G xg V) is precisely (p R BYOT + I). (For the details, check
that both are invariant differential operators and that they are equal at e.)

4.2. Cocycles and slash actions. In this section we make the connection between
G -bundles and slash actions. Given x € G, denote the coset xK by x. For any vector
space V, a V -valued 1-cocycle of G on G/ K is a smooth function «: G x (G/K) —
GL(V') satisfying the cocycle equation

The slash action |, of G on C>*(G/K) ® V associated to « is the right action

S lalgl(X) := alg, %) f(gX).
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The corresponding left action Ay is A (2)(f) := flelg™!]. We write D, (G/K) for
the algebra of differential operators on C*°(G/K) ® V invariant under |,.

Define 7, : K — GL(V) by mo (k) := a(k,2)”!. By the cocycle equation, it is
a representation of K, and so we have the G-bundle G xg V. Let us note a misprint
in Lemma 4.6 of [4]: y,(k) should be defined to be a(k, eK)™ !,

Now check that 7, (%, v) := [x,a(x,e)v] is a well-defined smooth map from
(G/K) x V to G xg V, with inverse 7, ![x,v] = (X, a(x,e) 'v). Use the same
symbol 7, for the bijection from C>*(G/K) ® V to C(G xg V) defined by
o (f)x) := alx,e) f(x) (recall that we regard CX(G xg V) as a subspace of

seC

C*®(G) ® V). We leave the proof of the following lemma to the reader.

Lemma 4.2. The map 14: (G/K) x V — G xg V is a topological trivialization
of G xg V. The map to: C®(G/K) ® V — C2(G xg V) is an equivalence
from the action Ly of G to the canonical action A. This equivalence is an order 0

differential operator, and so it induces an order-preserving algebra isomorphism T,
from Dy (G/K) to D(G xg V), defined by Ty(D) := 1, 0o Dot L.

Define R, to be the filtration-preserving algebra isomorphism 7, 1o (p ¥ B) from
Dy t0 D (G/K). Given fin C*(G/K)® V and an element P of & whose image
P modulo I is in £, unwinding the definitions yields

(Ra(P)f)(X) = a(x, ) (p R BYP)|,_ Ay = (. &) f(7)}. (36

For completeness we briefly discuss cohomology. Fix vector spaces V and V' of
the same dimension, and let & and &’ be V - and V’-valued 1-cocycles of G on G/ K,
respectively. They are said to be cohomologous if there exists a smooth function »
from G/K to the set of invertible maps from V' to V', the coboundary, such that

o'(g, %) = b(¥)a(g, X)b(gx) .

In this case, one checks that f — b f intertwines the G-actions |, and |q-.

Lemma 4.3. Two cocycles a and o' are cohomologous if and only if wy and my
are equivalent representations of K. If G/K is simply connected, then given any
representation 1 of K there exists a cocycle o such that my = 7.

Proof. 1f b: G/K — Hom(V, V') is a coboundary from « to ¢, then h(e) is an
equivalence from 7y to 7. Conversely, if B: V — V' is an equivalence from
t0 7o, one checks that h(X) := o'(x,2) "' Ba(x, &) is a well-defined coboundary.
If G/K is simply connected, then w: K — GL(V) extends to a smooth map
A: G — GL(V) such that A(gk) = A(g)n(k) forall g € G and k € K, and
a(g, X) := A(x)A(gx)~! is a well-defined cocycle with 77, = 7. O
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4.3. The reductive case. Throughout this section we assume that there exists a
K-splitting £ ¢ m of g. In this case we have the K-injection

Sym®l: §(m) ® End(V) — &,.

The image of this map is a K-invariant complement of I in . This leads (o the
following proposition, which is proven in [11]. It corresponds to Corollary 4.3 of

[4].

Proposition 4.4. Suppose that ¥ & w is a K-splitting of g. Then under the K-action
ad ® ad,, Iff is a two-sided ideal in the algebra & f , and Dy, is naturally isomorphic
to 85 / Iff . Moreover, the following map is a filtration-preserving linear bijection
(but in general not an algebra isomorphism except at the graded level):.

S (S() @ End(N)" — Dy, 82(Q) := (Sym @ 1)(Q) + I

Suppose that y is a scalar cocycle. In (21) of [4] we gave a linear bijection IDO,,
from § ()X to D, (G/K):

(IDO, () /)(%) 1=y (x, DAy (Sym(D)) [ ;¥ = y(x. DS (x9)). (3T)
Lemma 4.5. In the setting of (37), IDO,(Q) = (=1)&e<CI R (Sym(Q)).

Proof. Bothsides are invariant differential operators, so it suffices to prove them equal
at e. Here End(V) = C, s0 p & B is just p. Check that for f € C*(G/K)® V,

(IDO, (R)£)(@) = A, (Sym()|,_, {7 = F()}.

[Ry(Sym(2)) £]@) = p(Sym()|,_ ¥ = (v, &) f(D)}.

Consider the two right sides. Replacing Sym(£2) by an element g of G in the first

gives y(g~1,2) f(g~ 1), and doing so in the second gives y(g, ) £(g). The lemma
now follows from the same reasoning that gives (33). O

In light of Lemma 4.5, we may extend (37) to define a filtration-preserving linear
isomorphism for arbitrary cocycles as follows:

DO, : (§(m) ® End(V))* — Dy (G/K),

(38)
DO, () 1= (— ke @R, 5. ().

It is an algebra isomorphism at the graded level.

Suppose that y: K — C is a scalar cocycle and « is a V-valued cocycle. Then
ya is asecond V -valued cocycle and the two actions ad,,, and ad,,,, of K onEnd(1V')
are identical, so IDO,, and IDO,,, have the same domain. In this case, (36) gives the
following lemma.
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Lemma 4.6. In the above setting, 1Dy (§2) and IDO,,(2) have the same symbol
forall @ in (§ (m) ® End(V))".

5. Invariant operators in the real case

The real Jacobi group G (R) := SL2(R) x (R? < R) is obtained by taking D to be
R in Section 2.1. Recall its center Z7 (R) and subgroup K7 (R):

Z'(R) ={I'x {0} xR, K’(R):=S0,xZ’(R).

Let H denote the complex upper half plane. The formulas in Lemma 2.1 define
a transitive action of G’ (R) on H x C such that stabilizer of (i,0) is K/ (R). For
k € Z and m € C, there is a well-known right action |£m of G'(R)on C®(H xC)
[7]. Letus denote the algebra of |Em-invariant differential operators by D,]f:m. In this
section we apply Section 4 to obtain generators and relations for D,ﬂim. This requires
only Helgason’s results [11], as Proposition 4.4 applies.

The algebra ]DR is not directly related to the number theoretic part of this paper,
but we have two reasons for including it. First, many of the results we obtain en route
are useful in the complex case. Second, although generators and relations for the
graded commutative symbol algebra of ]D,]Em were obtained in [1], to our knowledge

the relations in ]D),]f‘m itself have not yet appeared. We will use them to prove that the
center of DY is precisely the action of 3(g” (R)) under [} . and thatit is generated

by a single cubic operator, the action of the “cubic Casimir element” of G’ (R). This
element is called C on page 38 of [1], and its action is called elm in [17].

Let us remark that |R differs from the complex right action | ,, defined in
Section 2.1 not only in that k must be integral, but also in that varying & does not
produce equivalent actions. Indeed, in the complex case the family { |o,n : m € C}
classifies all scalar right actions such that the action of the center of the group is
bounded, while in the real case { ﬁm 1k € 7, m € R} does so; see Lemma 4.3,

We will not need the explicit formula for |§m; only the associated characters of
K. However, we give it for reference. Define a®: G/ (R) x (H x C) — C by

aR((M, X, k), (T, Z)) =k A F 242+ A2t —y(z 4+ Ar 4+ )P (yr + 87!
(see (3)). Fork € Z andm € C, define oif - G (R) x (H x C) — C* by
“k,m((M’ X, k), (1, Z)) = (yr+ 8)_k exp{2nimaR((M, X, k), (, Z))}

As in the complex case (see Proposition 2.2), oz,ﬂfm is a cocycle of the action of G7 (R)
on H x € [7]. The associated slash action of G’ (R) on C*(H x C) is

(f|k’m(M, X, K))(‘L’, z) = a,{%m((M, X, k), (7, Z)) f((M, X, k) o (r, Z))
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5.1. The real Jacobi Lie algebra. Recall from Section 4 that the Lie algebra g’ (R)
of G’ (R) is defined to be the complexification of the real Lie algebra a5 J(R). In order
to proceed it is necessary to reproduce some data from Section 5.2 of [4]:

o’ R) = {(M,X,k): M €s[,C,X e C? k € C}, (39)
with Lie bracket
[(M.X,1),(M", X' .k)] = (IM.M'], XM' — X'M, 2det (). (40)

Setting J = (9 ') and i(z) = z72(e” — z — 1)), the exponential map is

exp(M. X.x) = (M, X(£57L), kc— Xh(M)JX?). @1)

The standard basis {H, E, F, Z, e, f} of g’ (R) is defined by

1 0 0 1 0 0
m=(g %) E=( o) F=(] o)

Z:=(0,(0,0), 1), e:=(0,(0,1),0), f:=(0,(1,0),0).

The standard basis is not compatible with K7 (R), so we define the “tilde” basis:

(42)

H:=i(F-E), E:=YH+i(F+E))., F:=1(H-i(F+E)),
Z:.=1liz, &:=1(f +ie), fi=L(f —ie).

Observe that while the standard basis is both a real basis of g J(R)anda complex basis
of g/ (R), the tilde basis is only the latter. The brackets in the tilde basis are identical
to those in the standard basis: in other words, 1(B) = BforB e {H,E.F.Z.,e, f}
defines an automorphism of g7 (R). In fact, writing ¢ for exp{mi/4} and T for the

order 6 element f( 53 51) of SU,, 7 is conjugation by (7,0, 0) followed by the
SL,-automorphism of the Heisenberg algebra which multiplies e and f by ¢/+/2 and
Zbyi/2.

There is a unique K7 (R)-splitting £/ (R) & m’ (R) of g/ (R):

(43)

7 (R) = Spanc{ﬁ, Z} m’/ (R) := Spanc{ﬁ,ﬁ,é, f}

We will need the following easy lemma. A proof may be found in [1].

Lemma 5.1. The commutative algebra § (mJ(R))K () has basis {ElE Fir gzeflf
2ig +i. = 2ip + ir}. It is generated by FE, fé, F&2 and f2E. The relation
ideal for these generators is generated by (FE)(fe)2 (Féz) (sz)
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There is a “Cartan automorphism” # of g7 (R), defined as follows: it negates H,
exchanges £ and —F, fixes Z, and sends ¢ to f to —e. Note thatitis of order 4. The
tilde Cartan automorphism 8 := t o 8 o t—1 will be a useful tool.

Definition 5. Let C be the following element of U(gj (R)):
C:= f?E—Fe* —(H+2)fe+ (H+1)(H+2)Z+4FEZ.

Proposition 5.2. S(QJ (R)) is the polynomial algebra C[Z, C]. Wehave CT = —C,
6(C) = C, and T(C) = LC.

Proof. In this proof we write g for g/ (R). Since Sym: $(q)® — 3(g) is a linear
bijection, we must compute § (g)¢. First we compute § (g)*2C.

Uptoequivalence, s[> C has a unique irreducible » 4- 1 -dimensional representation
L, for all n > 0. The following formulas are classical:

Sn(Ll) = Ly, Sn(LZ) =Ly ®Lops® D L2Resz(n)7 a4)
Ly ® Ly = Lytm ® Lptm—2 @& LIn—mI:

where = denotes s1,C-equivalence and Res, denotes the residue modulo 2.

Under its subalgebra s[> C, g is equivalent to Lo @& L1 & L»: the copy of Ly is
CZ, the copy of Ly is Spanfe, f}, and the copy of L, is s, C itself. By (44), both
$2(L>) and Ly ® $%(L1) contain s[»C-invariants, unique up to a scalar. They are

P, :=4FE + H?, P3:= f?E— Fe? — Hfe. (45)

A consideration of Lg-, L-, and Lj-degrees shows that the s[> C-invariants Z,
P5, and Pj; in the commutative algebra §{g) are algebraically independent. Now
S(L1 & L) = @, ; §'(L1) ® §/(Ly), and by (44), the (i, /)" summand on the
right has no invariants unless 2j —i = 4n for some n € N, when it has up to a scalar
one. Since P2 P{™*" is such an invariant, we find that § (L @ L,)*2C = C[P5, P3].
This leads easily to the fact that § (q)*'2% is the polynomial algebra C[Z, Py, P3].

Since 51>, C and e generate g, § (q)¢ is the set of ad(e)-invariants in C[Z, P5, P3].
Direct computation shows thatad(e)(Pz) = —Z ad(e)(P2) # 0. Since {Z, P>, Ps+
P> Z} is an algebraic basis of C[Z, P,, P3], we find that ${q)% is C[Z, Pz + P> Z].
To finish, verify Sym(P3; + P, Z) = C — Z, 8(P3) = ©(P3) = P,, and 8(P3) =
—2i7(P;3) = Ps. ]

5.2. The algebra DY . By definition, D is D, (G7(R)/K’(R)). We main-

tain this pattern of abbreviation: write )LEm for the left action corresponding to |Em,

:zr,]f:m for the character TR of K7 (R) associated to it by Section 4.2, and SI]Em,

I}Em, and i)f:m for the corresponding spaces defined by (34). Similarly, we have the
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filtration-preserving algebra isomorphism R} : DF — DF  from (36), and the
linear bijections from Section 4.3:

e/ (R)

8[IEm : S(mJ(R)) —> °(D]I§,m’ IDOEm = R}Em o 8]]5"1 o (_l)degree.

Here €& is simply U(g” (R)), and the reader may check that =X, maps H to
—k and Z to 7m, 80 I,Egm is the left ideal generated by H — k and Z + 7m.
We now define several elements 84 (R, &, m2) (we usually write simply Jq ) Of i)}f‘m:

8z =8, (fO). 8c:i=88 (FE)., 85 :=8F, (fPE), 8c:=8}, (F&),
8p =8¢ + 80 o= 8p — 8. — dmb, — k6.

Note that the automorphism 6 of g7 (R) induces an algebra isomorphism ék,m from
@Em to O’DE&,{ - Lhis isomorphism is

8; > —=b;, br+>8r, S > 8o, et —bf, bpt>—bp, b .

Theorem 5.3. The algebra i)]]‘f&m has basis {5 8;71’ 828k i i i € N ip =0, 1}
Its center is C[é.]. Init, C + I}Em = —21'(&: — am(k?* + %)) It has relations
[52781] — 81);

[6,,8p] = 28? + dwmé, + 1672m>8, + dmmks, + %nzmz,

[67.6p] = —46:8, — 28p — k8, — drmkd, — k28, + %nmk,

82 = (8 + drmby; + k8;)* + 48,52 + 48,6,

+ %ﬁmcgc + 1—;.671217128, — %nmkcgz + 6—943127112.

Proof. The first sentence was proven in [1], and it follows from Lemma 5.1 and the
fact that 5}5‘,” is an algebra isomorphism at the graded level. Tor the relations, we
compute in i)}fm as prescribed by [11]: using the relations of U(gj (]R)), move all

H’sand Z’sto the right and then replace them with k and — s m, respectively. Deduce
the following equations in i)}fm:

1::52:86—52—1—%31171, Eﬁé:&;—zﬂm ézf:5e—|—82—|—lﬂm.
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In fact, it is only necessary to verify half of these equations; the other half
then follow by applymg 9k m and negating k. Using them, we compute [6;,8:] =

[ f &, FEl = f F2E 4 Fé? = §,. Similar computations (again using Qk m to halve
the work) yield

[82,87) = 82 + dmwmbs + 3n2m?,  [8:.8.] = 62 — dmwmé, + 3w2m?,
which proves the [8;, 5] relation. Next, prove the [§;, §5] relation by verifying
[6:.8¢] = —28:8; —8p —kSs + Jmk, [8:,8.] = —28:6, — 8p + kbo + 2mk.

For the 87 relation, set L = 87— (8. +4mwm8.+k8;)*. Check L = 2(878,+8.57).
Usedy = fEf - %nm and §, = ¢Fé + %ﬂm to obtain

= 2(fEfeéF¢+éFefEf)+ 8 j'[m(fEf_eFe) 1967r2m2

Nowset S = fE féFé. Commute ¢ F logetS = (fEffey+ fEF fé2.
Commute 7 E in the second summand and the & f where appropriate to arrive at

S =688, —am)+ (6; + %k)(8z —am)(d, — 3mem) — 2am (b, — %er)

Note that ¢ Fé f E f is ék,m( FEfeF&)withk negated. Using these facts to simplify
L gives the relation.

The formula for the image of C follows easily from our collection of equations,
and it shows that §. is indeed central. In order to prove that it generates Z(i)}Em),
suppose first that € is an element of D’D}Em of order n which commutes with §,. In
light of the basis of {OR , it has a unique expression as > ., 8 (a; + 8pb; ), where a;
and b; are in C[4,, &, ]

Note that the symbols of the relations in Theorem 5.3 are independent of k& and
m, as forced by Lemma 4.6. Writing = for equality at the symbol level,

162,8¢) = 8, [82.85] = 282, [0, 8p] = —48:6, 5; = 52 + 48,52

Since symbols commute, this leads to the following equation at the (n + 1)-symbol
level:

0=1[6:.¢]= 25;((1' + D)82bis1 + 220 + 1DEZbi + (i + 1)dpaiv1).

Again using the basis of i)k . this yields € = ao, and so induction on z shows that
the commutant of 8, is C[8;,8.]. A similar computation shows that the commutant
of 6, in C[é;, .] is C[4,], completing the proof. O
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5.3. Remarks. On page 38 of [1] an operator C is introduced; we shall call it
Cgs. It is a Casimir operator in the sense that it acts by scalars on those irreducible
representations of G’ (R) on which Z acts by a non-zero scalar. It is used in [1] to
define Maass—Jacobi forms of G”(R), and the mvestigation of such forms carried
out in [17] inspired the present article. Here we relate Cps to our Casimir element
C. We shall state several results without proof: they can all be verified by means of
straightforward calculation.

The following construction is attributed by [1] to [3]. Write n’ {(R) for the nilpo-
tent Heisenberg subalgebra Span{Z, e, f/} of g/ (R). Let U(g” (R))[Z'] be the
extension of u(gf (R)) by the fraction field C (Z). Working in this algebra, define

H" :=(ef + fe)/4Z = (fe— Z)/2Z, E™:=e%/4Z, F":=—f2?/4Z.

Lemma 5.4. The map A +— A" for A € {H, E, F} defines a Lie algebra injection n
from sl to U(gJ (]R)) [Z7Y). It commutes with 0, T, and the adjoint action of g (R).

For A € sl,,set A" := A — n(A). Write sl, for Span{H’, E’, F'}.

Lemma 5.5. The map A — A’ is a Lie algebra injection from sl, to u(gJ(R)). Its
image sl commutes with n’ (R), and so we have the algebra decomposition

(g’ (R))[Z7] = U(sly) ®cpz; U(n' (R))[Z7].

The Casimir element of s[5 is Cer, := Sym(P2) = H? +2H +4FE (see (45)).
Itis fixed by 6, 7, and the transpose T, and it is classical that 3(sl,) = C[Cqr,]. The
Casimir elements of n(sl2) and sl are
o= (H™? +2H™ +4F"E", Cl, = (H)*+2H +4F'E

slp slo

By Lemmas 5.4 and 5.5, both are fixed by #, z, and T, and C;IZ is central in
U(g’ (R))[Z™]. Therefore by Proposition 5.2, C1, € C(Z)[C]. More precisely:

-]

Lemma5.6. C}} = -3, andCly =CZ7' - 3.

Let us now connect our notation to that of [1], which is also used in [17]. The
map from our standard basis of g7 (R) to the one given on page 8 of [1] is

H—H Ew—F, F—G, Z—R, e—Q, f—P
The map from our tilde basis to the one given on page 12 of [1] is
H— Z, E|—>X+, Fis X_, ZH—%ZQ, e Yq, f|—>Y_.

(Their Z is not the same as ours, and their Zg 1s equal to their —7R.)
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Their | s, is our [= k.m- 10 particular, we both have )LR (Z ) = —mm (they some-
times write s for 277m). Their heat operators Dy (see pages 33-38 of [1]) are
elements of sl specialized at this value of Z (form # 0):

Dy :=t(E)|z_ D= t(F)ze g A1:=1(H)z

—mTm’ —mm’

b, o % The operator €™ defined

2 dimm

: !
The operator Cgg 18 2C9[2|Z__nm,

in [17] is }Lfim( é grz) By Theorem 5.3 and Lemma 5.6, it generates the center of
DE . Note that both operators are in the image of 3(g” (R))[Z7].

6. Invariant operators in the complex case

Recall from Section 2.1 the complex Jacobi group G (C) and its actions |5 BEL
C°°(Hg x @) given by the cocycles i ,,. Although G 7(C) is holomorphic, Hg x @
is not, and so as discussed in [4] we must forget the Complex structure of G/ (C) and
regard it as a real group As such, its real Lie algebra gy J(C) is precisely the complex-
ified Lie algebra g7 (R) of the real Jacobi group G” (R) given in (39), with bracket
and exponential map given by (40) and (41). This Lie algebra is 12 dimensional over
R, with standard real basis {B,iB : B = H,E, F,Z, e, f} (sec (42)).

From Lemma 2.1, G (C) acts transitively on Hg x @, and the stabilizer of (k, 0)
is K7 (C) = SU, xC. Its real Lie algebra is

£J(C) = Spang {iH, F — E, iF +iE, Z,iZ}.

There is more than one K (C)-invariant splitting of g({ (C). We shall use the
following K7 (C)-invariant complement of £ (C):

m) (C) = Spang {H, iF —iE, F + E, e, ie, f,if}.

6.1. Real representations of complex groups. At this point we must discuss com-
plexifications. We will need two copies C; and C; of C, with copies i and j of ~/—1,
respectively. All proofs in this section will omitted.

Suppose that Uy is a vector space over C;. Regarded as a real vector space, its
complexificationis U := Uy ®g C;, amodule over the commutative ring C; ®g C;.
Define elements (x := (1 F ji)/2 of this ring, and note

inzti, pic =0, 4+ =1, ftgx==jig.

Lemma 6.1. In the above setting, define Uy 1= 14 (Uyp). Then Uy are C;-subspaces
of U,and U = UL @ U_. Regarding Uy as complex over C; and Uy as complex over
C;, the maps 14 : Uy — Uy are complex-linear and conjugate-linear isomorphisms,
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respectively. If Uy is an algebra, then U is too, Uy are ideals, and 11 : Uy — Uy
are algebra isomorphisms.

Ifa real form of Uy is specified, the associatedi-conjugation u +— u on Uy extends
to the C;-linear endomorphism of U defined by 1+ (u) — t+(u).

Lemma 6.2. Suppose that A and B are vector spaces over C; and that By is a real

formof B. If Lo: A — By is an R-linear map, then there exists a unique C;-linear
map L: A — B such that Ly = Re(L).

For the rest of this section, fix a complex Lie algebra qo over C; and let g :=
go ®r C; be its complexification. Since g is the direct sum of its ideals g+ and g,

U(g) = U(g+) ®c; U(g-), 3(@) = 3(g+) ®c; 3(g-) (46)

as algebras, and (1 extend to complex-lincar and conjugate-linear isomorphisms
from U(go) (over C;) to U(g+) (over C;).

Let V be a C;-space of real form Vy, and suppose that 7: go — Endc, (V) is an
R-linear representation, Then there are R-linear maps Re(r) and Im () from gg to
Endgr (V) such that 7 = Re(mr) 47 Im(r), and we have the conjugate representation
7 := Re(m) — i Im(sr), another R-linear representation of gy in Endc, (V).

Now apply Lemma 6.2 to % Re(r) and % Im(r) with g for A and Endg (V}) for
By. This yields C;-linear maps Ry, I : go — Endc, (V) suchthatw = 2(Re(Ry)+
i Re(I)). Let Ry and I, be their conjugates with respect to V. Note that Rz = Ry
and / T = —[n.

Extend 7 to a complex-linear representation of g (over C;) on V' (over C;).

Lemma 6.3. w oty is Ry +ily, andmwoi_is Ry + il whichis w oty. They are
C;-linear and C; conjugate-linear representations of qo on V, respectively.

6.2. The algebra D,,. In this section we will prove Theorem 2.3. Since g({ (C)is
a C;-Lie algebra, we take its complexification to be g({ (C) ®r C,. Similarly, let
£/(C) and m”’ (C) be the C;-complexifications of ] (C) and m] (C) (note that the
latter are not C;-spaces).

Recall from Proposition 2.2 that conjugation by y~* is an equivalence from | 0,m tO
|k.m. Therefore it is also an isomorphism from the algebra of | »-invariant operators
to that of | ,,-invariant operators, and so from now on it suffices to consider only the
case k = 0.

Let use the pattern of abbreviation established in Section 5.2, without the super-
script R or the subscript k. Thus D,, is the algebra of | ,-invariant differential opera-
tors, and A, is the left action corresponding to |o,,,,. We have also the spaces €, I,
and D,, from (34), the filtration-preserving algebra isomorphism R,,: D,, — D,
from (36), and the linear bijections from Section 4.3:

bm: S (€))7 5 Dy, IDOp = Ry 060 (1% (47)
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Proof of Theorem 2.3. Henceforth we usually write g, ¥, and m for g” (C), £/ (C),
and m” (C), and for @ € U(g) weset Qx 1= 1+ (). Firstwe prove that € := €,
are invariant and generate a polynomial algebra which is the image of 3(g) under
Am. Combine Proposition 5.2 and (46) to obtain:

Proposition 6.4. 3(g” (C)) is the polynomial algebra C[Z4, Z_, Cy,C_].

As arepresentation of g, A,, is R-lincar and acts by C; -linear endomorphisms on
C%(Hg x @), which has a natural real form: the real-valued functions. Thus we are
in the setting of Lemma 6.3. The values of A,, on {B,iB : B = H E,.F,Z,e, [}
are given on page 153 of [4], except for the formula A,,(sZ) = —4ni Re(‘mms).
They are given in a form which makes it straightforward to deduce the C; -linear maps
R;,, and [, of Lemma 6.3, giving the following lemma.

Lemma6.5. For Be {H, E,F,Z.,e, [}, Am(By) = B({m (see (5)). The conjugate
Fepresentation Ay, is Ajpm, and s0 Ay (B_) = Ajm(B4) = By, (see (6)).

Considering A,, as a complex-lincar representation of g, it is now clear that
Am(Z4) are scalars and A,,(C+) = —mi€E. In light of Section 4.1, € gener-
ate Ay (3 (g)). To prove that they are algebraically independent, verify that their
symbols are given by

i€ = y2(0:02 — 3202 + 9y005) + Yo (Duda + 905) . Cp =CF
Suppose that they satisfy a degree d relation. The symbol of this relation is of
the form Y% ¢; (€)@= (€5)1, the degree 3d symbol of which is zero. Applying
it to x/x¢4=/42@=7) 32/ and evaluating at (k, 0) shows that ¢; = 0 for all 7, so the
relation 1s trivial.
It remains to prove that €= generate the center Z (D) of Dy,. Since Ry : Om —
D,, is an algebra isomorphism, it suffices to prove that the natural images Cy + I,

of C1 in D, generate Z(D,,). We will need a basis of D,,,, which we will obtain by
constructing a basis of § (m)? and applying (47). Verify that

¢ =Spang, {Hy — H-, Ex — F—, Fy — E_, Z4},

m = Span(cj {H+ 4+ H_, E+ + F_, F+ + E_, e+, f:l:}
As a £-module, m splits as i, @ m4 @ m_, where
my:=Span{H, +H_, Ey + F_, Fy + E_}, my:=Spanfes, fi}.

Recall from Section 5.1 the standard basis { H, E, I'} of sl», and its action on the
module L; = Spanf{e, f}. Itiscasytoseethat Hy — H_,E, — F_,and Fy — E_
are a standard basis of the copy of sl, in ¥, and that

H+—H_I—>H+—|—H_, E+—F_I—>E++F_, F+—E_I—>F++E_
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defines a f-equivalence from ¥ to m,. Also,

e—>ey, frHfr; e [, fr—e_

define equivalences from the sl;-action on L to the f-actions on .
A little work with (44) and (45) gives the following lemma. Keeping in mind that
in g, X and /X are independent over C;, define the following elements of § (m):

Qr:=4(Fy + E_)(E+ + F-) 4+ (Hy + H-)?
= (F+ E) + (iF—iE)*> + H?,

Q::=4(frfotere)= f2+(fY +>+ (ie),

Lo = 4Q2(Fs + E-)es f- 4 2(Eq + F-) freo)
+ (Hy + HO)(fy f- — eqe)),

Ty :=8((Ey + F) 2 — (Fy + E_)el — (Hy + HO) frey),
T_:=8((Fy + E_)f2— (B4 + F_)e? — (Hy + H-) f-e_).
Lemma 6.6. $2(m)t = Span{Q., 0.}, and §3(m)t = Span{ly, Ty, .

This lemma matches Lemma 5.2 of [4]; the invariants Q, Q;, Co, C4, and
C_ given there are our O, O, T'y, jT 4, and jT_, respectively. Note that the 7-
conjugation defined by the usual real form of g fixes O, O, and I'y and exchanges
'y and I'_.

In Theorem 5.3 of [4] we proved that these five invariants generate § (m)? and
have a relation ideal generated by a single relation. However, only a sketch of the
argument was given; here we shall give a complete proof.

Proposition 6.7. The set { Q¥ T QET Y TE : ir iz ip.im € N,ip = 0,1} is
basis of § (m)*, and
re+rylr-—Q.02=0. (48)

Proof. To prove (48), write §%7% (m) for the #-submodule §7 (12)87 (4 )S$* (m_)
of §(m). By (44), $§%2-2(m) is F-equivalent to (L4 @ Lo) ® L» ® L,, which has
a 2-dimensional space of invariants. Hence T2, T+ T'—, and @ Q2 must be related.
Keeping track of only certain terms (for example the coefficients of e* or of H?)
gives (48) quickly.

Write B for our proposed basis. In light of (48), proving that §(m)® equals
Span 8 is equivalent to proving that our five invariants generate it.

Write Hg, Fy, and Fy for the basis elements Hy — H_, E4 — F_,and F_ — E_
of the copy of sls in ¥, and Hy, Em, and Fy, for the basis elements Hy + H_,
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Ei + F_ and Fy + E_ of m,. Suppose that P is an invariant of degree r in Ey,.
Assume by induction that invariants of lower E,-degree are in Span 8. We may
assume further that P is homogeneous of degree r 4 s in m2, so the coefficient of
El in Pis Y i_, HET'FL p; for unique p; € Clex, fxl.

Considering ad(Es) P = 0, one finds that p; = 0 for i < s. Then considering
ad(F¢) P = 0 leads to ad(F¢)ps = 0. Thus modulo terms of lower E.-degree,
P = EI FZ ps, where p; is a E-lowest weight vector of § (4 @ m_).

Using (44), it is not hard to prove that

Sy ®m-) =C[Q:]® P Ly & m-.a,b), (49)
a,beN

where L(my @& m_,a,b) is the f-copy of L,4, of highest weight vector e f2
and lowest weight vector ffeﬁ. By (49), ps € SpanC[QZ]{ffeﬁ ca+b=r—s}.
Therefore we canlower P’s E, -degree by subtracting an element of Span 8, proving
Span 8 = §(m)".

To prove that the elements of B are independent, use (44) again to prove that

$(mz) = C[Q-]® EP L(my,0), (50)

ce2N

where L{my, ¢} is the £-copy of L. of highest weight vector Eﬁ{ % and lowest weight
vector Flfl/ 2 (this is Kostant’s harmonic factorization for sl,). For a + b even, let
P(a,b) be the unique invariant in L(m,,a + b) ® L(my @ m_,a,b). By (49)
and (50), the P{a,b) are independent over C[Q,, Q,]. Examining the proof of
Span B = §(m)" and using (48), one finds that {P(a + b) : a + b < 2N} and
{ry Ff ' tip+ip+im < N, ip = 0, 1} have the same span over C[Q¢, Q] and
the same cardinality. The result follows. O

We now prove that C1 + I, generate Z(D,,). Define elements 8,(C, m) (we
usually write simply &e) of D, as follows:

8y 1= Em(02), 8¢ = Em(00), 80 := 8m(To), 64 1= Sm(TL), b_ = Em(TL).
By Proposition 6.7, {55 5605?5f55 e, iz, dp,im € N, ip = 0, 1} is a basis of Dy,.

Using the following lemma, a calculation at the symbol level exactly analogous to
the one at the end of Section 5.2 gives the result.

Lemma 6.8. Up to symbols in Dy,
§e =16Cy, 62 =68:82 =846, [8:.68:] =480, [62.60] =262

Proof. Lel us review computation in £,,. Let m,, be the character of K 4 (C) asso-
ciated to |o,» by Section 4.2. (In fact, 7., is the character associated to g, forall &,
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anditsends Z o to —2mi ‘mm, Z_ 1o —2mi 'mm, and Hy, Ey, and Fs to zero, but we
shall not need this.) Here &,, = U(g) = Sym($(m)) - U(¥). Consider a pure prod-
uct 2 = Sym(24 )2y in this space. By (35), it is congruent (o Sym(Qm)nm(QPT).
In particular, if 2y has non-zero constant term o, then Q2 and » 2 have the same
degree and symbol modulo Z,,,.

Since '+ are cubic in m, the symbols of §1 modulo Z,, are independent of m
and may be computed by setting all terms in I+ from ¥ to zero, i.e., setting Z+ = 0,
Hy = H_, Ey = F_,and F; = E_. Checking Definition 5 gives the first
congruence. The second is immediate from (48) and the fact that &, is an algebra
isomorphism up to symbol.

For the last two congruences, note that for any ® and ©' in U(g), the symbol
of [®, ®'] depends only on the symbols of ® and ©'. It follows that we need only
compute the symbols of [Q, O] and [Q;, ['g], treating Q -, O+, and Ty as elements
of &n,/ Imn. Commutators of elements of mu which lie in ¥ give zero modulo symbol,
so we only keep commutators of Hy, En, and Fiy with ex and fi. Therefore up to
symbol, [Q ., O] mustbe of degree (1, 1, 1) and [@,, ['y] must be of degree (0, 2, 2).
It only remains to compute the constants of proportionality, for which one need only
keep track of one term. O

6.3. Remarks. We leave the reader with some open problems. First, the irreducible
representations of K7/ (C) = SU, xR? are parametrized by (n,m,m’) e NxCx C,
where n 4 1 is the dimension. As we mentioned in [4], a study of the invariant
differential operators of the associated vector-valued slash actions would be a natural
extension of both our work and that of Friedberg [9]. Equation (36) would be useful.

Second, the characters of the algebras D, and IDR may be of interest, as these
algebras must act by scalars on any slash- 1rredu01ble subrepresentatlon of the space
of functions on which they act. These characters are of course simply the characters
of the abelianizations D,,/[D,,, D,,] and DR ! [DR D,]ffm], and it appears to be
reasonably easy to compute all of them. ’

Finally, regarding D, as a deformation of DDy yields an unobstructed 2-class
in the Hochschild cohomology of Dy,. Similarly, D,]Em gives two 2-classes in the

k,m’

cohomology of ]D%%O. It could be amusing to compute these cohomology spaces
and decide whether or not the 2-classes are trivial. Theorem 5.3 would be useful
in the real case; one would need its complex analog for the complex case. The
computations might be reduced by using the C;-linear automorphisms ¢ and 7 of g
defined in Section 5.1. They both preserve £y and 111, and so they extend to C; -linear
automorphisms of g which commute with ¢+ and preserve ¥ and .
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