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Monodromy in Hamiltonian Floer theory

Dusa McDuft™

Abstract. Schwarz showed that when a closed symplectic manifold (M, @) is symplectically
aspherical (i.e. the symplectic form and the first Chern class vanish on 12 (A )) then the spectral
invariants, which are initially defined on the universal cover of the Hamiltonian group, descend
to the Hamiltonian group Ham (M, w). In this note we describe less stringent conditions on
the Chern class and quantum homology of M under which the (asymptotic) spectral invariants
descend to Ham(M, ). For example, they descend if the quantum multiplication of M is
undeformed and H,{M) has rank > 1, or it the minimal Chern number is at least n + 1 (where
dim M = 2n) and the even cohomology of M is generated by divisors. The proofs are based on
certain calculations of genus zero Gromov—Witten invariants. As an application, we show that the
Hamiltonian group of the one point blow up of 74 admits a Calabi quasimorphism. Moreover,
whenever the (asymptotic) spectral invariants descend it is easy to see that Ham(M, w) has
infinite diameter in the Hofer norm. Hence our results establish the infinite diameter of Ham in
many new cases. We also show that the area pseudonorm —a geometric version of the Hofer norm
— is nontrivial on the (compactly supported) Hamiltonian group for all noncompact manifolds
as well as for a large class of closed manifolds.
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1. Introduction

Let (M, @) be a closed symplectic manifold. Denote by Ham := Ham(M, w) ils
group of Hamiltonian symplectomorphisms and by Ham the universal cover of Ham.
Each path {¢;}o</<1 in Ham is the flow of some time dependent Hamiltonian H,
and, following Hofer [8], we define its length £{{¢;}) to be:

1

£0pu3) = [ (g H,) ~ min H,(0)dr

The Hofer (pseudo)norm ||¢|| of an element ¢ = (¢, {¢}) in the universal cover
Ham of Ham is then defined to be the infimum of the lengths of the paths from the
identity element id to ¢ that are homotopic to {¢,}. Similarly we define the norm
||| of an element in Ham to be the infimum of the lengths of a@ll paths from id (o ¢.
It is easy to sce that ||¢|| is conjugation invariant and satisfies |[@ || < ||@| + |||,
but harder to see that it is nondegenerate, i.e. ||¢|| = 0 iff ¢ = id. (This was proved
for compactly supported symplectomorphisms of R?" by Hofer [8] and for general
M by Lalonde—McDuff [14].) It is unknown whether || - || is always nondegenerate
(and hence a norm) on Ham since it may vanish on some elements of the subgroup
1 (Ham). On the other hand, there is no known counterexample; for some results in
the positive direction see Remark 2.9 below.

The question of whether || - || is uniformly bounded makes sense even if || - || is just
a pseudonorm. If is it unbounded on Ham or Ham we shall say that this group has
infinite (Hofer) diameter. Ostrover [24] showed that Ham always has infinite Hofer
diameter (we sketch the proof below), while the corresponding result is unknown for
Ham in many cases. For example, it 1s shown in [20] that Ham has mfinite diameter
when M is a “small” blow up of C P? but it is unknown whether this remains the
case when M 1s monotone (i.e. the exceptional divisor is precisely one third the size
of the line) or 1s a still bigger blow up.

However, if both [«] and ¢1 (M) vanish on 72 (M ) then Schwarz [27] showed that
Ham does have infinite diameter. To prove this he established that for such M each
element ¢ € Ham has a set of so-called spectral invariants

{c(a,) | a € OH. (M), a # 0} C R.

Later, Oh [22], [23] and Usher [29] showed that the numbers c{(a, ¢) are well defined
on Ham for all symplectic manifolds. Itfollows easily from their properties (explained
in §2.2 below) that Ham has infinite Hofer diameter. However, they do not in general
descend to well defined functions on Ham; in other words it may not be true that
cla,¢) = c(a,¥) whenever ¢, ¥ project to the same element of Ham. Schwarz
showed that when both [w] and c¢; (M ) vanish on 772 (M} the invariants do descend to
Ham. As we explain below, it 1s then an easy consequence of Ostrover’s construction
that Ham has infinite diameter.
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Another case in which Ham was known to have infinite diameter is S2. The orig-
inal proof in Polterovich [26] initially appears somewhat different in spirit from the
approach presented here, but the arguments in Entov—Polterovich [3] using quasimor-
phisms bring this result also within the current framework; cf. case (i1) of Theorem 1.3.

In fact there are two questions one can ask here. Do the spectral invariants
themselves descend, or is it only their asymptotic versions that descend? Here,
following Entov—Polterovich [3], we define the asymprotic spectral invariants & (a, ¢)
for nonzero a € QH,.(M) by setting

a,¢*)

ia,d) = lim inf C(T for all ¢ € Ham.

Ostrover’s construction again implies that Ham has infinite diameter whenever an
asymptotic spectral number descends to Ham; see Lemma 2.7,

We shall extend Schwarz’s result in two directions, imposing conditions either on
w via the Gromov—Witten invariants or on ¢;. Recall that the quantum product on
H..(M) is defined by the 3-point genus zero Gromov—Witten invariants

(dladz,d3)§4, B e Hy(M), a; € H.(M),

and reduces to the usual intersection product if these invariants vanish whenever
f # 0. In the latter case we shall say that the quantum product (or simply Q H, (M ))
is undeformed. The condition [@]|z,ay = O is much stronger; in this case there are
no J-holomorphic spheres at all, and so the quantum product on M 1is of necessity
undeformed. If [@]|r, ) = 0, Schwarz’s argument easily extends to show that the
spectral invariants descend; see Proposition 3.1 (). However, its generalization in
Theorem 1.1 below concerns the asymptotic invariants.

We shall denote by N the minimal Chern number of (M, w), i.e. the smallest
positive value of c; (M) onma (M ). If ¢1 |y ay) = Othenwe set N := oco. We always
denote dim M = 2n. We shall say that (M, w) is spherically monotone if there is
k > 0 such that ¢1|, M) = K @], ar) and is negatively monotone if ¢; = « [w]
on 75 (M) for some « < 0. Recall also that (M, ) is said to be (symplectically)
uniruled if some genus zero Gromov—Witten invariant of the form (pt.,as, ..., am)g,
B # 0, does not vanish. It is called strongly uniruled if this happens for m = 3.

Theorem 1.1. Let (M, ) be a closed symplectic manifold such that QH.(M) is
undeformed. Then the asymptotic spectral invariants descend to Ham except possibly
if the following three additional conditions all hold: rank Hy(M) = 1, N < n, and
(M, w) is spherically monotone.

Remark 1.2. (i) The exceptional case does not occur if M has dimension 4. For if
Q H. (M) isundeformed then (M, @) is minimal. (The class of an exceptional sphere
always has nontrivial Gromov—Witten invariant; see [19].) Moreover it follows from
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the results of Taubes—Li-Liu that it cannot be spherically monotone, for if it were it
would be uniruled, in particular the quantum product would be deformed. Similarly,
the exceptional case does not occur for smooth projective varieties of any dimension.
For N # oc implies that at least some nonzero elements in H (M) are represented by
spheres. Hence they must all be (since rank H,{(M} = 1). Therefore the conditions
imply that M 1s Fano, and hence, by an argument of Kollar—Ruan that 1s explained in
[10], also symplectically uniruled. It is unknown whether every spherically monotone
symplectic manifold is uniruled. If this were true then there would be no exceptions
at all.

(i1) Every minimal 4-manifold that is not rational or ruled (such as a K3 surface or
a simply connected surface of general type) has vanishing genus zero Gromov—Witten
invariants and so 1s covered by this theorem.

The next result explains what can be proved under various conditions on the
minimal Chern number N . We denote the even degree homology of M by H..(M ).

Theorem 1.3. Let (M, w) be a closed symplectic 2n-dimensional manifold with

minimal Chern number N. Suppose further that either Ho (M) is generated as a
ring by the divisors Hy,—2 (M) or that Q H. (M) is undeformed. Then:

(1) If N = n + 1, the spectral invariants are well defined on Ham except possibly
if N <2n and (M, w) is strongly uniruled.

(1) Ifn+1 < N < 2n the asymptotic spectral invariants are well defined on Ham.

(iii) The conclusion in (ii) still holds if N = n except possibly if (M, w) is strongly
uniruled or if rank H,(M) = 1.

(iv) The conclusion in (ii) also holds when (M, w) is negatively monotone, indepen-
dently of the values of n, N.

For example, if M is a 6-dimensional Kédhler manifold then H., (M) is generated
as aring by H, (M) because Alw]: H*(M) — H*(M) is an isomorphism. Hence
all Calabi—Yau 3-folds satisfy the conditions of this theorem.

Remark 1.4. (i) In Theorem 1.3 the conditions in the second sentence may be replaced
by the weaker but somewhat technical condition (D); cf. Definition 3.5.

(i1) Theorem 1.3 is sharp. To see that the non-uniruled hypothesis in (1) 1§ neces-
sary, observe that by Entov—Polterovich [3] the spectral invariants do not descend for
M = CP" although the asymptotic ones do. This condition is also needed in (iii).
For example, consider M = S2 x .S? whichhas N = n = 2 and is strongly uniruled.
Ostrover [25] showed that the asymptotic spectral invariants descend if and only if
(M, ) is monotone, i.e. the two 2-spheres have equal area. Further, the results do
not extend to smaller N. Proposition 1.8 below gives many examples of manifolds
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with N = »n — 1 that satisfy the other cohomological conditions but are such that the
asymptotic invariants do not descend.

(iii) It is not clear what happens when N = n but rank Ho(M) = 1. If (M, w)
is negatively monotone, then by Proposition 3.1 the asymptotic spectral invariants
always descend (without any condition on Q H,. (M )), but it is not clear what happens
in the positive case. (Cf. the similar missing case in Theorem 1.1.) If (M, @) were
also projective then (M, w) would be uniruled and one would not expect the invariants
to descend but in the general case considered here all we can say is that our methods
fail. The relevant part of the proof of Proposition 3.1 fails for N = n and x > 0,
while the argument in Lemmas 4.3 and 4.4 definitely needs rank H> (M) > 1.

(iv) The example of S? x S? in Remark 1.4 (ii) above suggests that perhaps
the asymptotic spectral mnvariants descend for all monotone manifolds. But this is
not true. Consider, for example the monotone one point blow up of C P2 with its
obvious T2 action. Itis easy to see that there are circles in 72 that represent elements
y € my(Ham) for which ¢(1, y) # 0; see [20], |25].

Corollary 1.5. If (M, w) satisfies any of the conditions in Theorems 1.1 and 1.3, then
Ham has infinite Hofer diameter.

Proof. This holds by Lemma 2.7. O

Of course, one expects Ham always to have infinite Hofer diameter, but this
question seems out of reach with current techniques. However there are other ways
to tackle this question. Forexample, in [20] we show that a small blow up of C P2 has
infinite Hofer diameter even though the spectral invariants do not descend by using
an argument based on the asymmetry of the spectral invariants, i.e. the fact that the
function V of Remark 1.11 does not vanish on 71 (Ham). Also if 71 (M) is infinite,
one can sometimes use the energy—capacity inequality as in Lalonde—McDulff [15].

Another related problem is the question of when the area pseudonorm

pT+ p i Ham — R

defined in [17] is nonzero. Here

1
ot () ;= inf max H; dt,
0 xeM
where the infimum is taken over all mean normalized'! Hamiltonians with time 1
map ¢. Further p~(¢) := pT (¢~ ). It is easy to see that p™ + p~ is a conjugation
invariant pseudonorm on Ham, Therefore, because Ham is simple, p™ + p™ is either

e. f, a Hiw™ = 0forall £. Also, this discussion of one sided norms is the one place in this paper where
the choice of signs is crucial. In order to be consistent with [17] we shall define the flow of H; to be generated
by the vector X g, satisfying @(Xpg,-) = —dH;.
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identically zero or is nondegenerate and hence a norm. The difficulty in dealing with
it is that one may need to use different lifts ¢ of ¢ to Ham to calculate p™ and p™.
However it has a very natural geometric interpretation. For by [17, Proposition 1.12]

pT () + p~(¢) = inf (Vol(P, Q)/Vol(M,w))

where the infimum is taken over all Hamiltonian fibrations (M, w) — (P, Q) — S?
with monodromy ¢ around some embedded loop in the base. This ratio is called the
area of the fibration P — S? since for product fibrations it would be the area of the
base.

Since the area pseudonorm p™* + p~ is never larger than the Hofer norm, the next
result also implies Corollary 1.5.

Corollary 1.6. If (M, w) satisfies any of the conditions in Theorems 1.1 and 1.3,
then the area pseudonorm p™ + p~ is an unbounded norm on Ham.

Proof. See Lemma 2.8. [

This result improves [17, Theorem 1.2] which established the nontriviality of
pT + p~ only for the cases @, (y) = 0and M = CP™.

The real problem in understanding the onesided pseudonorms p is caused by the
possible existence of short loops, 1.¢. loops in Ham that are generated by Hamiltonians
for which p™ (or p™) is small; see [17, §1.4]. These are still not understood in the
closed case in general, but, as we now explain, it turns out that they cause no problem
when M 1s noncompact.

Let (M, @) be a noncompact manifold without boundary, and U C M be open
with compact closure. Denote by Ham® U the group of symplectomorphisms gener-
ated by functions H; with support in U and by Ham® U its universal cover. Denote
by ,5?} the positive part of the Hofer norm on Ham¢ U and by pf} the induced function
on Ham¢ U. Notice that in principle 57, might depend on U. But clearly U’ C U
implies 577, > pg;. A similar remark applies to py);.

The following result was suggested by a remark in an early version of [7]. Note
that (M, w} can be arbitrary here; in particular it need satisfy no special conditions
at infinity.

Proposition 1.7. Suppose that (M, w) is noncompact and that U is an open subset
of M with compact closure. Then for all H: M — R with support in U there is
8 = 8(H,U) > 0 such that p;(qb;q) = tmax H forall 0 <t < &. In particular

pf; + py; is a nondegenerate norm on Ham® U.

The proof is given at the end of §2. Note that Ham¢ U always has infinite Hofer
diameter because of the existence of the Calabi homomorphism. However, even
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though Hame U is not a simple group, the kernel of the Calabi homomorphism 1s
simple. Hence the second statement in the above proposition follows from the first
because the element ¢ belongs to this kernel when Jy Ho" = 0. For a brief
discussion of other issues that arise in the noncompact case, see [20, Remark 3.11].
Finally we describe another class of examples, the one point blow ups. These
have N |(n — 1) but may be chosen to satisfy the other conditions of Theorem 1.3.

Proposition 1.8. (i) Let M be a sufficiently small one point blow up of any closed
symplectic manifold (X, wy ) such that at least one of [wy], c1(X) does not vanish on
2{(X). Then the asymptotic spectral invariants do not descend to Ham.

(i1) If M is the one point blow up of a closed symplectic 4-manifold X such that
both [wx| and c1(X) vanish on m5(X) then the asymptotic spectral invariants do
descend to Ham.

The proof is given in §5.

Corollary 1.9. If M is as in Proposition 1.8 (i1) then Ham supports a nontrivial
Calabi quasimorphism.

The proof is contained in the following remark.

Remark 1.10. Other potential applications of these results arise from the work of En-
tov and Polterovich ([3], [4], [5], [6]). They denote the asymptotic spectral invariant
given by an idempotent e in Ay := QHy, (M) by

pe: Ham — R, pe(:) 1= e, ).

Itis immediate that s, descends to Ham iff g1, |z, (11am) vanishes; see Proposition 2.3.
The Entov—Polterovich results about nondisplaceablity (see [5] for example) apply
whether or not . descends to Ham. But if one 1s interested in questions about the
structure of the Hamiltonian group itself, for example what quasimorphisms or norms
itmight have or what discrete subgroups it might contain, then our results are relevant.

If e 1s an idempotent such that e Aps is a field,? then Entov—Polterovich show that
{Le 18 2 homogeneous quasimorphism, i.e. there is C' > 0 such that for all k € Z and
é. ¥ € Ham

1e(@F) = ke (@), [pe@ V) — pe(@) — pe()| < C.

2When 7 is semisimple, it is tempting to think that p. is a quasimorphism for every idempotent, and
in particular for ¢ = 1. However, this is not true, as is shown by the example of the small one point blow
up of CP 2, The calculations in [17] (see also [25]) show that there is an element & € obpas such that
v(QF) + (0@ %) > co. (See §2 for notation.) Further there is a constant ¢ and an element o € 71 (Ham)
such that wq(@®) = v(QX) + ck for all k € Z. But if yy were a quasimorphism it would restrict to
a homomorphism on the abelian subgroup 71 (Ham) and we would have v(Q%) + v(Q %) = 0. Hence
it cannot be a quasimorphism. Rather it is related to the maximum of two different quasimorphisms: since
1 = e; + ey where cach ¢; is minimal, 1 < max(ile, , ile, ) With equality at all elements where the He;
take different values; cf. equation (20) in [5].
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In particular, the restriction of . to the abelian subgroup 7 (Ham) C Ham is a
homomorphism. Therefore, p. descends to a quasimorphism on Ham exactly if it
vanishes on 71 (Ham). It has the Calabi property of [3] by construction.

There are rather few known manifolds (besides C P™) for which +A s contains an
idempotent e such that both e ps is a field and g descends. For these conditions
work in opposite directions; we need many nontrivial Gromov—Witten invariants for
espr to be a field, but not too many (or at least the Seidel representation of §3.1
should be controllable) if . s to descend. In this paper the one set of new examples
with a suitable idempotent e are those of Proposition 1.8 (i1). Indeed, the calculations
in [19, §2] (see also [6]) show that in this case there is an idempotent e € #Aps such
that e Aps 18 a field, while we show here that p. descends.

However, even if ey is not a field, Entov—Polterovich show in [4, §7] that ji.
interacts in an interesting way with the geometry of M. For example, it provides a
lower bound for the so-called fragmentation norm® || - ||y on Ham of the form

116 (@) — pe(@) — pe ()| < K min||¢|lu, [V}, forall §, v € Ham,

where K is a constant that depends only on the open set U and U 1s assumed dis-
placeable, i.c. there is ¢ € Ham M such that U Ny (U) = @. If e Apy is a field then
the quantity on LHS is bounded and . 1 a quasimorphism as in (ii) above. On the
other hand, if this quantity is unbounded then the fragmentation norm || - || is also
unbounded on Ham. Theorems 1.1 and 1.3 allow one to transfer these results to Ham
in many cases; c¢f. Burago—Ivanov—Polterovich [2, Example 1.24].

Remark 1.11. (i) (Properties of the spectral norm and its variants.) Consider the
function V on Ham given by

V(@) :=c(l,¢) + (L7,

and the corresponding function v induced on Ham;

v(p) = inf{V($) | ¢ lifts ¢}.

Schwarz and Oh showed that v 18 a conjugation invariant norm on Ham, called the
spectral norm. As noticed by Entov—Polterovich [3], this norm 1s bounded when
M = CP" or, more generally, when QH, (M) is a field with respect to suitable
coefficients.* For these hypotheses imply that ¢(1, -) is an (inhomogeneous) quasi-
morphism on Ham, so that

V(g) = |e(1,id) — c(1,¢) — c(1,¢™")| < const.

31f U is an open subset of M., ||¢ |77 is defined to be the minimal number & such that ¢ can be written as a

product of & symplectomorphisms each conjugate to an element in Ham® (U). the universal cover of the group
of compactly supported Hamiltonian symplectomorphisms of U.

4 Cf. Albers [1, Lemma 5.11]. In this context it matters which coefficients are used for quantum homology;
compare the approaches of Ostrover [25] and Entov—Polterovich [6].
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Note that Ostrover’s argument does not apply here since V (v, ) remains bounded on
the path Jrs, s > 0, defined in equation (2.9).

The supremum of v{(¢) for ¢ € Ham is called the spectral capacity of M, cf.
Albers [1, equation (2.47)]. Since V{(¢) > c(1,¢) — c(pt.¢) > 0 for ¢ # id, this
capacity can be thought of as a measure of spectral spread. When M is the standard
torus 72" it is well known that there are (normalized) functions H : M — R whose
flow ¢! has the property that V(¢H) = kV(¢H) # 0; see the discussion after
Question 8.7 in [4]. Since Theorem 1.3 implies that V' = v in this case, the spectral
capacity of 72" is infinite. In general the spectral capacity is poorly understood. For
example, it is not known whether it is always infinite when Q H.. (M ) is very far from
being a field, for example if (M, w) is aspherical.

As we explain in the proof of Lemma 2.8, ¢(1, ¢) < pT(¢~'). Hence one might
think of minimizing ¢ (1, ¢) and ¢(1, ') separately over the lifts of ¢ as we did for
the Hofer norm. However, in general this procedure gives nothing interesting since
¢(1, ¢) certainly can be negative and may well have no lower bound over a set of lifts.
Instead, one can consider the functions

Vifam >R, ¢+—(1,¢)+2.¢7").
and
o: Ham — R, ¢ > inf {V () | ¢ lifts ¢}.

(Thus V is a symmetrized version of the function pq considered in the previous
remark.) If ¢(1, -} is a quasimorphism then ¢(1, - } is a homogeneous quasimorphism
and hence satisfies ¢(1, ¢) = —&(1, ¢~1). Therefore, in this case, V = 0. On_the
other hand, as we pointed out in Remark 1.10, V does not vanish on 71 (Ham) € Ham
when M is a small blow up of C P2. Our remarks above imply that 72" has infinite
V -diameter, but again very little is known about V for general M.

Although these variants of v have some uses, they are unlikely to be (pseudo)norms,
since, as we explain in Remark 2.2 (iii), they probably never have the property
m(fg) < m(f)+ m(g). One might also think of replacing the class 1 by some
other idempotent e. But it is easy (o see that v(e) > O for any such e. Hence the
resulting function would not take the value O at the identity id € Ham.

(i1) The proof of Corollary 1.6 compares o™ + p~ with the Schwarz—Oh norm v,
Since there are ¢ # 1 such that ¢(1, ¢) < 0 (see equation (2.9)) this approach does
not help with the other problem left open in [17], namely the question of whether p™
ever vanishes on some ¢ # 1.

Acknowledgements. Many thanks to Leonid Polterovich for very helpful comments
on an earlier draft of this paper, and also to Peter Albers, Alvaro Pelayo and the referee
for detailed comments that have helped improve the clarity of the exposition.
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2. Spectral invariants

In this section we discuss the basic properties of spectral invariants and prove Lem-
mas 2.7 and 2.8 concerning the Hofer diameter of Ham, as well as Proposition 1.7. We
assume throughout that M is closed unless explicit mention 1s made to the contrary.

2.1. Quantumhomology. Tofix notation we list some facts about the small quantum
homology QH. (M) = H.(M)® A. We shall take coefficients A := A"™¥[g, ¢ ],
where g is a variable of degree 2 and A" is the field® of generalized Laurent series
in ¢! with elements

A= E I”l‘tsi, 1, & € R, Ei > &j41, & —> —OQ.

>0

Thus A" has a valuation v: A" — [—o0, o0) givenby v(A) := max{e; : r; # O}
Observe that v(0) = —oc, and for all A, € A

v+ ) = max(vA), (). v =vA) e, v@ATH = —v(Q).

This valuation extends to Q H..(M ) in the obvious way: namely, forany a; € H.(M)
we set

v(Zai ®qdft€f) = max{e; : a; # 0}.

The quantum product a = b of the elements a, b € H. (M) C QH.(M) is defined
as follows. Let &,i = 0,...,m, be a basis for Hy(M) with dual basis {£; }. Thus

EM oM E =4y

We use this slightly awkward notation to reserve & for later use; cf. equation (4.3).
Also -pr (which 1s often simplified to -} denotes the intersection product

Hq(M) ® Hap—a(M) — Ho(M) = R.

Further, denote by H2S (M) the spherical homology group, i.e. the image of the
Hurewicz map m2(M) — H,(M). Then

axbi= Y Aa.bg&) &M @q PP, 2.1
i, BeHS (M)

where (a, b,éi)gl denotes the Gromov—Witten invariant that counts curves in M
of class § through the homological constraints a, b, &;. Note that deg(a x b) =

SWe use the ground field R here since later on we use homology with R coefficients, but could equally well
take r; € C as in Entov—Polterovich [3].
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dega + deg b — 2n, and the identity element is 1 := [M]. The product is extended
to H.(M) ® A by lincarity over A.
Later 1t will be useful to consider the A-submodule

=P H(M) A.

i<2n

(Here as usual 2n = dim M .) The following (easy) result was proved in [19].

Lemma 2.1. (i) If M is not strongly uniruled then Q_ is an ideal in Q H. (M ).
(1) If Q_ is an ideal and if u € QH>, (M) is invertible, thenu = 1 ® A + x for
some nonzero A € A and some x € G _.

Note that if quantum multiplication is undeformed then the elements of @_ are
nilpotent so that all elements 1 ® A 4+ x with A # 0 and x € @_ are invertible.
However, if we assume only that € _ is an ideal, then an element of the form I® A + x
might not be invertible. For example it could be a nontrivial idempotent. See [19]
for further details.

Note. Whenever we write a unit as 1 ® A + x we assume, unless explicit mention is
made to the contrary, that A # Oand x € @ _.

2.2, Spectral invariants and norms. One way to estimate the length of a Hamilto-
nian path is to use the Schwarz—Oh spectral invariants; see [27], [22] and Usher [29].

(They are also explained in [21, Chapter 12.4].) For each element ¢ € Ham and each
nonzero elementa € QH,.(M) the number c(a, ¢) € R has the following properties:

— ¢l < cla.d) = cla. ¥ ¢ ¥™") < |p|| fora € Ho(M), € Ham,  (2.2)
c(ra, q’S) = c(a,$) + v(d) forall A € A, (2.3)
cla.poy) =c(8(y)xa,p) foral y € 7, (Ham), (2.4)

claxb,.goiy) <cla,@)+cb.¥) foralla,b € OH. (M), $, ¥ € Ham. (2.5)

The third property explains how these numbers depend on the path ¢. Here, the
clement §(y) € QH. (M) is called the Seidel element of the loop y (see |28], [16]).
It is an invertible element of degree 2n = dim M in QH.(M); we give a brief
definition in §3 below. Further, (2.2) implies that ¢(a,id) = O for all a € H«(M ),
where id denotes the constant loop at the identity. Hence, for all ¥ € 7 (Ham)

e(ly) = (8. id) = v(S(). e(ly) = lim %”k”

Remark 2.2. (i) Equation (2.2) implies that the lim inf defining the asymptotic
invariants ¢(a,-) always exists. When a?> = a standard arguments based on (2.5)
show that one can replace the lim inf by an ordinary limit; cf. [3, §4.2].
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(i1) The first two properties (2.2), (2.3) of the spectral invariants are obviously
inherited by the asymptotic invariants. The third is too, because 71 (Ham) lies in the
center of Ham; cf. the proof of Proposition 2.3 below. Moreover, if ¢. ¥ commute
then the fourth property is also inherited by ¢. (This is the basis for the discussion in
[4] of partial symplectic quasi-states.)

(iii) If e is an idempotent it is easy to see that ¢ (e, dU) < cle, @)+ cle, ) forall
&, . But in general the asymptotic invariants only have good algebraic properties
when e is an idempotent such that e Az 1s a field; cf. Remark 1.10. However even in
this case it is impossible to have é(e, pyr) < é(e, p)+cle, ) forall ¢, . Indeed, as
Polterovich points out,® because (e, ¢~ 1) = —é(e, ¢) for such e, if this inequality
did always hold one would have

—e(e. ) = Cle, (py) ™) < e, ¢y + (e, ¥yl = —E(e, p) — (e, V).

But then we would have equality, i.e. ¢(e, -) would be a surjective homomorphism.
It would then descend to a nontrivial homomorphism Ham — R/ T, where T' is the
image of the countable’ group 71 (Ham). Since Ham is perfect, this is impossible.
(Incidentally, this argument also shows that when ez is a field it is impossible that
cle, ¢y = &(e, @) for all ¢. This is obvious from the explicit calculation in formula
(2.9) below. On the other hand, the current argument is structural and hence might
apply in other situations as well.)

Much of following proposition is implicit in Entov—Polterovich [3].

Proposition 2.3. (i) The following conditions are equivalent:

(a) The spectral invariants c(a,-),a € QH.(M),a # 0, descend to Ham.

(b) One spectral invariant c(a, -}, a # 0, descends to Ham.

() c(l,y) =v(8(y)) =0 forall y € m (Ham).

(d) Forall y € my(Ham), §(y) = 1 ® A + x where v(A) = 0 and v(x) < 0.
(i1) The following conditions are equivalent:

(a) The asymptotic spectral invariants c(a,-), a € QH.(M), a # 0, descend to
Ham.

(b) One asymptotic spectral invariant c(a,-), a # 0, descends to Ham.

(¢) Forall vy € m1(Ham),

k
c(l,y) >0, and ¢(1,y) = lim vEGT)

k—00 k

= (.

private communication.
LP-" proof of this classical result is sketched in [21, Remark 9.5.6].
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(i11) If the spectral invariants descend then so do the asymptotic invariants.

Proof. Consider (1). The equivalence of the first three conditions is immediate from
(2.3) and (2.4). Part (ii) of the next lemma shows that (¢) implies (d). Conversely,
suppose that (d) holds, i.e. all the §(y) may be written as 1 ® A + x where v{(A) =
0 > v(x). Then v(&(y)) < 0for all y. Moreover, if v{(8(y)})} < 0 for some y then

0=v() =v(EWSG™) =v(EW) +v(8(™)) <0

which is a contradiction. Hence (c) holds.

Now consider (ii). If the invariants ¢ descend then in particular we must have
¢(1,y) = &(1,id) = 0 for all y. Further, if ¢(1,y) = —e < 0 then ¢(1, y*) < —ke
which implies that ¢(1, y} < 0. Therefore condition (c) is necessary. To prove the
converse, observe that because y € s (Ham) is in the center of Ham, the subadditivity
relation (2.5) for ¢ implies that

&(a, ¢ oy) = liminf L(c(a,¢*y")) < &(a.d) + (L. p).
Hence if ¢(1, y) = O always,
ila.poy) <éla.¢)=cla,(poy)oy ") <ila.doy).

Thus we must always have ¢ (a, po v) = cla, ¢). Therefore (a)and (c) are equivalent,
Since (a) implies (b) it remains to check that (b) implies (¢). But the inequality

cla,poy) <éa, )+l y)

implies that ¢(1, y) > 0, while the second part of (¢) follows easily from the fact that
cla, pFy*y = cla, %) + v(8(¥*)). Thus (ii) holds. (iii) is immediate. ]

Lemma 2.4. (i) Every element of the formu = 1 ® A + y with v(A) > v(y) is
invertible in QH..(M).

(ii) Let u € QH.(M) be an invertible element of the formu = 1 ® u + y where
w might be zero, and suppose that v(u) = 0. Then either v(u) = 0 = v(u™1) or
v(u~1) > 0.

Proof. First note that by the definition of the quantum product
vixxz—xNz)<vix)+v(z)—4§ forallx,z € QH.(M), (2.6)

where § > 0 is the minimal energy w(f) of a class f # 0 with nonzero Gromov—
Willen invariant (a1, a2, a3)g. Hence, because all elements in the undeformed ring
H >, (M) are nilpotent of order < n + 1,

v(@" ™y < —§ foralla € Heoy(M).
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(Here and subsequently a* denotes the k-fold quantum product --- % a.) Hence
if z € @_ has v(z) < O then v(z"t ¥y < _k§ — —o0 ask — oo. Because v(z!)
is a nonincreasing sequence when v(z) < 0, it also diverges to —oc. Thus >, ., 7!
is a well defined element of Q H.(M). Hence 1 ® A + y is invertible with inverse

=AM A+ AT )T =AY (DI AT Y € QHL(M).

This proves (1).

To prove (ii) suppose that u = 1 ® @ + y is a unit with v{u)} = 0. Because 1 and
the components of y are linearly independent, v{u) = max(v{(u), v(v)). Similarly,
if wewrite v ! = 1® A + x, we have v(y™!) = max(v(d), v(x)).

If v(1) = O then the above formula for » ! shows that v(z~') = 0. So suppose
that v(1) < 0. Because wu~! = 1, atleast one of the terms 1 ® Ay and x y must con-

tain 1 with a nonzero rational coefficient. If it is the former then v(4) = —v () > 0,
while if it is the latter then we must have v(x) + v(y) > Osothat v(x) > §. In either
case v(u~1) > 0. O

Corollary 2.5. The asymptotic spectral invariants descend to Ham if for all y there
ismsuch that $(y"™) = 1® A + x where v(A) = 0 and x is nilpotent.

Proof. Suppose that xV = 0. Let K = max{v(x*) | 0 < k < N}. Then because §
is a homomorphism and v 1s subadditive

v(8 (™) = v(EG™)F) = vAF +kAx+...) < max{kv(), v(Ax),...} < K,

forall £ € Z and all y. Hence ¢(1, y™) = 0, and hence ¢(1, y) = 0. n

Remark 2.6. It is not hard to find conditions under which every invertible element
in QH, (M) has the form 1 ® A + x where x is nilpotent. For example, as we noted
above, this is always true if the quantum multiplication is undeformed. For other
cases see Lemma 3.2. Therefore the main difficulty in showing that the (asymptotic)
spectral invariants descend lies in ensuring that the condition v(A) = 0 holds.

The numbers ¢(a, ¢) are defined by looking at the filtered Floer complex of the
generating mean normalized Hamiltonian /, and turn out to be particular critical
values® of the corresponding action functional Ag; ¢f. Oh [23] and Usher [29].
Thus each c(a, 95) corresponds to a particular fixed point of the endpoint ¢; € Ham
of ¢.

8 In fact this property is essential to the existence of the spectral invariants as functions on Ham; the spectral
invariants are first defined as functions on the space of Hamiltonians H and one needs the spectrality property

to conclude that they actually depend only on the element in Ham defined by the flow of H.
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: iy ~H .
It is usually very hard to calculate them. However, if ¢ 1= ¢ 15 generated by a
C2-small mean normalized Morse function H : M — R, then

c(a,d™) = emla.—H)., ae QH.(M), 2.7)

where cps (a, — H ) are the corresponding invariants obtained from the Morse complex
of —H. 'These are defined as follows. Denote by CM. (M, K) the usual Morse
complex for the Morse function K. Foreachx € R, ithas a subcomplex CM (M, K)
generated by the critical points p € Crit{ K') with critical values K(p) < k. Denote
by ¢ the inclusion of the homology H of this subcomplex into H>® = H.(M).
Then for each a € H.(M)

cpmla, K) :=inf{x : a € Im¢,}. (2.8)

Ostrover’s construction. As pointed out by Ostrover [24], one canuse the continuity
properties of the ¢ (a, $) to find a paths — ¥, in Ham whose spectral invariants tend
looccass — oC.

Normalize w so that f,, " = 1. Let H be a small mean normalized Morse
function, choose an open set U that is displaced by qbl (i.e. qbl (U)YNU = @) and let
F: M — Rbeafunction with support in U and with nonzero integral / := f,, Fo"
80 that F — [ is mean normalized. Denote the flow of F by Jr and consider the path
Ws = [ frspH Yrefo,1] 1IN Ham as s — oo. For each s, Y, 18 generated by the
Hamiltonian

Foe # H :=5F 4+ H o fg.

The corresponding mean normalized Hamiltonian is
Ky :=sF+ Ho fg —sl.

By construction, fsqb{q has the same fixed points as gbfq , namely the critical points
of H. Hence the continuity and spectrality properties of c(a, ;) imply that for
cach a the fixed point p, whose critical value is ¢(a, &S) remains unchanged as s
increases. But the spectral value does change. In fact, if @ € H, (M), then when
s = Othere is a critical point p, of H such that c(a, &0) =cpmla,—H)=—H(p,).
Hence

cla, ) = —Ks(pa) = —H(pa) +sI, forallse R, a e H,(M). (2.9)

By (2.2) it follows that Ham has infinite Hofer diameter.
The next result is well known.

Lemma 2.7. Ham has infinite diameter if either a spectral number or an asymptotic
spectral number descends to Ham.
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Proof. letm: Ham — Ham denote the projection. We will show that, for the above

path v, )
|7z ()l = |[¥s]] = 00 ass — oo.

By definition, for each s
15|l = inf{[[{, o y|| : ¥ € 71 (Ham)} > inf{c(a, Y, 0 y) 1 y € w1 (Ham)},

where the inequality follows from equation (2.2). If the spectral number c(a, )
descends to Ham then c(a, ¥, o ¥) = c(a, ) for all y so that the result follows
from equation (2.9).

Now suppose that the asymptotic spectral number c{e, -} descends to Ham for
some idempotent e. We first claim that there are elements g;,/ = 1,...,k — 1, in

— . ~H ~ - ~ :
Ham that are conjugate to ¢p; and such that ¥, g;...gx—1 = (¥ ¥, To see this,

denote a := fy, b := gillq so that {ﬁsk = akb and ({&S)k = (ab)*. Then use the fact
that

(aby* = a*b - b a®ab ... ab
=akb b7 (@ ha* Y (@ 2 bak 2y L (a7 ba))b.

Next, observe that by (2.5) we have ¢(e, (¥)%) < kc(e, ) for all k > 1. Hence

e, Ygoy) =limtele, W 0p)F) <clegoy) < |, oy
On the other hand,

Cle,Wrgoy) =éle, ) =limfele, (Vo )@rly---&1")
k—1
2 lim { (efe. V) = Y ele.2)),
i=1
>sI— g1 .

where the first inequality uses the identity c(e, fg) > c(e, f) — c(e, g ') which
follows from (2.5), and the second uses (2.9) and the fact that the g; are conjugate

~H
to ¢, . O]

Lemma 2.8. The function pt + p~ is unbounded on Ham whenever the asymptotic
spectral numbers descend to Ham.

Proof. The proof of the inequalities in (2.2) actually shows that

1 1
fnun(—H,)dxgc(n,qS)gf max(—H,)dt
0 0
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for every mean normalized H, that generates qg; see forexample [21, Tpeorem 12.4{1] .
Now suppose that ¢(1, -} descends. Equation (2.5) implies that ¢ (1, %) < ke(l, ¢).
Hence if ¢ is any lift of ¢,

. 1
5(ﬂ,¢):5(ﬂ,¢)5[0 max(—H,) dr.

Therefore, because —H1_; generates ¢!, we have ¢(1,¢) < ot (™). Applying
this to the image ¥, € Ham of the element v of (2.9) we find that

c(l, sy =5 < IO+(WS_1)°

Thus, because p~ > 0, the function p™ + p~ is not identically zero and hence is a
norm. Moreover it 1s clearly unbounded. [

Remark 2.9. As remarked in the introduction, the Hofer pscudonorm || - || is a norm
on Ham if and only if it restricts to a norm on w1 (Ham). The only way that I know
to estimate ||y|| for y € my(Ham} is via the spectral invariant ¢(1, y) = v(8(y))
which is a lower bound for ||y || by (2.2). If the spectral invariants descend to Ham
then ¢(1, y) = 0 for all y and one gets no information. For example, there are no
current methods to detect the Hofer lengths of the elements of 771 (Ham) when (M, w)
1s the standard 2#n-torus. (Of course, in this case if » > 1 it is also unknown whether
1 (Ham) itself is nonzero.) On the other hand, there are manifolds such as certain
blow ups of C P2 and S2-bundles over S? for which 771 (Ham) is known and v(8)
does restrict to an injective homomorphism; see [20], [17] and the references cited
therein.

We end this section by proving Proposition 1.7 about the behavior of p in the
noncompact case. We need to prove:

Lemma 2.10. Foreach H: M — R withsupportinU # M thereisé = §(H,U) >
0 such that
pf (i) =t max H, 0<rt <.

Proof. We will prove this for open sets U with smooth boundary. Since any precom-
pact open set U’ is contained in such U the result for U’ follows easily, since p;, is
defined by taking an infimum over a smaller set than p;}.

Put a collar neighborhood ¥ x [—1, 1] € M round the boundary of U so that

UN(Y x[-1,1) = Y x[~1.0).

Let Uy := U U (Y x[—1, A]). Choose any w-compatible almost complex structure
Jo on M and choose » > 0 so that for each y € ¥ x {1/2} there is a symplectic
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embedding f, of the standard ball of radius r into Y x [1/4,3/4] with center at
Jy(0) = y. Then by monotonicity there is dp > O so that every Jy-holomorphic
sphere u: S? — U; whose image meets both ¥ x {1/4} and ¥ x {1/2} has energy
> dp.

One condition on the constant § is that §||H || < &p, where | H|| = max H —
min H. The other is that when 0 < r < § the function rH should be sufficiently
small in the C? norm for it to be possible to embed a ball of capacity ||7H || in R, (¢),
the region “under the graph” of /. This region is described in [17, §2.1], and the
ball embedding is constructed in [15, II, Lemma 3.2].

Now let us suppose that the lemma does not hold with this choice of §. Thus if
F := tH for some ¢ € [0, §] we suppose that there is another Hamiltonian path ¢X
in Ham“ U with ¢X = ¢ that is generated by a Hamiltonian K, with support in U

and such that .
K Pdt < F) o”.
L[(gaﬁ ) o f()?leaMX ) o

Under these conditions we show in [17, §2] that there is a Hamiltonian bundle
(Ur,w) > (P1,Q) — S?

with the following properties:

(i) Py is trivial outside U. More precisely, (P, Q) — S? contains a subbundle
(P, Q) — S? with fiber (U, ) such that (P;~P, Q) — S? may be identified
with the product bundle ((U1~U) x S2, @ x a) where « is an area form on S2.

(i) [qr o < ||F|.
(iii) (P, Q) contains a symplectically embedded ball B of capacity || F||.

P, is constructed as the union R r(2¢) of two bundles over D?, onea smoothing
of the region in M x [0, 1] x R between the graphs of K; and of the function ¢
max K; and with anticlockwise boundary monodromy {gb{( Ytefo,1]> and the other
a smoothing of the region between the graphs of F and of the constant function
t > min F and with clockwise boundary monodromy {¢/ Yeefo,1]- The bundle is
trivial outside U because £, K have support in /. Property (i1} is an immediate
consequence of the construction. The region below the graph of I contains the ball,
which 1s embedded near the maximum of F.

Now consider the Gromov—Witten invariant that counts holomorphic spheres in
Piintheclass o = [p x S?] € Hy(Py) for p € U;~U and through one point pg. If
we restrict the class of allowable almost complex structures to those that are (2-tame
and equal to Jo x j outside P and choose po € U4, then this invariant is well defined
because the energy Q2(0) = [ o of each curve is less than §o, the amount of energy
needed for a curve to enter the boundary region Py~Py/5 = (¥ x (1/2,1]) x §2.
(Note that because (P~ P, Jy x j) is a product, the energy of any curve that enters
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this region is at least as much as the energy of its projection to a fiber.) We shall

call this invariant (pt)f !, though in principle it might depend on the product structure
imposed near the boundary of P;.

Since there is a unique o -sphere though each point in Py /4~ P, (pt)f ' = 1. But
then, by a standard argument, the nonsqueezing theorem of [17, §1.4] holds for this
fibration, i.e. every ball of radius  embedded in Int P has capacity 772 < Q(o).
But this contradicts properties (i1) and (iii) of Pj.

We conclude with a sketch proof of the nonsqueezing theorem. Let f: B, —
Int P; be a symplectic embedding of the standard r-ball with center 7(0) and image
B. Choose an Q-tame almost complex structure J on P; thatis normalized on Py~ P
and equal to f.(j,) on B, where j, is the standard structure on C”*. By hypothesis
there is a J-holomorphic sphere C in class o through f(0), and so

Q(o):fﬁ>f Qz[ wy > T2,
C CnB f=HCNB)

where the last inequality holds because f~1(C N B) is a properly embedded holomor-
phic curve through the center of B, C C”. For more details, see [21, Chapter 9]. O

Remark 2.11. Because the homology of M has no fundamental class when M
1s noncompact, it is not clear how to understand quantum homology and the Seidel
representation in this case. Nevertheless, as we will see below, for the problems under
consideration here we do not need to know everything about the Seidel element § (),
but just some facts about the coefficient of the fundamental class 1 in §(y). This
coefficient is given by counting the number of sections of the corresponding fibration
P, — 52 that go through a point, i.e. by a Gromov-Witten invariant of the form

(pt)f . Therefore the above argument fits naturally into the framework developed
below for the closed case.

3. The main argument

This section explains the main ideas and proves Theorems 1.1 and 1.3 modulo some
calculations of Gromov—Witten invariants that are carried out in §4.

3.1. The Seidel representation. Our aim in this section is to prove the following
result.

Proposition 3.1. (i) If @ vanishes on 2( M) then the spectral invariants descend to
Ham.
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(i) Ifrank Ho (M) = 1, n + 1 < N < o0 and (M, w) is not strongly uniruled
then the spectral invariants descend. The same conclusion holds if N > n — | and
(M, w) is negatively monotone.

(iii) If rank Ho(M) = land n + 1 < N < oo then the asymptotic spectral
invariants descend.

The main tool is the Seidel representation 8. We will see that the stringent
hypotheses above guarantee that the relevant moduli space of spheres has no bubbling
so that it is compact. The argument goes back to Seidel® though it was first published
by Schwarz, who showed in [27, §4.3] that the spectral invariants descend when both
@ and c¢; vanish on 7, (M ). We generalize this result in (i) above. Part (iii) is a mild
generalization of a result of Entov—Polterovich [3] who proved that the asymptotic
spectral invariants descend when M = C P”,

After defining &, we shall calculate it under the conditions of the above proposition
(see Lemma 3.2). Finally we prove the various cases of the proposition.

We shall think of the Seidel representation as a homomorphism

8. miy(Ham(M, w)) — QOH,, (M),

to the degree 2n multiplicative units of the small quantum homology ring, where
2n := dim M. To define it, observe that each loop y = {¢;} in Ham M gives rise to
an M -bundle P, — S? defined by the clutching function y:

Py:= (M x D) U (M x Do)/~ ($e(x), )4 ~ (x, ).

(Here D4 are two copies of the unit disc with union S2.) Because the loop y is
Hamiltonian, the fiberwise symplectic form « extends to a closed form §2 on P,
that we can arrange to be symplectic by adding the pullback of a suitable form on the
base S2.

The bundle P, — S? carries two canonical cohomology classes, the first Chern
class ¢} of the vertical tangent bundle and the coupling class u,, which is the unique
class that extends the fiberwise symplectic class [w] and is such that u’)",“ = 0. Then,
with notation as in (2.1), we define

()= (&) M ®q™1

.1

@)y (9) ¢ HA(M) ® A, 3.1)

(cf. [21, Definition 11.4.1].) Thus &(y) is obtained by “counting” all section classes
in P, through one fiberwise constraint &;. As in Seidel’s original paper [28], one can
also think of it as the Floer continuation map around the loop y; cf. [21, §12.5]. We
also note for later use that for all b € H,. (M)

() kb= (h&)s &M ® g1

o,

(0)p—uy ), (3.2)

?Private communication.



Vol. 85 (2010) Monodromy in Hamiltonian Floer theory 115

1.e. it is given by counting section classes with two fiberwise constraints.

We will also often use the fact that if o is the homology class of a section of
P, — S2, then every other section in H,{( P,) may be written as o + f for a unique
B € Hy(M) C Hy(P,). Note that

1™ (o0 + B) = ¢ (00) + c1(B) (3.3)

where as usual ¢ denotes ¢1(TM).
The first parts of the following lemma are due to Seidel [28].

Lemma 3.2. Let N be the minimal Chern number of M and y € 71(Ham M ).

(1) If N >2n+ lthen 8§(y) =1® A
(i) Ifn + 1< N < 2n then 8(y™) = 1® A. Moreover 8(y) = 1 ® A provided
that (M, w) is not strongly uniruled.
(iii) If N = n andif (M, @) is not strongly uniruled then $(y) = 1Q A+ pt®q™"
for some A # 0.

(iv) If (M, w) is negatively monotone then S(y) = 1 ® rot®° + x where x € @Q_,
v(x) < &o.

(v) Ifo =0o0nmy(M) then 8(y) = (1 + x) ® rot*° where x € Hpn(M)|gq].

Proof. Suppose that N > 2n + 1 and that {a, b, c)gl £ 0, where a, b, c € Hy (M)
have degrees 2d,, 2dp, 2d. respectively. Then n + ¢1(f) + dy + dp + d. =
3n. This equation has no solution if |¢1(f)| > 2rn + 1. Hence ¢;(8) = 0, and
dqg + dp + d. = 2n. Moreover, if @ = pt then dp = d. = n which is impossible
because {pt, M, M )g"' = 0 when 8 # 0. Hence M is not strongly uniruled, and so
by Lemma 2.1 all units in Q H, (M) have the form 1 ® A + x where A # 0, x € @_.
Therefore to prove (1) it suffices to show that x = 0.

Next observe that the Seidel element is given by invariants of the form (5)5”
where £ € Ho(M). If o is a section class, then ¢;(TP)(0) = ¢)*"(¢) + 2, where
the 2 is the Chern class of the tangent bundle to the section. Hence the dimension
over C of the moduli space of parametrized o-curves in P, is n + 1 4 ¢ (o) + 2.
Therefore the above invariant can be nonzero only if

2¢)" (o) + deg & = 0. (3.4)

In particular, we must have —n < ¢}*™"(o') < 0.

Now suppose that the coefficient of 1 in & () )} is nonzero. Then there is a nonzero
invariant of the form (pt)fg’ , which implies that the corresponding section o has
¢y (o) = 0. Equation (3.3) then implies that every other section oy + 8 either has
ey (o0 + B) = 0 so that this section also contributes to the coefficient of 1, or is such
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that ¢/ (o9 + ) = ¢1(B) has absolute value at least N. Hence if N > n equation
(3.4) shows that the class og +  cannot contribute to §(y). Thus (y) = 1 ® A.
This proves (1).

In case (i1) the argument in the previous paragraph shows that all sections of P,
contributing to § (y) have the same value of ¢}*", say —d,, . For short let us say that
yisatlevel d,. If d, > Othen 8(y) € @_. Since §(y) is invertible, it follows from
Lemma 2.1 that this is possible only if (M, w} is strongly uniruled. This proves the
second statement in (ii). To complete the proof of (ii) we must show that y? always
lies at level O even if (M, w) is strongly uniruled.

To see this, observe that for any loops y, ¥’ one can form the fibration correspond-
ing to their product y ¥’ by taking the fiber connect sum P, # P,,. Thusif o, is a
section of P, and o,/ is a section of P,- one can form a section of P, by taking
their connected sum o, # o,,. Under this operation the vertical Chern class adds.
Thus the sections that contribute to §(y y’) either have level d,, + d,+ or have level
dy +d, — N, depending on which of these numbers lies in the allowed range [0, n].
Hence if y lies at level d, for all k > 1 there is m > O such that kd —mN < [0, n].
Since N > n the only possible solution of this equation when k = N ism = d.
Therefore § (y) lies at level 0. This proves (ii).

Almost the same argument proves (iii). Note that if there is a section at level
d > 0 then all sections that contribute to §(y) lie at this level. On the other hand
if there 1s a section at level O there might also be a section at level . It follows as
before that () must have a section at level 0. Therefore 8(y) = 1A +pt® g” .
Morcover, our assumption on Q H..(M ) implies that A # 0.

To prove (iv) note that (M, w) is not uniruled, so that by Lemma 2.1 §(y) =
I ® A + x where A # 0. Moreover, if oy is a section class of P of minimal energy
with (pt)s # O then every other section class o with {a), # O for some a € H.(M)
has the form o = o+  where ¢1(8) < 0. If ¢;(8) = Othen w(f) = Oand a = pt.
These invariants contribute to the coefficient of *0 in A, where g9 = —u, (0p). On
the other hand if ¢1 () < 0 then w(B) > 0 and hence these invariants contribute to
terms in x with valuation < g9 — @(f).

Finally, if @ vanishes on 7, (M), then, because all Gromov—Witten invariants
vanish, the quantum multiplication is undeformed. Moreover, all sections of P, have
the same energy. Hence $(y) = (1 4+ x) ® rot® where 0 # ro € Qand x € @_.
This proves (v). 1

Definition 3.3. If §(y) = 1 ® A + x we define o to be the section class of P, of
minimal energy that contributes nontrivially to the coefficient A. Moreover we write
A= Zizo r; t% where rg £ Oand &; > &; 41 forall 7.

Thus
ro = (Pl)or . v(A) = o = —ty (00). (3.5)
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Note that CYert(Uo) = 0 by equation (3.4). The conditions in Proposition 3.1 are
chosen so that the moduli space of sections in class o 1s compact. In what follows
we shall often simplify notation by writing P instead of P,.

Proof of Proposition 3.1. Suppose that |, = 0. Then §(y) = (I + x) & rpt®
by Lemma 3.2 (v). We will show that &g = 0. The claimed result then follows from
Proposition 2.3 (1) (d).

Since w|r,(my = 0 the spaces of sections that give the coefficients of §(y) are
compact (when parametrized as sections) since there 1s no bubbling. To be more
precise, note that it suffices to consider almost complex structures J on P := P,
that are compatible with the fibration 7 : P — S? in the sense that  is holomorphic
and the restriction J, of J to the fiber over z € S? is w-compatible for each z € S2.
Then all stable maps m the compactification of a space of sections consist of a section
together with some bubbles in the fibers. But if w|r,(p) = O there are no J;-
holomorphic spheres for any z. Hence in this case the sections in class op form a
compact 2n-dimensional manifold M := M (0p). (Here we assume that the elements
of M are parametrized as sections.) Therefore there is a commutative diagram

SZXMLal“P

82—82

where the top arrow is the evaluation map. Moreover, o9 = eval.[S? x {pt}].

Now observe that the Gromov—Witten invariant ro = (pt) 50 of equation (3.5)
is just the degree'” of the map {z} x M — M = 7~1(z) that is induced by eval.
Thus our hypotheses imply that eval has nonzero degree. Since the coupling class u,,
satisfies 1, |37 = [w] and u; ™ = 0, it easily follows that there is a class a € H?(M)
such that eval®(u, ) = pr3(a). Hence

go = v(A) = —uy(op) = —f eval*u, =0
§2x4{pt}
as required. This proves (i).

Next consider case (i1). Lemma 3.2 implies that in all cases considered here
S(y) = 1 ® A + x where v(x) < v(A). Hence the spectral invariants descend
provided that v(A) = 0. But for generic 7-compatible J on P we claim that the
moduli space M is again compact. Hence the previous argument applies to show that
v(A) = 0.

_ To prove the claim, note that the only possible stable maps in the compactification
M of M consist of the union of a section in the class o9 — k8 where & > 0 together

101y fact, since ro must be an integer it must be 4=1. For its product with the corresponding integer for yil

must be 1.
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with some bubbles in classes k; 8. Suppose first that ¢; (M) = k[w] where k < 0.
Then because w(B) > 0, c1(f) < —N. But if J is generic it induces a generic
2-parameter family J;,z € S 2, of almost complex structures on M. Therefore such
a class 8 could be represented only if —N > ¢1(f) > 2 — n, which is possible only
if N < n—2. Since we assume N > n — 1 there are no bubbles in this case. On
the other hand if ¢1 (M) = k[w] on 7, (M) where k > 0 then ¢1(f) > N. Hence
c1(og—kf) < 2— N. But the section is embedded and hence is regular for generic J.
Thus for such a section to exist we musthaven + 1+ 2 —N) > 3,ie.n > N.
(This is precisely the argument in [3].) This proves (ii).

If N > n+ 1but (M,w) is strongly uniruled, then we can apply the above
argument together with Corollary 2.5 to % to conclude that the asymptotic spectral
invariants descend. [

3.2. Calculating the coupling class. An essential ingredient of Schwarz’s argu-
ment is that the vanishing of @ on 7, implies that there is no bubbling so that the
moduli space M is a compact manifold. One cannot replace S? x M here by the
universal curve J(o,l (o) over some compactified virtual moduli cycle M (o) since
the “bundle” f: Mo, 1(00) — M(cp) is singular over the higher strata of M(oy).
The argument we give below shows that if the relevant Gromov—Witten invariants
of M and P := P, vanish then this potential twisting does not effect eval®(u,,) too
much, so that this class still has zero integral over the fiber of f. Observe that it is not
enough here that the invariants of M vanish; we need some control on the invariants
of P in either section or fiber classes.

Our reasoning 18 very similar to that in [16, §3]; see also [17]. There we were
investigating conditions under which the ring H*(P) splits as a product, i.c. it is
isomorphic as a ring to H*(M) ® H*(S?). As the next lemma makes clear, what
we need here is a partial splitting of this ring.

Lemma 3.4. Suppose 8(y) = 1®A+x andthat thereisanelement H € Hy,(P,; R)
such that

(a) H N [M]is Poincaré dual in M to [w];

(b) H - gg = 0,‘

(c) H*t1 = 0.

Then v(A) = 0.

Proof. Let u := PDp(H), the Poincaré dual in P := P, to the divisor class H.
Then (a) implies that u|y; = [w], while (¢) implies that u”T1 = 0. Hence u is the
coupling class u,. Therefore

V(A) := —uy(0p) = —ulop) = —H -0p =0,

as required. H
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It is possible that an element H € H,,(P) with the above properties exists
whenever N > n 4+ 1 and §(y) = 1 ® A. However, we can only prove this under an
additional assumption*! on the structure of Q H, (M) that we now explain. Roughly
speaking we require that the divisor classes in H. (M ) carry all the nontrivial quantum
products. To be more precise, we make the following definition.

Definition 3.5. Let £ be the subring of H., (M) generated by the divisors, i.e. the
elements in H,, (M ). We say that Q H.(M ) satisfies condition (D) if £ has an
additive complement V' in H., (M) such that the following conditions hold for all
deD,veVandf € Hy(M)

(@ d-v=0: and (b) (d.v)g =0.

This condition is used in Lemma 4.8 in order to allow certain computations (o be
done recursively.

Remark 3.6. (i) This condition is trivially satisfied if either the quantum product is
undeformed (since then (d, v)g’*f = O always) or if D = H.(M).

(i) When N > n + 1 the only classes § for which (d, v)fédr could be nonzero
have ¢1(f) = 0. (If N = n + 1 there is one potentially nonzero invariant with two
insertions and ¢ (f) # 0, namely (pt, pt)fgur . But pt € O and so this does not affect

condition (b) in Definition 3.5.)

By condition (a) in Definition 3.5 we may choose a basis &,0 < i < m, for
He, (M) so that the first 711 elements span the subring & while the others span V.
Hence the first #11 elements of the dual basis {’g';"M + will also span D. In other words,
foralld € © and f € Hy(M)

(d.&)g #0 = M e D foralli. (3.6)

Notice also that because there is an open subset of Ha, (M ) consisting of elements
D such that D" # 0 we may assume that & = 1 and that for 1 < i < m; each
& = D* for some such D. Then each of the corresponding dual elements £* is also
a sum of elements of the form D¥.
Now consider the map s: H.(M) — H.y,(P) defined by the identity
s(a)-pv:i= 1 (a, U)P ve H.(P), (3.7)

ro o0’

where rg 18 as in equation (3.5).

1 This condition, though essential to the proof, is very technical and there seems no intrinsic reason why it
should be necessary.
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Proposition 3.7. Suppose that $(y) = 1 ® A + x, let oy be as in Definition 3.3 and
define s as above. Then the element H := s(PDys(w)) satisfies the conditions of
Lemima 3.4 in each of the following situations:

(i) N=n+1,8() =1® A and QH.(M) satisifies condition (D).
(i) N = n, (M, w) is not strongly uniruled, rank H,(M) > 1 and condition (D)
holds.
(i) (M, w) is negatively monotone and condition (D) holds.

(iv) QH.(M) is undeformed and (M,w) is not spherically monotone with
rank H, (M) = 1.

We defer the proof to §4.
Corollary 3.8. Theorems 1.1 and 1.3 hold.

Proof. Theorem 1.1 concerns the case when Q H. (M) is undeformed. Then & (y)
always has the form 1 ® A" + x where x is nilpotent, since these are the only in-
vertible elements in Q H,(M). Moreover, if N > n + 1, then §(y) = 1 ® A by
Lemma 3.2 (1). Hence, we may suppose that the conditions of either part (i) or part
(iv) of Proposition 3.7 hold. Therefore this result, together with Lemma 3.4 and
Corollary 2.5, prove the theorem. Note that if N < n we cannot conclude that the
spectral invariants descend, since it is possible that v(x) > 0 for some y.

Similarly, part (iv) of Theorem 1.3 follows from part (ii1) of Proposition 3.7. Next
suppose that N > n 4+ 1 and, if N < 2n, that (M, w) is not strongly uniruled. Then
8(y) = 1®A by Lemma 3.2. Moreover v(4) = 0 by Lemma 3.4. Hence the spectral
invariants descend by part (1) of Proposition 2.3. This proves part (1) of Theorem 1.3.
Parts (ii) and (iii) of this theorem follow similarly. In case (ii) we have § (y") = 1®A
while in case (iii) §(y) = 1 ® A + pt ® ¢"p. In either case v(A) = 0. Therefore
the asymptotic spectral invariants descend by Corollary 2.5. [

4. Calculations of Gromov-Witten invariants

This section contains the proof of Proposition 3.7.

4.1. Preliminaries. We shall use the following identity of L.ee—Pandharipande [12]:
evalf (H) = eval} (H) + («- HYyj — Y (o1 H) Digy | juwy. (A1)
o] tar=u

where ¥; 1s the first Chern class of the cotangent bundle to the domain at the 7th
marked point and H € H,,(P) = H?(P) is any divisor.'> Lee—Pandharipande
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were working in the algebraic context and hence interpreted both sides as elements of
an appropriate Picard group. Thus provided that we are working with stable maps that
have at least three marked points, D; o, | ;,«- 1S the divisor consisting of all stable maps
with two parts, one in class ¢ and containing z; and the other in class a2 = o — o
containing z; .

We shall interpret (4.1) as an identity for Gromov—Witten invariants. Thus taking
i,j = 1,2 this equation states that for all classes u,v,w € H.(P) and all o €
Hy(P),

(Hu,v,w)y = (u, Hv,w)q + (@ - H)(u, 70, w)q
S D CTRY : 0 1C/ITSUUU0 N (S I P L%

Ja1tar=u

where the sum is over the elements of a basis {n; } of H.(P) (with dual basis {77}’-‘ }yand
all decompositions «; + > = « of «, and where the dots indicate that the constraint
w may be in either factor except if o = 0 in which case it must be in the second
factor for reasons of stability. Note that t here denotes a descendent invariant. In
fact we shall only use (4.1) in cases when H - a = 0 so that this term vanishes. If
it does not, one should get rid of the 7 insertion by using the identity v; = Dj|jk,
where D;| ;i denotes the divisor consisting of all stable maps with two parts, one
containing the point z; and the other containing the points z;,zx. (But often one
then gets no information since the term on LHS appears in the expansion for 7.) For
further discussion of this point as well as a brief proof of (4.1) in the symplectic
context see [19].

Notice that if we apply an identity such as (4.2) to even dimensional classes a; we
only need to consider even dimensional 7;, 77;,’-‘. We will make this restriction now in
order to avoid irrelevant considerations of sign. Also, we will simplify the arguments
that follow by choosing a basis {7; } for H., (P ) of special form. We start with a basis
&,i € I, for H.,(M;R) that satisfies the condition in (3.6) and extend this to a basis
for H.,(P;R) by adding elements 5}", j el,sothatforalli, j,

éi -p E;k :&gj, éz* -p E;k = (. 4.3)

Thus & is a fiber class but £ is not. Note that this basis {&;,§;} for Heo(P) is
self-dual. Further, £ = £* N M.

With this choice of basis the sum in (4.2) breaks into two, depending on which of
nj n}’-‘ is a fiber class. To analyze the resulting product terms, we frequently use the
following fact about invariants of P in a fiber class .

12 Here o - H denotes the intersection number of two homology classes e, H that lie in complementary
degrees. If w € H; (P) where { is arbitrary, we shall denote by H u the cap product H Nu € H; »(P).
Further, when H = M is the class of the fiber, we shall write # M M for the cap product when considered as
an element in H; (M ). This last distinction is not very important since H 4 (M) injects into H4 (P) by the
result of [16].
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Lemma 4.1. Suppose that a,b € H (M), v,w € H.(P) and p € Hy(M). Then:
(i) (a,b,v)f = 0.

(i1) (a,v,w)g ={a,vN M w ﬂM)éJ.

Proof. 'This 1s part of [16, Proposition 1.6]. These statements hold because, as 1s
shown in [16], one can calculate these invariants using an almost complex structure
and perturbing 1-form that are compatible with the fibration 7: P — S2. Hence
every element in the virtual moduli cycle is represented by a curve that lies in a single
fiber. (i)is then immediate, since @, b can be represented in different fibers. Similarly,
(ii) holds because every f-curve through ¢ must lie in the fiber containing @. The
fact that v N M, w N M do not vanish means that these cycles take care of the needed
transversality normal to this fiber. [

To make our argument work we also need information about certain section in-
variants of P. When N > n 4+ 1 the following lemma suffices; the proof is easy since
it is based on a dimension count.

Lemma 4.2. Suppose that N > n and that if N = n then (M, ) is not strongly
uniruled. Suppose further that 8(y) = 1Q A +pt® ¢" u, and let 6 = oy — ff where
@(P) > 0. Then foralla € Heppy(M):

(i) Forallw € H(P), {a,w, M)y = 0 unless ¢} (0) = 0 and deg w + dega =
24,

(i) (a,b,M); = O0forallb € H.(M).

(iii) Forallw € Hy(P), {a,w, M)y depends only on w N M.

Proof. Statement (1) holds by a dimension count as in the proof of Lemma 3.2. (ii)
holds because an invariant of this form with only two nontrivial fiber insertions 1s
determined by §; namely by (3.2) {a, &; ), is the coefficient of &, ™ ®¢ ¢ 17(0) g=uy ()
in

SWxa=1RA+ptRq¢" W) xa=a®A.

Since —u, (o) > v(A) this vanishes. Note that for this argument to apply we need
that either . = O (which happens when N > n4 1) orptxa = 0,1.e. M not strongly
uniruled.

Statement (iii) is an immediate consequence of (ii) because any two classes w, w’
withw N M = w' N M differ by w — w’ € Ho(M). O
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4.2. Technical lemmas. This section contains two rather technical results about
the vanishing of certain Gromov—Witten invariants needed for some of the cases
considered by Proposition 3.7. However, they are not needed when N > n + 1, and
the reader might do well to read the next section first, coming back to this section
later.

If N = n we also need the following lemma about the fiber invariants of P.

Lemma 4.3. Suppose that N = n, thar (M, ) is not strongly uniruled, and that
rank H,(M) > 1. Suppose further that 8 (y) = 1QA+pi®q" uwhere , p € A"V,
Then for any classes s1,52 € Hy(P) and any § € Hy(M), (s1,52)p = 0.

Proof. A dimension count shows that the invariant is zero unless ¢; () = n. If there
are any nonzero invariants of this form, choose  with minimal energy w(f) so that
{s1,52)p # 0.

If 51, 5 are both fiber classes then the invariant vanishes by Lemma 4.1. If just
one (say s1) 1s a fiber class then the same lemma implies that the invariant equals
{s1,pt) g"' which vanishes because M is not strongly uniruled. Hence (s, s2) g does
not depend on the choice of section classes s; .

We now make a specific choice of 5. Sincerank Ho(M) > 1thereisa € H*(M)
such that a(f) = 0. Let F € Hy,(P) be any extension of PDps(a) € Hap—2(M).
(Since H. (M) injects into H.(P) by [16] such a class exists.) Choose b € Ho(M)
such that F -p » = pt, and let v € H4(P) be any extension of . Then vF :=
v F € H,(P)is asection class of P. Therefore if o is any section class, it suffices
to show that

(vF,o0,H)p =0,

where H € H,,(P)ischosensothat H - 8 = 1.
To prove this, apply (4.1) with7 = 1, j = 2. We obtain

(vF,o,H)g = (v, Fo,H)g + (8- F)(v,710, H)p

- Z (ﬁl'F)((vagia'")ﬂl(gi*’aﬂ"')ﬂz
i1 +pB2=ph

1 (U,éi*, .. )Bl (gi;aﬂ . ')52)’

where the dots indicate that the H insertion could be in either factor. The first term
in RHS vanishes because Fo i1s a multiple of a point. Hence Lemma 4.1 implies
that (v, Fo, H)g = (v N M,pt, H N M)g" which vanishes because (M, w) is not
uniruled. The second term on RHS vanishes since § - F = 0. Further in the sum
neither 81 nor B is zero because of the factor 81 - F'. Since ¢1(f) = n = N one of
the 8; has ¢; = 0 and the other has ¢; = n. (Other possibilities such as ¢1(8;) = —n
can be ruled out by dimensional considerations as in the proof of Proposition 3.1.)
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Consider the first sum. Since &; is a fiber class and dim(v N M) = 2 there are
two possibilities; either ¢;(81) = 0and dim & = 2n or ¢ (1) = nand dim§&; = 0.
In the first case, £ is a section class so that (£, o, H)g, = 0 by the minimality of
@(P). Therefore such a term does not contribute. But the second case also does not
contribute because (M, @) is not strongly uniruled. Therefore the first sum vanishes.

Now consider the second sum. Applying Lemma 4.1 again, we find that because
&; is a fiber class the second factor here equals {&;, pt, H N M) g’;’ . Hence it vanishes
by hypothesis on M . W

When all 3-point Gromov—Witten invariants in A vanish the same argument gives
the following conclusion.

Lemma 4.4. Suppose that the quantum multiplication in M is undeformed and that
rank H,(M) > 1. Then for all nonzero f € Hy(M), v € H (P)and F € H,(P)
we have:

(i) (F¥,v)g =0.

(1) (o,v)g = O for all section classes o.

Proof. Consider (i). If any of F¥, v are fiber classes then the invariant reduces to
an invariant in M and hence vanishes by assumption. Therefore, as above we may
assume that F - § = 0. Now suppose that there is some nonzero invariant as in (i)
and choose a minimal k such that {F¥, v) g # 0. Then k > 1 by the divisor axiom.
Now choose H so that f - H = 1 and expand {F*, v, H) g as before. The first term
vanishes by the minimality of & and the second since - F = 0. Moreover, in the
sum neither of 8, B> vanish. Therefore, because each term in the sum has a fiber
constraint in at least one of its factors the sum vanishes. This proves (i).

To prove (ii) let F be any extension of the Poincaré dual to [@]. Then F*NM = pt.
Hence F" = o is a section class. Therefore {o,v)g = (F'",v)g = 0 by (i). O

4.3. Proof of Proposition 3.7. For simplicity we will now assume that [w] is nor-
malized so that [y, @™ = 1. Further, we set & := PDps () so that 2 = pt."* Recall
that we define s : H«(M) — Hs«42(P) by:

s(a)-pv .= % (a,v,M)P v e Hyo(P).

an’
In particular, s(M) -p pt = ;= (M, pt, M), = 150 thats(M) = P,
Lemma 4.5. Suppose that 8(y) = 1 Q A + x where for all b € H5,(M ;R) either

vix xb) < v(A)orx x=b = gy where y € QH.(M) involves only nonnegative
powers of g. Then:

13 Since [w] € HZ(M) need not be a rational class, # € H,,_>(M;R). Therefore, in this section one
should assume that homology groups have coefficients R unless otherwise indicated.
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(1) s(pt) = oo,
(1) s(a) N M =a foralla € H (M).

Proof. o was chosen so that {pt, M)} = (p}2 = ro # 0. A count of dimensions

shows that {pt, v)(‘fO # 0 only if v is a divisor class. Thus for all v € Hy,(P) the
divisor axiom implies that

sV v = 1 pt o)l = Loy -v) (p = ap - v.

This proves (1).

Since we have already checked the case ¢ = [M] in (ii), it suffices to take
a € Hoy,(M). Observe that by equation (3.2) {a. & ), is the coefficient of £ ®7°0
n

Sy)xa=(1RA+x)*a=a®A+x xa,

The hypothesis on x implies that x % a does not contribute to this coefficient. Hence
{a,&i)oq = roa p &, and s0

ro (@ N M)y =ros(@ p & E (a,E)ey =100 M &

where the second equality holds by the definition (3.7) of s. Hence s(a) "N M = a
as required. [

There are many different cases in Proposition 3.7. In an attempt to avoid confusion
we will first prove parts (1) and (i1). Thus we assume that N > n, with some further
conditions when N = n.

Lemma 4.6. Suppose that the hypotheses of Lemma 4.2 hold, and that if N = n
those of Lemma 4.3 hold as well. Then (h,c0, M)s, = 0.

Proof. Given any divisor class in P extending # we may add a suitable multiple of
M 1o obtain a class K € Hj,(P) such that

KNnM=h K- -00=0.
We then find by formula (4.1) that

(h,00. M)sq = (KM,00, M),
= (M, Koy, M), + (00 - K)(M, T09, M)
~ (oo — &) K)((M.&.... )op—a (& 00, . )a
+{M.E, .. Voo—ali 00, )a),
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where the dots indicate that the M insertion could be in either factor. Note that the
first two terms vanish because K - o9 = 0. Suppose there is a nonzero contribution
from the first sum. Because the first factor has two fiber constraints, LLemma 4.1
implies that op — o must be a section class. Moreover

0#(op—a) - K =—v-pyh=ow().
Thus w(e) > O since there is a nonzero «-invariant. But then
(M, gi)oo—a — (M, gi, M)O’()—O[

vanishes by Lemma 4.2 (i1) except possibly if dim & = 2n. But this case can occur
only if N = n and c1(«) = n. But then £" is a section class, so that the second
factor (£, 00, ... ) vanishes by Lemma 4.3. Therefore in all cases this sum makes
no contribution.

Now consider the second sum. Suppose first that 8 := oy — « were a fiber class.
Note that f # 0 because the sum is multiplied by 8 - K. Then, because M is a fiber
constraint, Lemma 4.1 implies that the f invariant is either (M, " N M, M N M),
or is (M, £ N M) g, which both vanish when f # 0 because the first marked point
is not constrained. Thus the only nonzero terms have o — o a section class, and
hence have the form (M, £, M)L _ (& .ptyM where w(a) # 0 since K - 69 = 0.
Again there are two cases. If N > n then Lemma 4.2 (i) implies that this can be
nonzero only if deg & = 0. But §* # pt since it is not a fiber class. Therefore this
is impossible. On the other hand if N = » then the first factor might be nonzero, but
the second has to vanish since M is not uniruled. Therefore in all cases the second
sum vanishes as well. ]

Corollary 4.7. Under the conditions of the above lemma, if H := s(h), we have
H- gg = 0.

Proof. By the definition of s in (3.7), s(h) - 09 = (h,00. M)s, = 0. ]

Lemma 4.8. Suppose that (M, w), 8 (y) and N satisfy the hypotheses of Lemna 4.6
and that Q H. (M) satisfies condition (D). Then:

(i) For all section classes 0 = o9 — B where w(B) > 0 and all k we have
(Fk,a, M)y = Owhenever F € Hyy(P)anda € Hoy,(M).

(i) (H"T17F h% M)y, = 0 for all k.

Proof. Consider (i). Choose ¢ of minimal energy (i.e. w(f) is maximal) and then
the minimal k& so that (Fk, a, M), # 0 for some a and F. Note that k > 1 since
(F,a,M)s = (F -0){a, M), vanishes by Lemma 4.2 (ii).

Again by Lemma 4.2 (ii) we may add an arbitrary fiber class to F* without chang-
ing (F¥,a, M),. Hence, by replacing F by F — ¢ M for suitable ¢, we may arrange
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that ¥ -0 = 0. Now use (4.1) as in the previous lemma, moving F from the first
constraint to the second. Because F - o = 0 we find as before that

(F¥.a, M) = (F*"' . Fa,M)o = (a- F)((F*.&... )alE a. .. )ou
FAFFL g el g, Yoma)-

The first term is zero by our choice of k. Consider the first sum. If « is a section

class, then because of the factor « - F we may assume that « # o. But then « has less

energy than o since w(o — «) > 0 so that the « invariant vanishes by the minimality

of the energy of o. So we may suppose that « s a fiber class, in which case the other

factor is an invariant (£, a, M ), in a section class with smaller energy than o. We

claim that condition (D) implies that the product of these factors must still vanish.
For suppose not. Then by LLemma 4.1

(FF el = (e £0

where f := FN M. Therefore (3.6) implies that&™ = £*NM € D. Thus&FNM
is a linear combination of elements of the form g*, g € Hapn_2(M). But if we write
g = G N M forsome G € Hy,(P) all invariants of the form (Gk, a, M)s_ vanish
by the minimality condition on the energy of . But & N M = G* N M. Hence
(EF,a, M)y_o = 0 by Lemma 4.2 (iii).

Thus the first sum vanishes. Now consider the second sum. The second invariant
has at least two fiber constraints. Hence o — « must be a section class, so that the
invariant vanishes by Lemma 4.2 (i1). This proves (i).

Now consider (ii). When k = n the invariant is (H,pt, M), which vanishes
because H -0 = 0. Suppose that it does not vanish for all £ and choose the maximal
k for which it is nonzero. Expand (H"t17% pk M ), by transferring one H (o the
second constraint. As usual the first two terms in the expansion vanish and we obtain

(H"™ 70K Mgy = = e HY(H" & )adEF HE L )opa
F(HTRER e lEL B D eo—a)-

Consider the first sum. If « is a section class then we may suppose @ # og because
of the factor « - H. Therefore it has smaller energy than oy so that the a-invariant
vanishes by part (i) of this lemma. On the other hand if « is a fiber class then as
above condition (D) implies that & € D and the second factor is a sum of terms of
the form (K"~K+1 % M) P where o has less energy than oy, Therefore this factor
vanishes by part (1). Therefore the first sum vanishes. But the second factor in the
second sum has at least two fiber constraints. Therefore oy — « 1S a section class, and
its energy is less than that of o since w{x) # 0. Hence this factor must vanish by
Lemma 4.2 (i1). Thus the RHS of the above expression vanishes. Therefore the LHS
is zero also, contrary to hypothesis. The result follows. H
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Corollary 4.9. If the hypotheses of Lemma 4.8 hold then H" ™! = 0.

Proof. Putting k = 1 into claim (ii) of Lemma 4.8 we find that (h, H", M)fO = 0.
But by equation (3.7) this is a multiple of the intersection s (#)- H". Since s(h) = H,
we obtain H™1 = 0. O

Proof of Proposition 3.7. If N > n + 1, condition (D) holds and 8(y) = 1 ®
A, then the hypotheses of LLemma 4.2 hold. Hence we may apply Lemmas 4.6
and 4.8. Therefore, the conditions of Lemma 3.4 hold by Corollaries 4.7 and 4.9
and Lemma 4.5. This proves (1). To prove (ii) note that the extra conditions here
precisely match the conditions of Lemma 4.3. Hence the proof goes through as
before.

Now consider part (iii) of the proposition. The assumption here is that (M, w) is
negatively monotone and that condition (D) holds. We saw in Lemma 3.2 that in this
case 8(y) = 1 ® rt®© + x where v(x) < . Hence the conclusions of Lemma 4.5
hold.

Further Lemma 4.2 (i1) holds (though part (1) may not). To see this, recall that
(a, &M M), is the coefficient of & ® g c1Vert@) ;=uy{0) in $(y) % a. Because
v(x) < v(A) in S(y), this must vanish when —u, (o) > —u,(0p). Therefore if we
write ¢ = oy — f3, the invariant vanishes when w(f) > 0. Therefore part (iii) of this
lemma also holds.

It is now easy to check that the proof of Lemma 4.6 goes through. The argument
for the vanishing of the first sum needs no change (note that ¢; (@) < 0 here so there is
no exceptional case); while that for the second sum works using the fact that (M, @)
is not uniruled instead of Lemma 4.2 (1). It remains to check the proof of Lemma 4.8.
But this holds as before, provided that condition (D) hold. This completes the proof
of part (iit).

Finally consider part (iv). The assumption here is that Q H..(M ) is undeformed,
and if rank H, (M) = 1 that (M, w) is not positively monotone. Since condition (D)
holds when Q H, (M} is undeformed, the latter case follows from (i) if ¢c; = 0 and
from (iii) otherwise. Hence we may assume that rank H,(M) > 1. Therefore the
conditions of Lemma 4.4 hold. Further, because §(y) = 1 ® A + x has degree 2n,
all terms in x have a positive coefficient of g. When x * » = x N b this remains true
for x * b. Hence the conclusions of [.emma 4.5 hold.

Next we claim that Lemmas 4.6 and 4.8 hold. To see this, we go though the
proofs of these lemmas using Lemma 4.4 instead of Lemma 4.2 to show that the
requisite terms vanish. Note for example that the fiber invariants in the expansion
in Lemma 4.6 contain factors of the form (£*, o), which vanish by LLemma 4.4 (ii).
Similarly, in Lemma 4.8 we may use Lemma 4.4 (1). We do not need condition (D)
because in a product such as

(H"™* &, Mo (EF h*)op—a
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with ¢ € H,(M ) the first factor vanishes, and so we do not need to worry about the
second factor. Hence the proof goes through as before. [

5. Examples

We now prove Proposition 1.8. We shall calculate in the subring QH2,(M) =
H.(M) ® A", ie. by fixing the degree of the elements considered we can forget
the coefficients g*.

Recall the following construction from Kedra [11] and [18]. Let (X, wx) be a
symplectic manifold. For each map a: S? — X, let gr, be the graph (z, a(z)) €
S2 x X of &, and let T be an area form on S of area 1. Choose a constant gt so that

Q := popri(r) + pry (@) (5.1)

is nondegenerate on gr,,. Denote by (P, Q) the §-blow up of (S? x X, ) along gr,,.
(The parameter § refers to the symplectic area of a line in the exceptional divisor.)
Then the symplectic bundle 7: P — S2 has fiber M := (X, &) and corresponds
to a Hamiltonian loop yy € 71 (Ham(M)).

Lemma 5.1. Let (X, wx ) be a symplectic manifold of dimension 2n > 4. Given amap
a: S? — X define o = [¢» ¢*wx and Ly := cif (a). Suppose that Ly > 0 and
that at least one of jLy, £y is nonzero. Then the Seidel element 8(yy) € QHon(M) of
the loop v, defined above has the form 1 Q@ A+ x where v(A) # 0 for small nonzero 6.

Proof. Let D be the exceptional divisor in P. Denote the trivial section of $2 x X
by o1 := S2 x {p}. If p ¢ gr, this lifts to a section &1 of P — S2. If & denotes the
class of the line in the fibers of the exceptional divisor, then every section class may
be written as 61 — me + B where f € HJ (X). If m = O then this class is pulled
back from S2 x X, and because P is obtained from S2 x X by blowing up along a
(complex) curve with nonnegative Chern class, we may apply the results of Hu [9].
Thus for all @ € H.(X)

P S2xX
Hence {a) (i;ﬁ 4p = Lif B = 0 and vanishes otherwise.
Define « := —u,(c1). The above argument shows that the coefficient A of 1 in

& (y) contains the term ¢*. There might be other classes 61 — me + § that contribute
to the coefficient of 1 in 8(y) but these all appear with the coefficient r<+78—@(8)
where m # 0. Thus v(A) either equals « or equals k + md — @ (f) for some m # 0
and 8 € Hy(X).

We now calculate x. The coupling class u,, has the form Qs + cs pr] T where c¢;

is chosen so that [ u’f,“ = 0. Further, because Q55 v = |4y by construction and
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fal € = pp by equation (5.1),
—K = ”y(51) :C5+M0-

We showed in [18] (see also [20]) thatif V' := % fx @™ then

G JF Q)" = po(V —vs) —vs (Ma — nﬁfﬁ),

where vg := i—f,l is the volume of the ball cut out of X. But

0= Gy [5(Qs +csprioy ™! = (ﬁ fﬁ(ﬁs)"“) + 5 (V —vg),

since V — vy is the volume of (M, @5). Therefore

—K 1= c5 + flo = 7 (ua — %8) :

Thus, provided that at least one of o, £y are nonzero, « is a rational function of §
with isolated zeros. Therefore neither « nor « + md — () vanish for sufficiently
small § # 0. The result follows. O

Proof of Proposition 1.8. The previous lemma proves (i), and so itremains to consider
the case when X has dimension 4 and [w] and ¢; vanish on 72(X ). It is shown in
[18, Proposition 6.4] that under the given hypotheses on X every Hamiltonian bundle
(M,&5) — (P,2) — 52 is constructed by blowing up some section ox of some
Hamiltonian bundle (X, w) — (P, Q) — S2.

Let us denote by yy the loop in 71 (Ham M) corresponding to the M -bundle
P — S2and by yx that corresponding to its blow down P — S2. As in the proof
of Proposition 3.1, § (yx) = rgl for all yx € 7r;(Ham X). Therefore there is at least
one'* section oxo 1= ox + f of P such that (pt)._ # 0. Morcover both ¢y and
the coupling class uy of X vanish on the section oy, and hence on all other sections
of P, in particular on oy.

The section classes in P have the form &y — me + B, where gy is the lift of
oxo and f € HP (M). For such a class to contribute to the corresponding Seidel
element §(7) we need —2 < )" (Gx — me + B) = —m < 0. Moreover, since we
may choose € so that the section oy of (P, Q) is symplectic, Hu’s results' imply
that

o0l =yl #0.

14There may be several such since each coefficient of 8 (%) is a sum of contributions from all sections with
given values of cYe“ and (5.
15 We do not need to use Hu [9] here. All that matters is that the coefficient of 1 in (¥ y ) is nonzero, which

follows from the fact that M is not uniruled.
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Therefore if « := —uy, (0x0)
SHy) =rol @ 1“ + Q1T L rpt@ 1“2 where £ € Hy(M).

We can now repeat the calculation of « in Lemma 5.1. All we need change is the inter-
pretation of the constant pt o, which we now define to be the area Vol (P, €2)/ Vol( X, wy)
of the fibration P — S?. Hence k = 0.

Now observe that as in [19, §2]

8*8:—pt—|—8®l‘_8,

and that quantum multiplication (in M) by the elements of H<>(X) C H<>(M) is
undeformed. In particular, pt * &€ = 0 so that

ve®@ ) =6 k=1

Hence, if we decompose the class & appearing in 8(yy) as £ = se + £ for some
s €Q,& € Hy(X), wehave &' x e = & % pt = 0, and we easily find that

0<v(8F)) <28, k=1

Hence the asymptotic invariants descend by Proposition 2.3. O

Remark 5.2. (i) It is perhaps worth pointing out that the equality in (5.2) does not
always hold if you blow up along the graph of a class with ¢; negative. For example,
suppose that you take « := L to be the line in X := C P2. Then it is not hard to
check that 8(y) = 1 ® t* + (L — E) ® t**%, where E denotes the exceptional
divisor in M. (The second term comes from counting sections in class o9 — £.) Let
us normalize the symplectic form on X so that wy (L) = 1. Since y; ! = y_q, we
must then have

8(y-a) = S(ya) = (—E +pt@’)7207x,

Thus y4, which is formed by blowing up along the graph of — L, has a Seidel element
in which the coefficient of 1 vanishes. These calculations are carried out in detail in
[17, §5]. Observe that y_, is three times the generator of 71 (HamM ) that is called
a in [17]. Thus the element of QH. (M) called Q3 in [17] has the form & (yo,)t"’
for appropriate «". See also [18, Remark 1.8].

(i1} One should be able to use the methods of [19] and Lai [13] to show that in
the situation of Lemma 5.1 classes with m # O do not contribute to §(y). This
calculation will be carried out elsewhere.
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