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Relations between tautological cycles on Jacobians

Ben Moonen

Abstract. We study tautological cycle classes on the Jacobian of a curve. We prove a new result
about the ring of tautological classes on a general curve that allows, among other things, easy
dimension calculations and leads to some general results about the structure of this ring. Further
we lift a result of Herbaut and van der Geer—Kouvidakis to the Chow ring (as opposed to its
quotient modulo algebraic equivalence) and we give a method to obtain further explicit cycle
relations. As an ingredient for this we prove a theorem about how Polishchuk’s operator 4D lifts
to the tautological subalgebra of CH(.J).

Mathematics Subject Classification (2000). 14C25, 14H40.
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Introduction

Let (J, 8) be the Jacobian of a curve C of genus ¢ > 2, and let j: C — J be
the embedding obtained by choosing a point x € C. The Chow ring CH(J ) (with
Q-coefficients) comes equipped with a number of structures: in addition to the usual
intersection product we have the Pontryagin product #*, the Fourier transform %,
and the action of n* and n. for all n € Z. Using the latter we obtain Beauville’s
decomposition CH{(J) = & CHé ) (J). These structures are inherited by the quotient
A(J) := CH(J)/ ~uq.

In [2], Beauville studied the tautological subring 7 (C) < A(J), that can be
defined as the smallest subalgebra that is stable under all operations just mentioned,
and that contains the image of A(C') under j.. He proved that 7 (C) is generated by
certain classes py, that are the components of F[C] in the Beauville decomposition.
This leads to the question what 1s the 1deal of relations between these classes.

The work of Polishchuk [15] provides us with a powerful method to produce
relations. He considers the map ¢: R — 7 (C) from the polynomial ring R :=
Q[x1, x2,...] given by x; — p;. The elements of R that are of degree > g (with
x; of degree i) with zero coefficient in front of x¥ lie in the kemel of ¢ for obvious
reasons. But now the point is that Polishchuk is able to give an explicit differential
operator £ on R that preserves the kernel of ¢, and that the ideal of “trivial” relations
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is far from stable under £. Polishchuk studies the smallest ideal / C R that is D-
stable and that contains all trivial relations. Conjecturally, for general curves C (over
a base field of sufficiently high transcendence degree) the quotient ring R := R/I
maps isomorphically to the tautological ring 7 (C).

The main results of the present paper are the following:

First we give some new results on the structure of the ring R. Though in principle
it is not difficult to calculate, for a given g, the dimensions of all summands Rﬁj) on
a computer, it is not so easy to obtain general conclusions about the structure of R
from Polishchuk’s methods. (In some sense the main obstacle is that the variable x
plays an exceptional role in the calculations.)

We prove a theorem, Theorem 2.6, that gives more insight in the structure of R.
Each R(;) := &P, JR’( D is a finite-dimensional sl>-module. We give a simple recipe
for the multiplicity of a given irreducible sl>-module in each R(;y. As corollaries
we get some general results about the relations in Ry, especially for small and large
(relative to g) values of j. Further we present a conjecture of van der Geer and
Kouvidakis that gives a simple recipe for the dimensions of the spaces :‘RIG).

The second main goal of the paper is to lift some results about tautological cycle
classes in A(.J) to the Chow ring of JJ. For general curves Polishchuk already obtained
some results about this in [ 16]. He considered a subalgebra taut(C') € CH(J ) that we
call the small tautological ring, and he proved that is generated by classes p;, (lifting
those considered above) and g, (essentially the Beauville components of F (7. K),
with K the canonical class on C).

We get finer results if we make assumptions on the existence of a (special) g7, on
the curve. Herbaut [10] proved that in this case we get new relations between the
classes p, modulo algebraic equivalence. This result was reproved and simplified
by van der Geer and Kouvidakis in [9]. In itself, it is not very hard to lift the
result of Herbaut and van der Geer—Kouvidakis to the Chow level. We do this in
Section 4, following the method of [9] which is based on a Grothendieck—Riemann—
Roch calculation. The relation we obtain (see Theorem 4.6) is the following.

Theorem. Define p, € CH"(J) as the degree n component of ¥[j(C)], and for
integers i and s define

B(i,s) = Z miloomgl s Py o Py
If C has a g}y then for all i > d — r we have the relation

i—1
Bi.r) = (~1)""'ea(T)- Bl —n,1).
n=1

where the ¢, (I') € CH"(J) are certain classes (see (4.3)) associated to the g').
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The classes ¢, (I") in this result do not, in general, lie in the small tautological
ring. So we are led to consider a bigger subalgebra Taut{(C) < CH(J) that we call
the big tautological ring. By definition it is the smallest QQ-subalgebra of CH(.J)
that is stable under all operations -, %, ¥, n™ and n. and that contains the image of
J«: CH(C) — CH(J).

From the relations obtained in Theorem 4.6 we should like to obtain further ones
by (repeated) application of an operator D, lifting Polishchuk’s operator on A(J).
In Section 3 we study the big tautological ring, and we define an operator £ on
it. As Taut(C) is not finitely generated, it is now less easy to describe this operator
explicitly. But the calculations we should like to perform involve only finitely many
classes of the form F (j. D;) with D; divisors on C. We show that the subalgebra
of Taut(C') generated by these classes together with the p,, and g, is stable under
and that £ again acts on it as a differential operator that we can give explicitly.

The situation we arrive at is that we have lifted Herbaut’s relations to the Chow
level, and that we also have an explicit operator £. Combined this gives an abundance
of relations that can be calculated directly. We give some examples of the relations
thus obtained in the final section. What remains is to get some control over the total
ideal of relations thus obtained.

We would like to draw the reader’s attention to some recent related work. In
particular we would like to mention Polishchuk’s paper [17], in which some ideas
appear that are closely related to our Section 3, and the paper [8] of Fu and Herbaut,
which contains some results related to the material in Section 4.

Acknowledgements. I thank Tom Koornwinder for helping me with Mathematica.
I thank Gerard van der Geer and Alexis Kouvidakis for allowing me to present their
conjecture on the dimensions of the spaces le( > see 2.13, and for explaining to me
some details pertaining to their conjecture. Further I thank the anonymous referee
for a number of corrections and suggestions that have led to some simplifications and
to improvements in the exposition.

Notation and conventions. We work over a fixed algebraically closed field k.
Throughout, if X is a non-singular complete variety then by CH(X') we denote the
Chow ring of X fensored with Q.

Wewritesl, = Q- f+Q- -2+ Q-ewith[e, f] = &, [e,h] = —2e, and
[fh]l=2F.

1. The Chow ring of a Jacobian

1.1. Let C be anon-singular complete curve of genus g > 2. Let J := Picl, /i beits
Jacobian, §: J —=> J* the canonical polarization. We also write § € CH'(.J) for the
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class of a symmetric theta divisor. Choose a base point xg € C,andlet j: C — J
be the embedding given on points by x > [O¢ (x — x¢}].

Let 27 be the Poincaré bundle on J x J*. Let £ be the line bundle on J x J
obtained by pulling back J’jl under the map ids x 6. We have a Fourier transform
¥ : CH(J) — CH(J) given by # (x) = pr, ,(ch(£) - pr}(x)). Further we have
Beauville’s decomposition CH' (J) = @, CH; H(), with x € CHy () if and
only if n*(x) = n?'~/ -x forall n € Z. The Fourier transform F induces a bijection
between CH{ (7)) and CHfBi ).

We write [j{C)], or if there is no risk of confusion simply [C], for the class of
J(C) in CHE™1(J). Further, [j(C)](n), or simply [C]y. denotes the component

of [C]in CHEL ' (J).

1.2. We find it helpful to draw pictures representing the Chow ring as in Figure 1.
The boxes (7, j) represent the spaces CHl( ;) In the horizontal direction we have the

weight, where by definition CHl( o has weight 27 — j. The Fourier transform acts as
reflection in the central vertical line.

The filtration Fil* on CH(J) defined by Fil"CH := o CHE 1 should satisfy
the conjectures of Beilinson and Murre; see Jannsen [12]. Most of the expected
properties of this filtration are as yet unproved; we shall mention some of these.

It 1s known that CH’& ) can be nonzero only for g — i < j < i. According to

a conjecture of Beauville in [1], § 5, the spaces CHI& N should be zero if j < 0;
this corresponds to one of the properties of Beilinson’s conjectural filtration. In
general this is known only for7 € {0,1,g —2,g — 1, g}. Over finite fields or the
algebraic closure of a finite field Beauville’s conjecture is known; see Kiinnemann
[13], Sections 7 and 8.

Asn* acts on H?' as multiplication by n??, all classes in Fil! CH are homologically
trivial. It should be the case that €, CH’@ injects into cohomology, but this is not
known in general. Similarly, by considering the weight we see that all classes in
Fil?CH map to zero under the Abel—Jacobi map, and it should be the case that Fil?CH
1s precisely the kernel of the Abel-Jacob1 map.

The classes in Fil'CH? represent 0-cycles of degree zero and are therefore al-
gebraically trivial. By Fourier duality it follows that also all classes in CH{ M with
J > 0 are algebraically trivial. In the picture these summands are indicated by boxes
with a heavier border. As we shall see, in general there are many more classes that
are algebraically trivial.

1.3. By the work of Kiinnemann in [13], the Chow motive of J has a Lefschetz
decomposition. This gives rise to an action of sl, on CH(J). We normalise this as
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Figure 1. A picture of CH(J).

in [16]; so with notation given on p. 473 we have

e(@)=—0-a. f@)=—[Clp*e
and
Moe)=Qi—j—g)-a forace CHIG)(J).

1.4. Define A(J) as the quotient of CH(J/} modulo algebraic equivalence. This
ring inherits all the structures on CH(J) that are relevant for us. Concretely, A(J)
has an intersection product, a Pontryagin product, a Fourier transform, a Beauville
decomposition A(J) = @ Aéj), and an sl,-action. We shall use these structures

without further comments. We again write 6 for the class of a symmetric theta
divisor in Afg, (/).
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2. Cycle relations modulo algebraic equivalence — general curves

2.1. Throughout this section, g will be a fixed integer with g > 2. We start by
reviewing some results from Polishchuk’s paper [135].

Consider the polynomial ring R := Q[xy, x,...] in infinitely many variables.
There are several gradings that will play a role in what follows. Among these are
gradings that we call “codimension”, “level” and “weight”; they are defined by setting

codim(x;) =i, L(a):=i—1, and w(x;):=i+ 1.

We have w = 2 - codim — £.
Define R( ;) 1= {a € R | codim(c) =i and £(«) = j}. This gives a bigrading
R = @ R,). Wewrite R" := P, R}, and R(;) := €P; R(;,. Let Fil" be the
descending filiration by level, so Fil"R := D, R()).
Define an operator £ on R by

+
D= —gal —+ % Z (m n)xm—i-nlamana

n
mpn=>1
where 9 1= 0,,. We give R the structure of an sl,-module by setting

e{) = x1 -
he) = (w(@)—g)-a=Qi—j—g) o ifaeRl;
fla) = =D(a).

See [15], Lemma 3.2, and see p. 473 for our notation regarding sl,.

Define / C R to be the smallest linear subspace that is stable under £ and that
contains R™8 + Fil' R, Concretely, I = R™2 @Y, , D" (Fil' R®). Polishchuk
shows that / = Ny Im(D™), and that / is in fact an ideal of R. Define R := R/1.
('This 1s the ring called ng,ac in [15], but for later use it will be convenient to have a

simpler notation.) The ring & inherits a bigrading & = & JR’( ) and the structure of
an sl;-module. Note that the subspaces R ;) are sl>-submodules of R.

The next ingredient is that we have a “Fourier operator” # on R, given by [15],
formula (0.4). (Our ¥ is Polishchuk’s S.) If « € 32’@ then F2(a) = (1) a.

2.2. Letnow C be a non-singular curve of genus g. We use the notation of 1.1.
Consider the homomorphism of (Q-algebras ¢: R — A(J) given by ¢(x;) = pi.
with

pi = degree i component of F[C] = F([Cli-1))-

The image of ¢ is the tautological subring introduced and studied by Beauville in [2].
We shall denote this tautological ring by 7(C) := Im(¢) C A(J).
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We have I C Ker(¢). Let 1 R — A(J) be the induced homomorphism. This
map ¥ is compatible with all structures considered above; that is,

— Y (R{;)) S A(;(J) forall i, j:
— ¥ is sly-equivariant;
- Yo F=%o¢ (/8

2.3. The tautological ring 7 (C) C A(J) is generated by the classes pi,.... pg.
We should like to understand the relations between these classes. The relations in
Polishchuk’s ideal I are those that are obtained from “trivial relations”, i.e., relations
F(p1,ps,...) = 0with F € R”¢ + Till R4, by (repeated) application of the oper-
ator . The relations thus obtained are in many cases non-trivial from a geometric
perspective. For instance, using this method Polishchuk shows that p, = 0in A(J)
foralln > 5 + 1. (These particular relations also follow from a theorem of Colombo
and van Geemen in [4], as the gonality of C is at most 1 + [g/2].) Polishchuk conjec-
tures that for a generic curve C (over an algebraically closed base field of sufficiently
high transcendence degree over the prime field) the ideal 7 gives all relations.

For a given g we can, at least in principle, write down a basis for the ideal [/
over Q. See [15], Section 2.6 for examples in genera < 10. The drawback of this
method is that it is purely computational, and that it is hard to get an insight in the
structure of R. For instance, in examples one finds that there are many pairs (7, j ),
especially j > g/2, for which JRIQ) = 0, and one would like to understand precisely
for which pairs this happens.

Our main result in this section further details Polishchuk’s method, and gives the
structure of the ring R as an sl>-module. Using our theorem, it becomes very easy
to calculate the dimensions of the !R’('j), and we also get some general results about
the structure of R.

We start with a simple lemma.

2.4 Lemma. Leto € R. ... Then

)
D" (x7 - @)
min(n,a)

! ! 2i —j — — —1
_ Z n a N L) gta—n+s ) xclz—s D" ().
— (n—s)! (a—s)! s

foralln > 0anda > 0.

Note that the binomial coefficient has to be taken in the generalised sense, as
2i — j — g+ a—n+s— 1maybe negative. As a particular case of the lemma, we
have

D¢ a)=x4 D) +aRi—j—g+a—1) x""a (1)
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Proof. The formula is proven by an easy induction on n. To start the induction we

first prove (1) by induction on @, using that D(x;8) —x D(B) = Qi —j —g)- B
i

for g € R(j). O]

2.5. Givenaninteger j > 0, define Mong;y C R} to be the (finite) set of monomials

in the variables x5, x3, ... (no xq) with £(a) = j. For j = 0 we have Mon;) = {1}.

Let Mon{ , := Mon;) N R ;.

If j = 1 there is a bijection between Mon(;y and the set of partitions j =
JiFJja+ -+ jrwithl < j3 < jp <+ < i, letting such a partition correspond
0 o = Xjj 415541 ... %j,+1. Under this bijection, Mon; ;y corresponds with the
partitions with 7 — j parts. In particular, Mon’t 0 is non-empty (still for j > 1) if and
onlyif j +1<i <2j.

The set Monyy is a basis for R,y as a Q[x;]-module. Write M, for the Q-vec-
tor space with basis Moné ;s similarly, let My = P, M (l |y be the Q-vector space
generated by the set Mon(;. Note that D(M{,)) € M1,
2.6 Theorem. Write St for the tautological 2-dimensional representation of sls.
Giveni and j with 2i — j < g, wrife

T % . 1 —2i+ —i+ji+1
(i, j) = dimg (M(;)/D? 2’+1+1(M(gj)l+‘]+ ).
Then for all j = Owe have

min(g—1,2/,| £34 ) .
Rp= @ [Sym*H (s @

B=j

as sly-modules.

Proof. The result for j = 0 says that R = Sym# (St), which is immediate. In the
rest of the proof we shall assume that j > 1. Let ®. be the ascending filtration of
R(;) by Q[x1]-submodules that is given by ®; := Q[x1]- (P M(kj)). Note that
the ®; are sl>-submodules of R(;), and that &; = (0) and ®,; = R(;). Let We be
the filtration on R ;) induced by P..

If o € Mon{, then D" (@) € ®;—; forall n > 1. Hence by Lemma 2.4 we have

0 if a < n;

D'"(x§ a) = : B e
by (ai!n)! (FE Y x{ e ifa =

modulo ®,;_;. Write V,, for the image of Q[x1]-« in grf’ , which is an s15-submodule.
We find:
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— If2i — j > g then V, is irreducible, dim(Vy) = oc
— If2i — j < g then V, 1s an extension,

0 U, V, W, 0;

here Uy := Im(Q[xq] - x Bat e a) is infinite dimensional and irreducible,
and W, is isomorphic Wlth Symg —21+J (St).

As R ;) 1s finite dimensional it follows in particular that ® et | surjects to R ;.

Let i be an integer with j + 1 <7 < min(2j, | £5L]). The set Mon’tj) gives a
basis for grfI> as a Q[x,]-module, and by what we have just seen we have an exact
sequence

0—>U—>gr§p—>W—>O,

where W is the direct sum of the spaces W, for @ € Moni - Consider the subspace
M(;y C ®;. Let M{ , be theimage of M/, under the composition ®; —» ar? — W,
The natural map M Gy~ M ‘]. is an isomorphism. With f as on p. 473 we have
M,y = Ker(fiw). and W = M{, ®q Sym#™**/(St) as sl,-modules.

) (
Clearly the natural map grP —» gr? factors via a map &: W — gr. Let

K := Ker(§), which is an sl>-submodule of W. Let K[f] := Ker(f|x). Then
we have K[f] = Ker(¢) N M(’ > and gr¥ is isomorphic with (M{,,/KIf]) ®g
Sym®~2+/(St) as sl,-modules.

Now consider the composition

o "
My —>Miy— W —> g1,

which 1s the just the restriction of the natural map &; — gr M(’ € @i An
element y € M(J) maps to zero under this map if and only if y € I + ®;_1. So 1o

complete the proof, it suffices to show that for y € M(’  we have

= yedDt I(R(J)) + le(J) (b)
i—j—1

= ) e( Z DE™ a(M(J) )) +x1R(J) (©)
a=0

=y e DM WMETTIT L R (@

— y € i)g_2i+j+1(Mg._i+j+l). (e)

(/)

For (a), the implication “<=" is clear, as lel( )1 CP; 1and I N R( y S C I. For
the converse, suppose we have z € [ and w € &, with y = z + w. Because /
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and ®;_; are bi-homogeneous with respect to the decomposition R = ®R! () We
may replace z and w by their components in RE > in which case z € 1 N Rl (j and
wE X - R’U)1

For (b), just note that 1 N R( N = = D&~ ’(R )). For (c), which is really the main

point, start with the decomposition R{ @azo x{ - MEYE Tfa e ME® then
using Lemma 2.4 we find that

0 ifa>i—j;

c@g—i o) = » . |
510 = e () Dr-0) o0 a2 -1,

modulo x7 - Rl( )1
Finally, (d) follows from the remark that £( (bj)) C M(b )1 for all A, and for

(e) we use that y and D82/ +!1 (M) €171y are both contained in M ({y» Whereas

M Nx Ri71=0. O

() ()

2.7 Remarks. (i) One of the main advantages of the result is that the calculations do
not involve the variable x;, and that therefore the operator £ gets a much simpler
form. We give some corollaries below. It should be possible to get even finer results;
see 2.13 for some speculation. The only obstacle for pushing our results further is of
a purely combinatorial nature.

(i1) The theorem should not be read as saying that the images of the monomial
spaces M (’ J.) n :’Rl( ) consist of primitive classes, i.e., classes in the kernel of f. This

is simply not the case. However, to an element o € M (’ y corresponds a primitive
class ¢/, given by

(—x1)" - D"(e)
_Z n,)gl 2i—j g—2)
n>0

(Note that the sum is finite, as D" (@) = 0 forn > 0.)

(iii) For j = 1 the direct sumin (2) starts at 7 = j + 1. To “visualize” where
the various summands M/ () and R! ) lie, for instance in the definition of the multi-
plicity p(i, j), it is usually helpful to look at a picture, as in Figure 1. Recall that

the number 27 — j is the weight. The summand R‘E” ;H is the Fourier mirror image

of Rl( - The reader is encouraged to look at the examples in 2.12 below.

2.8 Corollary. Write R[g] for thering R in genus g. If2i — j < gand g < g’ then
the multiplicity of Sym# =2+ (St) in R[g'](;y is greater or equal to the multiplicity
of Sym8~**7(St) in R[g](j).

Proof. Note that

g'—2i+j+1, pgp8’—iti+1 i
D P MG — M
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factors through

g—2i+j+1. g—i+j+1 i
D M() — M, O

2.9 Corollary. Forn < £F1 we have x, # 0 in R.

Proof. Recall that x, ¢ M &_1). In the proof of Theorem 2.6 we have seen that the
kernel of the map M(;, — er¥ equals i)g_z”j“(M(gj;iHH). For i = n and
J = n—1, this says that the kernel of the map M(; |, — ory equals D€ (M(f’; 1))

But M (‘i_l) = Oforn < 83= + , so the image of x, in gr (and a fortiori also the image
in R) is nonzero. Ol

Of course it is far more interesting to have results about the non-vanishing of
classes p, in CH(J), for a general curve C. Ceresa’s theorem in [3] gives such a
result, as it tells us that for g > 3 and general C we have p» # 0in A(J). (This
follows from [3] using [10], Theorem 5.) See Fakhruddin [7] and Tkeda [11] for some
further results.

2.10 Corollary. () Ifi+j < g thenthe naturalmap R} > R Jyisanisomorphism.
(i) If0 < j < g/3 then R

() = JR’ )far all i with 2i — j < g. In this case we
have

2j
Ry = @ [Symg_Zi_j (St)]v(l"])
i=j+1
as sly-modules, where v(i, j) is the number of ordered partitions of ] with i —
parts.

Proof. By definition, for any pair (i, j) the map RIQ) — Rl('j) is surjective, $o it is
an isomorphism if and only if the two spaces have the same dimension. Note that
Fourier duality gives isomorphisms R( y = R‘(g' )’+" and JR’ oy REFTI gy
in the proof of (i) we may further assume that 27 — j < g. We have

) ; 3 k
dimg (R{;)) = Z dimg (M},).

k<i

On the other hand, with i € s[5, as on p. 473 we have IR( N = = {a € R | hla) =
(2i — j — g) - a}. Soit follows from (2) that

dimg (RE;) = Y wlk. j).

k<i

Part (i) now follows from the remark that p(k, j) = dim (M(kj)) if k <iand

{ + j < g, because then Mg)’” Jt1 — 0. (As remarked in 2.5, Mpy = 0if
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b > 2j.) The first assertion of (ii) follows from (i), since the inequalities j < g/3
and 2i — j < gimplythati + j < g. Hence (7, j) = dimg (ng)) for all indices ¢
that occur in the right hand side of (2), and as we have seen in 2.5 this is the number
of ordered partitions of j with i — j parts. O

The previous corollaries can be interpreted as non-vanishing results. The picture
that emerges is that for small ;j there are no relations in R ;. By contrast, for large j
we expect many relations. We always have R(;) = Ofor j > g— 1, and Polishchuk’s
result about the vanishing of the class of x; for j > % + 1 (see [15], Corollary 0.2)
gives that R,y = Oforallg > 4and R, _3y = Oforall g > 6. We expect that for
a given j there is a bound G; such that R(;y =forall g > G;. Infact, the conjecture
of van der Geer and Kouvidakis — see 2.13 below — predicts that Rg_o7y = 0O for all
g > (I + 1) and Rg_2141) = Oforall g > [(I + 1). The following result gives
a proof of this in the first non-trivial cases. The bounds we obtain are sharp; see the
examples in 2.12.

2.11 Corollary. For all g = 9 we have R4y = 0. For all g = 12 we have
Rg—5 = 0.

Proof. Tor the firstassertion, assume g > 9. By [15] we already know that pg_3 = 0;

this means that Sym?(St) does not occur in R, _4y. Hence to prove that R g4y = 0
it suffices, by the theorem, to show that the map £ : M é__z) —- M é __i) 1S surjective.
Anbasis for M é,__lzl) (resp. M é:i)) is the set Monf" g__14) (resp. Mon‘(gg__24)), which is in
bijection with the set of partitions of g — 4 with 3 (resp. 2) parts.

For g = 9 the map

D M(SS) :Q-x§x4@Q-x2x§—>M(75) = Q- -xx5 B Q- x3x4

is given by the matrix (360 %8); S0 it is surjective. Similarly, for g = 10 the map
D: M(96) — M(86) 1s given, for the natural monomial bases of the spaces involved,
by the matrix

42 35 0

6 15 60

0O 10 O
which has full rank.

Assuming now that g > 11 we have the relations

o@(x%?cg—s) = (g - 3)(g - 4) XoXg—q4 + 6)63)Cg_5,

g—3 g—4
@(X2X3)Cg_6) = ( 5 ))szg_4 —+ ( ’ )X?,)Cg_s + 10)64)Cg_6,
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-3 -5
D(x2x4xg-7) = (g 1 )xzxg—4 + (g ) )x4xg—6 + 15x5xg-7,
g—4

D(x3xg-7) =2 ( 3

) X3Xg—5 —+ 2Ox5xg_7.

One verifies by direct calculation that these elements are linearly independent; hence

) ) 1 3
X2Xg_4, X3Xg_5, X4Xg_g and X5x4_7 are all in the image of D : M(g > Mé, rp

But this image also contains D(x2x;x5—3—;) forall i with2 </ < g 3 and this
element 1s a linear combination with positive coefficients of x2xg_4, X; x g—2—; and
Xi+1Xg—3—;. Using induction on 7 this gives the desired surjectivity of D.

For the second assertion of the corollary, assume g > 12. This time we need to

show that D*: M¢~ ?5) M(g _5y 1s surjective.

By direct calculation we find the relations

—3 —5
D*(x3xg-7) = 36 (g 4 ) X2Xg—5 + 36 (g ) )x3xg—6

+ 180 x4x4 7,

-3 -5
O‘Dz(xg)chg_g) = 40- (g 5 ) XoXg—s5 + 3g - (g 3 ) X3Xg—6

+20(g — 6)(g — 7) X4xg—7 + 420x5x, g,

-3 —4
@2(x2x§xg—9) = 40- (g 6 ) X2Xg—5 + 40 - (g 5 ) X3Xg—6

g—6 g—7
+ 40 - 3 X4Xg—7 + 40- 5 X5Xg—g

+ 1120 XeXg—9,

-3 -5
@2()‘%?64355,’—9) = 60 - (g 6 ) XoXg—5+ 12 (g 4 )x3xg—6

-5 —7
+ 12~ (g 1 )x4xg7+60' (g2 )xngS

+ 840 XeXg—9,
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3 4
D?*(x2x3x4xg—19) = 70~ (g 7 ) X2Xg—5+ 30 - (g 6 ) X3Xg—6

g—8 g—7
+ 4g - A X4Xg—7 + 30- 5 X5Xg-8

—8
L 70 - (g 5 )X6xg—9 —+ 2520 X7Xg—10,

_4 _7
o(oz(xgxg—lo) = 120- (g 6 )x3xg—6 + 120 - (g 5 )xng—S

+ 3360 X7Xg—10-
One checks that these elements span the whole space

Q- Xoxg 5+ QX355 6+ Q- x4x5_7+Q-x5x5_7++Q-Xsxg_0+Q-X7x5_10,
g—1

(g—5)
On the other hand, for every index i with 2 < i < gT_S this 1mage also contains the
element D?(x3x; Xxg—5—;), which is a linear combination with positive coefficients
of the elements X2Xg—5,X3Xg—6, XjXg—3—i, Xi+1Xg—g4—j and Xi+oXg—5—;. From this

it follows by induction on i that £? surjects to M, fg__ls), as claimed. O

so this subspace of M é __15) is fully contained in the image of D?: M é __35) —- M

2.12 Examples. In Figure 2 we give the dimensions of all {Rb) for some low genera.
The numbering scheme is the same as in Figure 1, but we omit the part with negative
level. If in box (i, j) a number d appears, this means that dimg (JRI(J.)) = d. The

unnumbered boxes correspond to the summands IRI( D that are zero.

Note that for g = 10 there is a mistake in Polishchuk’s list of relations in [15],
Section 2.6. It is not true that x3x4 and x,x5 are both zero, as stated there; we only
have the relation 3x3x4 + 7x5x5 = 0.

Though these tables only give the dimensions of the spaces :‘R’('j), it should be
clear that with little extra work one can actually write down a basis. Alternatively,
using Remark 2.7 (i1) one can give a basis for R ;) consisting of primitive elements.

2.13. Gerard van der Geer and Alexis Kouvidakis have informed me (personal com-
munication of van der Geer) that they have a conjecture for the dimension of the
spaces R! ... Before we state their conjecture, let us introduce the notation py(n;y)
for the number of partitions of » with conditions x on the number of parts, and
conditions y on the parts. If we impose no condition, we omit X or y from the no-
tation. Thus, for instance, by pr(n; < [) we mean the number of partitions of »
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Figure 2. The structure of the ring AR for some low values of g.

with k parts and with all parts < /. Conjugation of partitions interchanges the con-
ditions “x” and “y”; for instance, pix(n; < [) = p</(n;max = k). Also note that
pa(mi=l)=pn+ki<1+1).

The conjecture of van der Geer and Kouvidakis is that dimg (IRIG)) equals
pi—; (i< g+ 1—1), the number of partitions of / with 7 — j parts and all parts at
most g + 1 —i. We make the convention that po(0; g + 1) = 1. They have verified
their conjecture for all g up to 25. Using the remarks just made, we see that the
conjecture 1s compatible with Fourier duality.

Note that the conjecture gives that the dimension of R equals p(i; < g+1—i) =
P<g+1-i(l) = pgt+1-i(g + 1), and that the dimension of R equals p(g + 1), the
number of partitions of g + 1.
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Van der Geer and Kouvidakis also have a strong version of the conjecture, namely
that the monomials x% corresponding to the permutations of i with 7 — j parts and
all parts < g 4 1 — i give a basis for R{ ;).

Though I do not know a proof for the conjecture, it is interesting to compare it
with Theorem 2.6. Namely, if 2i — j < g the conjecture gives, after some rewriting,
that the representation Sym# ~27 (St) occurs in R ;y with multiplicity

pi—j(ji=8—i) = pgt1-i(ji<i—j—1).
The correctness of this formula suffices to prove the conjecture. Note that in our
calculation of this multiplicity as the corank of the map D21/ +1: M (gj)_i Ak
M (ij), the source space has dimension pg 41—, (j) and the target space has dimension
pi—;(J).

In a first version of this paper, I had suggested that the maps D& 2 +/+! always
have the maximum possible rank. This turns out not to be true. The first coun-
terexample occurs for g = 17, with i = 12 and j = 10; in that case we look at
D*: MG, — M. in which source and target are both 5-dimensional, but which
has rank only 4.

As pointed out to me by Gerard van der Geer, the conjecture fits nicely with Brill-
Noether theory. Namely, if we fix r = 7 — j and look for the smallest j such that
JR‘(’JJ;r = (} then the predicted result is exactly what could be expected from geometry.
To be precise, given g and r, let d(g,#v) = g +r — Lrilj be the smallest positive
integer d such that the general curve of genus g has a g;. By Theorem 2.14 below,

—

having a g’} gives a relation in IR‘(]JJ)” forall j > d — 2r + 1. Now observe that the

conjecture of van der Geer and Kouvidakis predicts that JR{ J.J;r = 0 1if and only if
J = d(g,r)—2r + 1. For r = 1 this is Polishchuk’s result on the vanishing of the
classes p, for n > % + 1. For other small r, say r = 2 and 3, this can be proven
with arguments as in 2,11, but as it seems difficult to get a general result with this
method, we shall not give the details here.

In the remainder of this section, we briefly want to recall some finer results on
the structure of the tautological subring of A(.J) if we assume that the curve admits
a linear system of a given rank and dimension. The following result was proven by
Herbaut in [10] in a different formulation. Soon thereafter the result as stated here
was proven by van der Geer and Kouvidakis in [9]. It was shown by Zagier in an
appendix to [9] that the two results are actually equivalent. We shall further refine
this result in Section 4. See [14] for another proof.

2.14 Theorem (Herbaut [10], van der Geer—Kouvidakis [9]). If the curve C has a
gl thenin A(J), foralli > d —r,

Z mil . ..mpl Py oo P, = 0. (3)
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2.15 Remark. The theorem generalizes the older result of Colombo and van
Geemen [4] saying that if C has a g} then p; = 0in A(J) foralli > d. Inan
earlier version of this paper, the author had a (conditional) result, very stmilar to [10],
Theorem 4, about the vanishing of the classes p; fori > d —2r 4+ 2 in case the curve
has a gJ;. It was pointed out to me by the referee that such a result actually follows
from the theorem of Colombo and van Geemen by using the results of Coppens and
Martens in [5]. Indeed, if ¢ is the Clifford index of C', which by definition is the
minimum of d — 2r over all special gz, on the curve, then it is shown in [5] that C
admits either a g}, or a g} ;. Further, the curves C that do not admit a g , are
exceptional; see Eisenbud et al. in [6]. So indeed the existence of a gg on C implies
that p; = 0in A(J)foralli > d —2r + 3and eveni > d — 2r + 2 except when C
1s of a very particular type.

2.16. The general patiern we see is that the existence of special divisors on C leads
to relations between the generators p, of the tautological ring. One may ask if there
is a converse to this. See for instance Herbaut [10], just after Theorem 4. However,
it seems to us that one cannot expect such a converse, at least not in a naive way. The
point is that for varieties over Q one expects that the filtration Fil"CH(J) introduced
in 1.2 satisfies Fil> = 0. In particular, for curve C over Q we should have p, = 0
for all # > 3. On the other hand, the general curve of genus g over Q is also general
in the sense of Brill-Nocther theory.

As yet this is of course only speculation, but it leads to the interesting question
whether one can obtain relations between the classes p, from the assumption that
there is a non-constant map C — P! with at most three critical values.

3. The big tautological ring

3.1. Inthe rest of the paper we shall be interested in cycle relations in the Chow ring
of J (tensored with @Q; see our conventions on p. 473). Note that from now on we
will consider an operator £ on CH(.J) that lifts the operator considered before. Also
we will consider elements p;, that lift those defined in 2.2,

3.2 Definition. We define the big raurological ring Taut(C) C CH{J ) as the smallest
Q-subalgebra of CH(J) that contains the image of j.: CH(C) — CH(J) and is
stable under all operations -, x, ¥, n™ and n. Similarly, the small tautological ring
taut(C') C CH(J) is the smallest Q-subalgebra of CH(J) that contains the classes
[C](;) and is stable under all operations -, *, ¥, n* and a..

The small and big tautological rings have the same imagein A(J) := CH(J)/ ~qg;
this image is the tautological ring 7(C) C A(J) considered before. In general,
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Taut(C') is much bigger than taut(C ). To make this more precise we first recall that
by the results of [16], to be briefly reviewed below, taut(C') is finitely generated. By
contrast, Taut(C') contains the whole CH# (J); hence it also contains all CH’( "

3.3 Remark. The big tautological ring Taut(C) < CH(J) does not depend on the
choice of the base point xo € C. To see this, let x6 € C be another base point,
let j': C < J be the associated embedding, and let Taut’(C) be the resulting
tautological ring. We have j' = 15 o j with§ = [Oc(xo — x{)] € J. Note that
the class [8] € CH# (/) lies in Taut(C), as [§] = (—1)* j«([x{]). For y € CH(C)
we have the relation j.(y) = [8] * j«(¥). So j.(C) C Taut(C), and it follows that
Taut’(C) <€ Taut(C). Hence, by symmetry, Taut(C ) = Taut'(C).

3.4. Let & € CH'(J) be the class of a symmetric theta divisor. As in [16] we define
classes py, € CH’(in_l)(J) and g, € CH?R)(J) by
pn = F([J(C))n—-1)) = degree n component of F[j(C)], l<n<g;

gn 1= F (0 - [J(C)]n)) = degree n component of (6 -[j(C)]), 0<n=<g-—1

In particular we have p; = —8 and gy = g. We set p, :=0ifn <0Oorn > g and
gn:=01ifn <0Qorn > g.
If v is an element of CH(C'), write

an(y) = F((Gx¥)m))-

If y € CHY(C) then a,(v) is the degree n component of F (j.v), which lies in

CH’gn)(J). If D is a divisor on C then we write a, (D) := a,([D]). Note that, with

K the canonical class of C', we have 8 - [j(C)] = %j*K + [0]; see [16], Section 1.
Hence

g =11+ LK) itn =0; -

" Laa(K) ifn # 0.

3.5. Write £ := ¢1(£Ly), with £ as in 1.1. As in [16] we define, for n € Z g
and ¢ € CH(J), an operator A,(a) € End(CH(J)) by An(a)(b) = a %, b :=
(p1+ p2)«(£" - pia- p5b). Forn < 0 weset Ap(a) := 0.

Let y be an clement of CH(C). Given integers m > 0 and n > 0 we define
Zmn(y) i=ml- Apg((Jx¥Yon+n). Hm <Qorn <O0Oweset Z,.(y):=0.If Dis
a divisor on C we write Z, ,(D) := Z,, »([D]).

The operators ¥, considered in [16] are given by

o id+ 1 Zoo(K) = g-id if (m.n) = (0,0);
et 3 Zma(K) else.
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Further, Polishchuk introduces operators X, », and X, , given by
fm’n = m! » An([C](m+n_2)) aIld Xm’n = Nm’n — mnYm_l’n_l.

Note that the X, , and fm,n canbe non-zeroonlyiftm +n > 2. lf m <Oorn <0
thenweset Yy n = Xmn = X 1= 0.
The first main result of [[16] 1s that we have the commutation relations

[Xm,nu Xm’,n’] = (m/n - mn’) : Xm+m’—1,n+n’—1:
[Xm,na Ym’,n’] = (m/l/l — mn’) . Ym+m’—1,n+n’—1,
[Ym,na Ym’,n’] =0,

where in the second line we restrict to elements X, , withm+n > 2. These identities
can be interpreted as saying that a suitable Lie algebra acts on CH(.J).

The triple (X2.0/2, X1,1, Xo,2/2) defines the action of sl, on CH(J) as in 1.3.
The operator D := % X5, will play an important role in what follows; note that it 1s
given by D(x) = [C](g) * x and that it maps CH{;,(J) to CH{;y' (1).

The second main result of [16] is that taut(C') is generated by the classes p,
(1 <m < g)and g, (0 < m < g — 1), and that O acts on it as the differential
operator

m-+n
2 > ( ; )Pm+n13pm3pn

m,n>1

-+ Z (m -|—nl”l N 1)‘]m+n—1aqmapn - Z Gm—10py;-

mn>1 m>1

(5)

(Polishchuk also has explicit formulas for the other operators X, , and Yy, ,; for
these we refer to [16].) Note that if we say that £ acts as the operator (5), the formal
meaning is that we consider the polynomial ring Q[{pm}1<m<g. {qm}o<m=<g—1].
where we now view the p,, and g,,, as indeterminates; then the natural homomorphism
Q[pe,ge] — taut{C) < CH(J) intertwines the differential operator given by (5)
and the operator D.

The main purpose of this section is to extend Polishchuk’s results to the big
tautological ring, as follows.

3.6 Theorem. (i) The big tautological ring Taut(C) is generated, as a Q-algebra,
by the classes p,, and a,, (D), for m > 0 and D a divisor on C.

(ii) Let D+, ..., Dg be divisors on C, and let R be the Q-subalgebra of Taut(C')
generated by the classes pm, qm and ay,(D;) form = 0andi € {1,...,s}. Then
R is stable under the operations -, *, ¥, n™, ny and D, and D acts on it as the



490 B. Moonen CMH

differential operator

m+n m-+n—1
%. Z ( i )pm+n13pm3pn+ Z ( " )Qm—l-nlaqmapn

m,n=>1 mun=>1

+ Z 2. (m e )am+n1(Di)3am(Di)3pn — D dm-10pye

i=1mn=>1 m>1

(6)

For the proof of this result we will closely follow the arguments of [16].

3.7 Lemma. Let D be a divisor on C. Then for any n = 0we have Zy ,(D)(x) =
nl-ap(D)-x.

For the proof we refer to [16], Lemma 2.4.

3.8 Proposition. We have the commutation relations

@ [Zmn(D), Zpww(D)] =0,

(b) [Xm,nsXm’,n’] = (nm’ —mn’) - Xontm'—1,n4n'—1,

©) [Xos Zow (D)) = (nm’ —mn') - Zyy iy 1,040 -1(D),
where in (c) we restrict to elements Xp, o withm +n > 2.

Proof. Relations (a) and (b) were proved in [16]; see loc. cit., Theorem 0.1 and the
remark following Lemma 2.5. Part (¢) can be proven by the same arguments as in
the proof of [16], Theorem 2.6. Instead of giving full details, let us note that (¢) also
follows from [17], Theorem 2.1. To make the connection, let us first note that, since
we work over a field, the term v that appears in Polishchuk’s relation is zero, and
also all terms pj(a) vanish. (Note that g > 1.) Hence, taking a = C and a’ = [D],
loc. cit., Theorem 2.1 reads

[Tk (m., C), T (m", [D]D] = (km'" — k'm) - Ty jr—1(m + m',[D]), (7)

where

Te(m.C) =Y ”;—T ux and Te(m'.[D]) =) ("31) Z, 1w (D).

n>0 =0

As (7) holds for all m we obtain, using (a), that

[Xn,ks v k’(D)] [ n.ks v,k’(D)] = (kv - k/n) ’ Zn+v—1,k+k’—1 (D):

which is relation (¢). [l
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3.9. Proof of Theorem 3.6. Let Dq,..., D, and R be as in (ii) of the theorem.
Consider the polynomial ring

R:= Q{pmbm>1: 1gmIm>0, {@m(Dy)}m>0,1<v<s]

and let 7: R — R be the natural map. Define D to be the differential operator on R
given by (6).

We first prove that R is stable under £ and that the action of O is given by (6),
in other words, 7 o D = D o 7. The first step in the proof is to show that if x and y
are any of the variables py,, gm or a;m{(D,) then

7 o[[D.x],y] = [[D.x]. y]om; (8)

(YL

here “x” stands for “multiplication by x” on R (resp. on R), and likewise for “y”.
Note that if (8) holds for the pair (x, y) then it also holds for (v, x), as follows from
the Jacobi identity, using that [x, y] = 0. It follows from Polishchuk’s results in [16]
that N

m oD, pm] = [D, pm] o 9)

for all m, as D is the sum of the operator given by (5) and an operator that com-
mutes with p,,. Because of the relation (4), it only remains to verify (8) for elements
X = am(D;) and y = a,(D;). Direct calculation gives [[D, a,u(D;)], an(D;)] =
0. On the other hand, using Lemma 3.7 and Proposition 3.8 we find that also
[[D, am(D;)], an(D;)] = 0. Hence we have (8).

By induction on the degree it follows from (8) that for all F € R we have

7([D. am(D)(F)) = [D. am(D,)](7(F)). (10)

Note that to start the induction we need to prove this relation for F° the unit element
of R, which maps to the class [/] in R. Then the LHS of (10) is zero. The RHS equals
[D, am(D)([T]) = D(am(Dy)) — am(Dy) - D([J]). which is zero, too, because
D([J]) e CH'(J) = 0 and D(am(Dy)) € CH’(’,’,n_)1 (J} = 0. Hence we can start
the induction, and we get the relation (10). In particular, using (4) we find that

70 [D, gm] = [D, gm] o 7. (11)

By another induction on the degree it follows from (9), (10) and (11) that = (f) (F)) =

D(7(F)) forall F € R, which is what we wanted to prove.

By definition R C CH(J) is stable under intersection product, and as just
proven it is stable under £. As the Fourier transform can be calculated as ¥ =
exp(e) - exp(— f) - exp(e) (see [16], end of Section 1, or [18], Lemma 1.4), R is
also stable under ', and hence also under Pontryagin product. The generators of R
are homogeneous (for the usual grading by codimension), so R is a graded subal-
gebra of CH(J), and because for y € CH’(J) we have y € CHIQ)(J) if and only
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if #(y) e CH® 't/ (J), we find that R is stable under Beauville’s decomposition,
hence also under all n* and n.. This proves (ii) of the theorem.

Finally, let 7/ C Taut(C) be the Q-subalgebra generated by all classes pm, gm
and a,, (D). By the results just proven, T is stable under all operators -, *, ¥, n*
and 7, and as T contains the image of j. we conclude that 7" = Taut(C). 0

3.10 Corollary. Let D be a divisor on C, and consider the Q-subalgebra R C
Taut(C) generated by the classes pm, Gm and am(D). Then for allm > 1+ % the

class a, (D) lies in the ideal of R generated by the classes g, with 1 <n < gT“.

Proof. Write a,, 1= an(D). Let S C R be the subalgebra generated by the classes
Pm form > 2, together with all ¢,,, and a,,,. (So the only generator we exclude is p;.)
Then S is stable under O and sois theideal / = S-g1 + -+ S -gg—1. The induced
operator £ on S/ is given by

m-+n m+n—1
5 Dl () PSR AR Dl Ly T

manz=1 mn>1

First suppose g 1s even. Consider the element a, p forsomeu > 1. By induction
we find that D" (a1py).for 0 < n <u —1,is alinear combination with coefticients
in Z>o of erms ag pm, - .. Pm, , suchthatk +my +---+my—p =2u+1—n. In
particular, D~ (a; p¥) is a linear combination of terms ag py, with k +m = u + 2,
and again applying D gives D¥(a; Py) = c-ay,4 for some positive integer ¢. (One
readily sees that ¢ is non-zero.) Now use that for all v > g/2 we have a;p¥ = 0
inS/1I.

Similarly, if g 18 odd, we start with the relation aq p3 p3 = O foru > g1 and
applying D* we obtain that a, ;, = 0in /1.

This shows thata,,, € [ - Rforallm > 1+ %. Finally use [16], Proposition 4.2,
which tells us that already in the small tautological ring taut(C) C R the ideal
(q1,.-..9g—1) 18 generated by the classes g, withn < gTH. O

4. Cycle relations in the Chow ring

4.1. As before, let C be a complete non-singular curve of genus g > 2. Choose a
base point xp € C, and let £ be the Poincaré bundle on C x J, normalised such that
L(xox g 18 trivial.

From now on we assume € has a complete base-point free g7, say |I'|. Write
V= H%C.T"),andlety: C — P(V") = P" be the morphism associated to the
linear system. If there is no risk of confusion we simple write P := P (V).
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Consider the incidence variety
Y:={(P,t)eCxP|LCHC,T-P)},

and letg1: ¥ — C and g»: Y — [P be the two projections. As in van der Geer—
Kouvidakis [9] we want to apply Grothendieck—Riemann—Roch to the line bundle
M = (g1 xid)*£ on ¥ x J and the morphism (g2 xid): ¥ xJ — P x J. Our
main task 1s to refine their calculations so as to make them work on Chow level.

4.2 Proposition. We have
ch((g2 X id)e M) = F (ju([C] — 1K) — F (ju([C] — 1K —[I]) - exp(~h).

¥ hl
F Ul - Y (el - 3K - 1) - 2

i=1

where we identify CH(P x J) = CH(J)[h]/(h"tY), with h the hyperplane class
onP.

Proof. Consider the rank r vector bundle £ on C whose fibre at a point P is
H°(C,T' — P). More formally, let 7y, m5: C x C — C be the projections; then
E 1= 73 (7] Oc (I') ® Oc x¢ (—A)), which by our assumption that |I"| is base-point
free 1s indeed locally free of rank 7, and which sits in an exact sequence

0—F —V®0c— Oc(l')y — 0. (12)
As Y — C 1s the projective bundle associated to £ we have

CH(Y) = CH(C)[H]/(H" —[I']- H"™Y),
where H := ¢1(Oy(1)). If we have classes «; € CH(C), almost all zero, then
q1.4(2j0 @/ H') = a1 + [['] - @,. Also note that Oy (1) = g3 Op(1), so if

h := ¢1(Op (1)) € CH'(P) is the hyperplane class on P, we have H = g3 (h).
Let p1: Y xJ — Y and po: Y x J — J be the projections. GRR gives

ch((gz x id)s M) = (g2 x id)+(ch(#) - pT Td(Y/PP))

=" pau(ch(M) - p}(TA(Y/P)- H™™)) i

i=0
We calculate ps s by first pushing down to C x J and then pushing down via the
projection map pr,: C x J — J. This gives

ch((g2 x id)xM) = > pry . (ch(L) - prigy . (Td(Y/P) - H™)) - b
iTO (13)
=Y F(jequ(TdY/P)- H)) - h'.

i=0
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Next we use that Td(Y/P) = Td(Y/C) - ¢ Td(C) - g5 Td(P)~!. But g3 Td(P) =
Td(V ®; Oy (1)), so using the exact sequences (12) and

0— Oy — (gTE)1) — Ty;c — O

we find that Td(Y/P) = ¢*Td(C) - Td{g* Oc(I') ® Oy (1))”". Now

Td(g; 0c(M ® Oy (1)~ =Y % ([T]+ =)™

m=0 —I_l)'
(—1) - G R L —
mXE%(m—Fl)' 7+ 1) mZH( ! ’
so we find
[T] if i =0;

q1,«(Td(Y/P) - H™) = {(—11);‘1 (€)= 1K)-([C] =[] ifi >0,

Putting this back into (13) we get the proposition. O

4.3. 'To apply Proposition 4.2 we need some notation. We introduce classes ¢; (I')
that are the Chern classes of a vector bundle for which the classes a,(I") defined
in 3.4 are the components of the Chern character. Concretely, choose a divisor [" in
the linear system such that I' = Q1 + Q2 + -+ 4+ Q4 for distinct points Q; € C.
Let L; be the restriction of £ to {Q;} x J, and define W := L1 & --- & Ly. We
then have a,,(I") = ch,,(W). Now define

ci(TYy:=c;(W) and c¢/(T') = c;(W).

By construction we have

exp(Z(—l)m_l(m _ 1)!am(F)tm) — ¢i(T).

m=>1

4.4. Consider the situation as in4.1. Let A be the vector bundle of rank d on P x J
givenby N := (g X id)«M ® Op(1). Our GRR calculation gives

hn
ch(A) = F (ju[IT) + Y F(j(C] = 3K)) - —

n>1
SO

cho(N) = ao(l') =
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and
Pm—n — %am—n (K) L

form > 1.
n!

chy(N) = an(T)+ Y
n=1

The non-trivial information we have is that

cr(N) = eXp(E(—l)m_l(m - 1)!chm(w)rm)

m=>1

is a polynomial in r of degree < d. The RHS equals

(=" o — D! ppnh™t™
¢t (') - exp ( Z | )
l<n<m Bl
(D" m — D apmen (K)"t™
"XP Z 2-n! )
1<n<m

(Note that we may take » < m 1in the second factor, as py = 0.) Separating terms
according to their type in the Beauville decomposition this gives that for every j > 0
the expression

ce(l)- ( 3 (=)™ — 1)! pm_nhntm)j

n!

(14)

Z (D™ m — 1)!am—n(K)hntm)

2-n!
1<n<m

is a polynomial in ¢ of degree at most d.

4.5. In the relation we have obtained we take j = r. Note that 2" ! = 0. Hence

( y CDm 1)!pm_nhnrm)" = (D" = 1)t pecie™)’

n!
l<n<m m>2

= (Z(—l)mm!pmtm)r N

m>1

We define B(i, s) as (—1)’ times the coefficientof " in (Y, . (—=1)"m! pput™)’; s0

B(i,s) = Z mi!oomsl s Py o Py (15)

ml ..... g
mi+-—tms =i

Then the relation we find is that ¢, (T') - Y7, (—1)' B(i, r)¢’ is a polynomial in ¢ of
degree at most d — r. In particular, this gives the following result.
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4.6 Theorem. Let C be a curve with a g7, Let I be a divisor in the linear system.
Define elements c,(T") as in 4.3 and elements B(i, s) as in (15). Then we have

B(i.r)=c(I) B —1,r)—co(T)-BG —2,7)+ -+ (=Dc;1 () - B(1, r).

foralli >d —r.

Note that without loss of generality we may assume that the g7 is complete and
base-point free. Passing to the quotient of CH(.JJ) modulo algebraic equivalence we
recover Theorem 2.14.

4.7. The relations in Theorem 4.6 are only the tip of the iceberg. There is an
abundance of further relations. There are at least three methods we can use: (i) Take
other values for j in (14); (ii) Apply the operator D to relations we have found;
(iii) Use that if the curve has a gJ; then it also has a gz,__ll. The main difficulty is
to extract manageable information, and here we have little to offer. So we confine
ourselves to some simple examples of how we can get more relations.

4.8 Example. We consider the relations we obtain by taking j = r — 1 in (14). We
have

1Y Lon — 1) p,,_ hBpmNTTL
Z (=" (m = D! pm—n ) — A BTV Ay T

l<n<m nl
with -
Ay = (Zl(—l)mm!pmzm) - ZO(—I)”B(v,r — 1y,
m= >
and
A, = r;l -(Z(—1)m+1(m+ I)Tpmtm) : (Z(—nmm!pmrm)r_z
m=>1 m=>1
r—1
— : (D)™ m + D! ppt™) - (—1)’ B(v,r —2)1").
(2 ) (X )
On the other hand,
_1ym—1 _ ' ypen hm
exp( 3 (=)™ (m 21')]'16; (K)h'"t )
1=<n<m

=1+ 3 (0" mtan®0™) - he (mod %),

m=>0
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So we obtain from 4.4 thatc,(I")- > . ,(—1)" B(v, r — 1)¢¥ is a polynomial of degree
<d + 1—r,and that

¢ (T) - {(Z(—l)”B(u,r _ l)r") - (Z(—l)mm! am(K)tm)

>0 sz

+ =D (D" on+ D pmt™) - (DD Bv.r — 2 )}
mzl v=>0
is a polynomial of degree < d — r.
Concretely this means that
i—1
> (=D"ca(TYBG —n,r—1)=0 foralli >d+2—r (16)
n=0

and

3 en@) - {1 — = 1)) B — Daty i (B)
n=0 >0 (17)
+ =1 =D =i+ 1= 0} B, r — Z)pn_i_v} ~0

v>0

foralli >d +1—r.

4.9 Example. Consider a curve with a gcll;so wetake r = linthe above. Theorem4.6
gives
= .
pi = (—1Y ™t e, (D) p, foralli >d.
r!
v=1

Applying D we get, using Theorem 3.6,
i—1

—1itvyl
—qi—1 = Z #Ci—v (Tgv—1
— !
i—1 :
Dt t fm v —1
DD D e [ EARRT( YL e A ()
v=1m>1 ’

Now use that d,, ry(cx (T)) = (=)™ Ym — 1) cg—_n(T). So we find that

i—1

-1 i—i—va
—gi—1 = Z %Ci—v(r)%}—l

v=1

DAY 1) !
+ . )

v=1

foralli > d.
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4.10. Next consider a curve with a gﬁ, ie., we take r = 2. TThe first type of
relation we have is the one give by Theorem 4.6, which for every i > d — 1 gives
an expression of B(i,2) = Z;n_zll mt(i —m)! pm, pi—m as a linear combination of
terms ¢, (I') - B(i —n,2).

Next we can use that the gfl gives rise, in several ways, (0 a g}i_l. Concretely,
letT = Q1 + -+ Qg be one of the divisors of the g7, where the Q; are distinct.
Fors € {1,...,d}let T® := T — Q,. Applying Theorem 4.6 to the gl ’s thus
obtained we get relations

1 i—1

pi =), Gl (TY) p, (18)
[ b1
foralli >d —landall s € {1,...,d}. Summing over s this gives
1 i—1 ‘
pi=—— Z (=D ord +v—i) ey (D) py, foralli >d —1. (19)
d-i! —

Thirdly we can apply what we found in 4.8. Equation (16) gives

1 i—1 '
D= vt (D) py foralli > d

j =
i!
v=1

P

which also follows from (18). Equation (17) gives
i n—i '
2.2 EDTT =i =)l py en(T) dpy o (K) = 0. (20)

n=0v=1

(Recall that the elements a; (K) are essentially the classes g;; see (4).)
Finally we can apply the operator O to relations that we have found. For instance,
applying O to the relation in Theorem 4.6 we find a relation

i—1
0= U™ m-(m+ D cim-1(T) P
m=1

i—1 i—m—1

+ 2 Z Z (_1)m+u u - ulm! au(r)ci—m—u—l(r) Pm
m=1 u=0

i—1 i—m—1

+2-> 0 Y =D u+ D! gy Cimmeu—1(T) pm =0

m=1 wu=0

forall i > d — 1. Using this identity we can express the classes p; fori > d — 2 as
linear combinations of the p;_, (v > 0) with coefficients in Q[g,,, @, (T');m > 1]. It
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seems that these relations (for i > d — 1) do not, in general, follow from the relations
we have already obtained in (18), (19) and (20).

In conclusion, we have relations between the generators py,, 5, and a,, (I") galore.
At this stage, however, we do not have a simple set of generators for the whole ideal
of relations.

4.11. A general curve of genus g has gonality [£] 4+ 1. As Polishchuk shows
in [16], Proposition 4.2, in the small tautological ring taut(C) all classes p,, with
m > (g/2) + 1 lie in the ideal generated by the classes ¢, for » > 1. So one might
expect that if the curve has a gal,, all classes p, with n > d should lie in the ideal
({gn}n=1). at least for a suitable choice of a base point. This, however, is probably
too optimistic, except in special situations. (The main difficulty in disproving this
lies in the dependence on the base point.)

As an example of a special situation, suppose the curve has a g/, of divisors I’
that are (rational) multiples of the canonical class K. In this case all ¢; (I") are in the
ring Q[q;;1 > 1]. We find, for all i > d — r, that B(7, r) is an element of the small
tautological ring, and lies in the 1deal generated by the classes g;. We can push this
a bit further by applying the operator . Before we state the result let us formulate
a lemma.

4.12 Lemma. Given integersi > s, define

C(i,s):= Z il coaiigh s Doy v s B

Then
i1 —s—1)!

DHCl,s) =
foralli = Oands > 1.

Proof. Change to the variables y, := (n + 1)! p,41. Then D acts as the operator
&1 + €, with

81 = Z Vimtn 8m8n and 82 = Z m;_n * Vm+n aman
m,p>1 m,n=>1
Letting
C'kos)i= 3. YayursVng
ny 11 e ;fss:k

it is clear that D*~1(C'(k,s)) = ¢ - y; for some rational number ¢. Our goal is to
prove that ¢ = (k +s)! (k—1)!/(k —s)! (k + 1)!. This can be checked by evaluation
atthe vector 1 := (1,1, ...).
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On Q[v1, y2,...] consider gradings d and § given by d(y;} = 1 and 8(y;) = i.
Suppose f is homogeneous for both. Then one finds without difficulty (reduce to
monomials) that &, (f)(1) = d(d —1)- f(1)and E,(f)(1) = 8(d — 1)- f(1). Note
further that &; and &€, both decrease d by 1 and preserve . Hence, by induction
onn <s—1,

(k — DIk + s)!
k—sNk+s—m)l(s—1—m!

and taking n = s — 1 gives the result. O

D(C" (k. s)(1) =

4.13 Proposition. Assume the curve C has a g}, of divisors I such tharI' € Q - K
in CHY(C). Given integers g, i and r, let

r—1 ’ ; .
wern=3 () (20 (12020
a=0

Then py lies in the ideal generated by the classes qq, for all k > d + 1 — 2r with
W(g,k+r—1,7) #0.

A similar result has been obtained independently by Fu and Herbaut 1n [8]. Their
result assumes the nonvanishing of a certain numerical factor A(r,d, g), called the
Castelnuovo number. We have the relation W(g,d —r + 1,r) = (d — 2r + 2) -
A(r,d, g).

Proof. Theideais toapply D! to therelation B(i, r) = Zi;ll (—1)*le, (TYB(i—
n,r)fori > d — r that we have obtained in Theorem 4.6. Since all elements ¢, (I'")
are in the ring Q[g;:! > 1] it is easy to see that D" ! applied to the RHS gives an
element in the small tautological ring that lies in the ideal generated by the classes g;.
(Keep track of the number of terms p and g after application of the operator £, as in
the proof of [16], Proposition 4.2.)

On the other hand, it is clear that D" (B(i, r)) is a multiple of p; 41—, and in
fact we claim that

D HBGr)=rt(r =G =) -W(g. i) pitir.
This indeed gives the stated result. To prove this identity, note that B(i,s) =
Yoo (&) p4C(Gi —a,s —a). (To see this use that B(i,s) is the coefficient of ¢’
in (), m! pmt™)’, and separate the terms with m = 1 from those with m > 2.)

Now we use Lemma 2.4, which (after replacing x; by pp) is still valid in the present
situation. We find

r

DB ) =Y () DN pIC —a,r —a)) =

a=0
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r min(a,r—1) ; (r— 1)1 al i—a—g+b
:Z — (a)(i’—l—b)!(a_b)!( b )

PP DI (C —a.r — a)).

Butit is clear from the explicit shape of the operator D that D"~ (C(i —a, r—a)) =
0if b < a. So we find, using Lemma 4,12,

- _ N =Da! fi—g\G—a)G—r— 1)
D I(B“”‘)):Z(a)m(a G2 rar P

a=0
=rtr =@ —r)-W{g,i,r) pitir.
Setting £k = 7 + 1 — r we obtain the proposition. O

Of course, 1f C has a g/, then one can also proceed as in Remark 2.15 and use
what we have found in Example 4.9. This gives expressions for the classes py for
k >d+2—2r,orevenk > d + 1 — 2r, as linear combinations of elements
Cik—y (I py for v < k, where |T| is some other linear system on C that calculates
the Clifford index.
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