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A quasi-periodic minimal surface

Laurent Mazet and Martin Traizet

Abstract. We construct a properly embedded minimal surface in the flat product,]!- M IP which
is quasi-periodic but not periodic.
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1. Introduction

Quasi-periodicity is a popular subject in both mathematics and physics. Probably
the most famous examples are Penrose's quasi-periodic tiling, and quasi-periodic
crystals.

Recall that a planar tiling T is quasi-periodic if any finite part of the tiling repeats
infinitely many often. In other words, for arbitrary R > 0, the tiling T contains an

infinite number of translation copies of T fi /KO, R) where B(0, R) is the ball of
radius R centered at 0.

Of course, for minimal surfaces, it is too much to ask that a part of the surface

repeats exactly, because then by analytic continuation the whole surface would be

periodic. We are thus led to the following definition, which was suggested to the

authors by H. Rosenberg.

Definition 1. A complete minimal surface M in R3 is quasi-periodic if there exists a

diverging sequence of translations (Tn)„eiu such that T„(M) converges smoothly to
M on compact subsets of R3.

While writing this paper, the authors discovered that the same notion had been

introduced by Meeks, Perez and Ros in recent papers ([11], Theorem 1, [12], Definition

1, [13], Definition 1.5).
Of course a periodic minimal surface is quasi-periodic. A natural, and open, question

is whether there exists quasi-periodic minimal surfaces which are not periodic. In
this paper we answer this question when the ambient space is the flat product R2 x S1

instead of R3. The definition of quasi-periodicity is exactly the same in this case.
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Theorem 1. There exists a complete embedded minimal surface in IK2 x S1 which is

quasi-periodic but is not periodic. This surface has bounded curvatureinfinite total
curvature, infinite genus, infinitely many ends and two limit ends.

Let us now explain informally how this surface is constructed. H. Karcher has

constructed a family of doubly periodic minimal surfaces in R3 which he called the
"toroidal halfplane layers" [4], They were the first complete, properly embedded,

doubly periodic minimal surfaces to be found since H. Scherk's classical example.
The toroidal halfplane layers have two periods: a horizontal period T and a vertical
period (0, 0, 1). We may identify the quotient of R3 by the vertical period (0, 0, 1)

with R2 x S1. So the toroidal halfplane layers project to simply periodic minimal
surfaces in R2 x S1, with period T. They have genus zero.

A very successful heuristic to construct new examples of minimal surfaces is

to start from a simple example, and to complicate it by adding handles. One can
start from a very symmetric example and break the symmetries by adding handles at
suitable places.

Several people have added handles to H. Karcher's toroidal halfplane layers. Hie
first one was F. Wei [18]. He was able to add one handle per fundamental piece in a

Figure 1. Left: one of Karcher's toroidal halfplane layers. Right: one of the Wei surfaces. A
fundamental domain is highlighted for each. Both surfaces extend periodically vertically and

horizontally. The fundamental domains of these two surfaces are the basic building blocks for
the surface we construct: we assemble them in a quasi periodic, non periodic way. Computer
images made by the authors using J. Hoffman's MESH software.

periodic way. The resulting surfaces have infinite genus in ^xS1 and are periodic.
W. Rossman, E, Thayer and M. Wolgemuth [16] have added handles in various ways
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to the toroidal halfplane layers, still requiring periodicity. Recently, the first author

was able to add one single handle to the toroidal halfplane layers, without requiring
horizontal periodicity. The resulting surfaces in M2 x S1 have genus one and are not
periodic anymore.

In this paper we add an infinite number of handles to the toroidal halfplane layers,
so the resulting surface have inhnite genus, but without requiring horizontal periodicity.

In fact the placement of the handles will be prescribed by a sequence of integers
(Pi)ie%• If this sequence if quasi-periodic but not periodic, (he resulting surface will
be quasi-periodic but not periodic.

To construct our surface, we follow the main lines of H. Karcher's conjugate
Plateau construction. The principle is to first construct a minimal surface with boundary

made of straight edges. Typically this surface is constructed by solving a Diriclilet
boundary value problem on a polygonal domain with piecewise linear boundary data.

(The boundary data may take on inhnite values, in which case this is called a Jenkins-
Serrin type problem.) Then one considers the conjugate minimal surface which is

bounded by planar geodesies. If the polygonal boundary of the first surface is well
chosen, the conjugate surface will extend by symmetry to an embedded, complete
minimal surface. Adjusting the lengths of the edges so thai this is the case is called
the Period Problem. Hie difficulty of solving this problem is the main limitation of
the method.

We add one more step to this construction. We first solve a Dirichlet boundary
value problem for the maximal graph equation, with piecewise linear boundary data.

Then we consider the conjugate function, whose graph is minimal. Then as above

we consider the conjugate minimal surface, solve the Period Problem and extend by
symmetry. So there are two consecutive conjugations, although of a different nature.
The advantage of this approach is that part of the Period Problem (namely the vertical

part) will be automatically solved. More details on maximal surfaces will be given
in Section 2.

In our case, since we add infinitely many handles in a non-periodic way, we are

faced with an inhnite dimensional Period Problem. We begin by adding a finite number

N ofhandles. We solve the Period Problem using the Poincaré-Miranda Theorem,
which is a natural /V-dimensional extension of the intermediate value theorem. Then

we let N -> Co.

2. Preliminaries

2.1. Minimal and maximal graphs. Let u be a function on a domain Q, C M2. The

graph of a is a minimal surface if u satisfies the minimal graph equation

(1)
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This equation is equivalent to the fact that the conjugate 1-form

dV*
Ux dv - "y dr

yi + iv«|2
• yi + ivup

is closed. Locally, dT,, is then the differential of a function T,( called the conjugate
function. Then v 4',, is a solution of the maximal graph equation

Vw \div =0. (2)
V/l - |Vu|2/

lliis is called the maximal graph equation because v satisfies (2) if its graph is a

maximal surface in the Lorentzian space L3, namely a space-like surface which is a

critical point for the area functional.

Conversely, let v be a solution of (2). Then the conjugate 1-form

l'y Vy
il <!•>,• t/.v — zdy

y/1 - |VU|2 y/1 - IVU12

is closed. Hence locally d<bv is the differential of a function u <I\, which solves

the minimal graph equation (1). Moreover up to a constant, u.

2.2. The Dirichlet boundary value problem. Let £2 C K2 be a bounded domain.
Let v: Q —> M be a smooth function satisfying (2). Then Vu < 1 hence v is

Lipschitz and extends continuously to dQ,, so we can talk about the boundary values

of v. (For this to be true, we need some regularity of the boundary of Q. All the
domains we consider will have piecewise smooth boundary.)

We need to construct solutions v of the maximal graph equation (2) in 12, with
prescribed boundary values, and with singularities at some prescribed points inside
12. For this we use the following theorem, which is a consequence of Theorem 1 in
[5] and Theorem 4.1 in [2]:

Theorem 2. Let 12 c 31 be a bounded domain. Let S c 12 be a finite set (the

singular set). Let q>\ 312U^ -*Rbe a given function such that

I (pip) - (p(p') I < da(p, p') for all p, p' 6 912 U 4, p £ p', (3)

where the inequality is strict whenever the segment [p. p'] is not contained in 912.

Then there exists afunction v : 12 1R which satisfies the maximal graph equation (2)
in 12 \ St with boundary data v cp on 312 U S. This function is smooth in 12 \ S.

(Here <7q is the intrinsic distance of 12, so if 12 is convex, itagrees with the Euclidean
distance.)
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2.3. Some complements on the correspondence v 4>„. Since we obtain
solutions v to the Dirichlet problem for (2), we need to understand the behaviour of the

conjugate function near the boundary. The first result describes the behaviour

near the boundary of the domain 12.

Lemma 1 ([3] and [9]). Let v be a solution of (2) on 12 and T c 312 be an open
straight segment oriented as 312. Then fTdv \T\ ifand only if<L>v diverges to +oo
on T.

Now we shall describe the behaviour near a singularity in the domain. Let v be a

solution of (2) on a punctured disk B* (with B {(.v, v) G K21 x2 + y2 h r2}). Then
the conjugate function u 4>,. is not well defined on B*; actually, it is multivalued
in the sense that when we turn around the origin we need to add a constant to it : this

constant is given by / d<Lv where y generates tt\ (IDA). If this constant vanishes, it
is well defined and so extends smoothly to the whole disk; v then also extends to B
and the origin is a removable singularity for v.

In the case fyd<i>v f 0, the graph of the multivalued function it has then the shape

of a half-helicoid. On the boundary of the cylinder B x R the graph is bounded by a

helix-like looking curve. It is bounded by a vertical straight line above the origin.
In fact in the paper, we are always in the case where v is positive and vanishes at

the origin. This first implies that fy ^ 0. Besides, Theorem 4.2 in [9] proves
that the graph of it is bounded by a vertical straight line above the origin.

2.4. Convergence of sequences of solutions. We shall study many times the

convergence or the divergence of sequences of solutions to (2), In this subsection, we

expose some results that we will use. Actually, these results were developed by the

first author in [7], [9] for solutions of 1 ); the correspondence it and v T„
translates them to solutions of (2), Here the convergence that we shall consider is the
Ck convergence on compact subsets of the domain for every k.

So let us consider a sequence (vn)n^ of solutions to (2) which are defined on
a domain £2. We first notice that since each vn is Lipschitz continuous there exists

a subsequence of (v„ — v„(q)) (where q G £2 is a fixed point) that converges to a

Lipschitz function o on £2; but the convergence is only C° and v is a priori not a

solution to (2). However, since we have convergence on £2, we can talk about the

boundary value of the limit.
To study the smooth convergence, we first dehne the convergence domain of the

sequence by
<®((u«h,eii) {p G £2 sup{IVu„I(/?)} < 1}.

n

d3((vn)nejj) is an open subset of Q and on each component kT of it, there is

a subsequence of (vn — vn(q))nejj converging Ck on compact subsets of 12' to a
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solution v of (2), where q is some fixed point in £2'. We notice that all solutions
of (2) that we shall consider are bounded by 1; thus we do not need to use the
vertical translation by vn(q) to ensure the convergence. Besides £2 \ s8((vn)„e is
the union of straight lines U( L,, where each Li is a component of the intersection of
a straight line with £2. The are called divergence lines of the sequence (u„)>bïN
since sup„{| Vo„ ](/?)} 1 for p e L( ; more precisely we have

Lemma 2. Letp be a point in a divergence Une L, then a subsequence of (Vu„ (p))t
converges to one of the Wo unit generating vectors of L.

Besides, ifT is a segment in L, it holds that fTdvn -> ±\T\ for a subsequence.

To ensure the convergence of a subsequence of (vn)neN >n £2 it then suffices to

prove there are no divergence line. The above lemma is one tool in that direction.
The following one is another.

Lemma 3. Let us assume that one part of the boundary ofQ. is a segment [a, b\. If
for every n \ vn(a) — vn(b) | \a — b\, then no divergence line can end in the interior
of [a, b].

Actually in this paper, the solutions are not defined on the same domain £2 : we
have in fact a sequence of domains (£2„)„6ii and each solution v„ is defined on £2„.

So to make sense to the above definition we need to introduce the limit domain

Qco [J Int( n ^)-
jpftf'I

'

k>p

A point is then in £2^ if a neighborhood of this point is included in all £2/,- for k

great enough. With this dehnition, we have anew the convergence domain and the

divergence lines by replacing £2 by £200.

We notice that when (£2„)„^{j is an increasing sequence, £2oo is simply the union
of all the £2„. In this paper, the sequence £2„ is often £2 \ S„ where Sn is a locally
linite set of points. If ($„ converges on compact subsets to a locally finite subset So©

then £2oo £2 \ Soo-

3. The fundamental piece

3.1. The Dirichlet. boundary value problem. In this section we solve a Dirichlet
boundary value problem for the maximal graph equation (2) in an inhnite ship. The
solution v will have singularities at some prescribed points. Hie position of these

singularities are the parameters of our construction. (Each singularity is responsible
for one handle of the minimal surface we are constructing. In later sections, we will
adjust these parameters so that the Period Problem is solved.)
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Fix some £ > 0 and let 12 be the strip M x (—£, if Let us define the boundary
data q> on 912 as follows: for k g Z, let (k, T) and af (k, —I). Define q>

on the segment [a2k-\< a2k+\] by PÏfO \P — a2k\- other words tp is piecewise
affine on 912, with value 0 at afk and 1 at afk+l (see Figure 2).

Let S be a closed, discrete subset of the horizontal line y 0. It will be convenient

to identify the x-axis with M and see S as a subset of ]R. When S is finite, we write
S {qi cin) and assume that q\ < q2 < • • • < cjn- When S is infinite, we may
write S [qi : i g /}, with c// < qt+i, where I is eitlier N, —N or Z, depending
on whether S is bounded from below, bounded from above, or neither. Finally, we
define (p 0 on S.

0 1 0 1 0

a+:
"21- a±

0 0
- 1 j

<?! ®+1

0 1 0 1 0

a2k a21+-t

Figure 2. The Dirichlet boundary value problem.

Proposition 1. Let ST2 and S be as above. Assume that

I q - afk+l I > 1 for all (4)

Then there exists a function v on £2 which solves (2) in Q\S, with boundary data

v cp on dQ. US. Moreover, 0 < v < 1 in 12. The function v is unique.

We call the function v the solution to the Dirichlet problem in 12 \ 4. When
needed, we will write v v\S\.

Remark 1. The condition (4) is automatically satisfied when I > 1. We are however

mostly interested in the case I < 1, as this is the only case where we know how to
solve the Period Problem.

Proofof the proposition. For n g N*, consider the box 12„ (—2«, In) x (—£, £),
We first solve the Dirichlet problem on 12,, and then let n co. Let Sn S Fl 12„.
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Define gpn on 8Q.n U $„ by §„ <p on the horizontal edges [—2n, 2n] x {±% q>n 0

on the vertical edges {±2«} m [—£, £], and <pn 0 on the singular set Sn.

Claim 1. The function q>n on 8Q.n U Sn satisfies the condition (3) of Theorem 2.

Proof. Consider p, p' e dQ.„ U p p'.

• If p and ft are both on the line y £, then clearly j<pn (/>) — <p„(p') \ < \p — p'\.

• If p and p' are on 80.,,, let p and /V be the projections of p and // on the line

y t. Then

[f1i{p) - <Pn(p')\ VPn(p) - <Pn(p')I P p'\ < IP~ p'\-

Moreover, if the segment [p. //J is not horizontal, the last inequality is strict. If
the segment [p. //] is horizontal, and is not included in BQm then p and p' are
both on the vertical edges, so |<p„(p) — <pn(p')\ 0 < \p — p'\ as required.

• If p is on d.Qn and p' q G S\ if p is on a vertical edge, then (p„ (p) q>„ (q)
0. If p is on the segment |afk, ufkJrl |, we have

Wn{p)-Vn{q)\ \p-atkI l~\p~a2k+il 'S ï:+l«-ptHhr«4f+ll \p~cl\

where we have used the triangle inequality and the hypothesis of Proposition 1.

The case where p is on the segment «J. I is similar, and the case where

p is on the line y — I follows by symmetry of <p„.

• If p, p' are both in S, then <pn{p) <pn{pr) 0.

By Theorem 2, there exists a solution vn of tlie maximal graph equation (2) on
Q,, \ 4n with boundary data </>,,. Since v„ extends continuously to the compact set

Q.n, a,, is bounded. By the maximum principle for the maximal graph equation, vn

reaches its maximum and its minimum at a boundary point or a singular point, so

0 < vn < 1 in Qn. Consider now the sequence (vn)n. Let L be a divergence line.
Let T c L be a segment, then lim fr dv„ ±|T|. Since v„ is bounded, this implies
that L has finite length so L is a segment connecting two points p and // on <)i21J 4.
Then

IHp) - V(P') I Ip
dv„

p
\P~P'\ =P \(P(P) ~ </>(p')\ \P ~ P'

which contradicts claim 1 since L t È Hence there are no divergence lines, so

passing to a subsequence, (v„)n converges on compact subsets of 12 to a function v,
which is a solution of (2) in Q \ S with boundary data (p on '<)Q L.J S. Uniqueness
follows from Theorem 2 in [10].
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3.2. The minimal graph. In this subsection and the following one, we assume that
S {qi,..., qpf} with q\ < - » « < q^. Let v be the solution of the Dirichlet problem
Oft Û \ 4:> given by Proposition 1. Let be the strip ]R x (0, £). Since 0+ is simply
connected and v is smooth in £2+, the conjugate function u is well defined (up to a

constant) in £2+. The graph of u is a minimal surface. In this section we describe

geometrically its boundary.

By uniqueness, v satisfies v(x, — v) u(x, y) in ST2. Hence on the .«-axis, away
from the singular points q\,..., q^, we have vy 0. From the definition of T'y, this

gives ux 0. Hence u is locally constant on the .v-axis minus the singular points,
with a finite number of jumps at the points q\, c/,y. On the line y I, it goes to

Too on the segments and to — cx> on the segments (a^, 1), leZ
(see Lemma 1),

Let M be the graph of it on the strip Q+. The minimal surface M is bounded by
vertical lines Ak above the points af, k g Z, by N vertical segments />', above the points

qi,i 1 By by M — 1 horizontal segments Q above the segments (qi,qi+i),
i 1, • • • » N — 1 and by two horizontal half-lines Co and above (—oo, f£)
and (qN,+oo) (see Figure 3). The heights of the horizontal pieces Co, C,y are
unknown.

— OO +00 — oo -l-oo.
1 i i 1 f

a+ a+"2k "2k+l
Q+

Qi 1// 1

Figure 3. The minimal graph.

3.3. The conjugate minimal surface. Let M* be (lie conjugate minimal surface

to M. The third coordinate of M* (seen as an immersion of the strip L!+) is the

function v, so M* lies in the slab ()<.-< 1. Let Jj|, Bf and C* denote the

corresponding conjugate curves on M* (see Figure 4). Then the A|, k g Z, and B*,
i 1 N, are horizontal geodesies. From the boundary values of v, Aig and B*
lie in the plane z 0, while A|a.+1 lies in the plane - I. Each C*, i 0 N
is a geodesic contained in a vertical plane parallel to the plane x 0. There is no
reason however that all C* are in the same vertical plane: this is the Period Problem,
which we will consider in the next section.

Remark 2. The function it is the solution of a Jenkins-Serrin type problem on the

strip fX1*. One possible way to construct M would be to directly solve this Jenkins-
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in plane z 0

C
in plane z 1

in vertical plane

Figure 4. The conjugate minimal surface, Period Problem not solved.

Serrin problem, with the jumps of u at each point as parameters. Then we would
have to adjust these parameters to guarantee that the conjugate curves Bf all lie in the

plane s 0. This means another Period Problem to solve. It is automatically solved
in our maximal graph approach.

4. The Period Problem

In this section, we first formulate the Period Problem in general. Then we solve it
provided that t < 1 and there is a finite number of singularities q\ i/y. which
are not too close from each other. Our solution to the Period Problem is based on the
Poincaré-Miranda Theorem:

Theorem 3 (Poincaré-Miranda). Let F t. /•) Fy) be a continuous map from
[0, l]'v to M/v. Write x («tj xy). Assume thatfor each i, Ffx) is negative
on the face x,: 0, while F |sr is positive on the face x, 1. Then there exists
x° g [0,1 ]A such that Fix0) 0.

4.1. Formulation of the Period Problem. Let O and S be as in Proposition 1, and

let v be the solution of the Dirichlet problem in Q \ S. Let u be the conjugate function
of v and X* <Xf Xf Xf) be the conjugate minimal surface to the graph of u.
Both h and X* are only locally well defined, but their differentials are well dehned
in Û \ S. Explicitly, dX* is given by

dXt Uxllydx + (1 + i Uy !" idy
m

y/l + \ Vh|2
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V1 + |VH|2
(6)

dJ$ dv.

The Period Problem asks that X* is well defined in Û \ This is equivalent to

fy dX* 0, where y is a small circle around any point of the singular set S.

Proposition 2. Af arid A| are well defined in Q\S.

Proof. This is clear for A|. For X\, we use the following symmetry argument. Let
t(x, y) (x, —y). By uniqueness and symmetry of the boundary data, v or v.

Hence r*dv dv, so % t r vx and vy n —vy. This gives ux &r —ux
and iiy o r u.y. Hence using (6), r*dX| dXLet y be a small circle around a

singularity q e S. Since r(y) is homologous to —y, this gives fy rZJEj 0, so A|
is well defined in Q \ S. Tliis also gives r *dX\ —dX\, so A j is locally constant
on the v-axis.

By Proposition 2, we only have to worry about the periods of dXf,
From now on, we assume that S {qi on ] is finite. Let y, be a small circle

around the point qi and let

The Period Problem asks that /•', 0 for 1 < i < N. Note that by symmetry, /•', is

equal to twice the integral of dX\ on a half circle from en + m to qi — e, so f| 0

means that the curves C* and C*_1 are in the same vertical plane as required (see

Figure 4),

4.2. Continuity of the periods. To apply the Poincaré-Miranda Theorem, we need
the continuity of the periods with respect to the parameters.

Proposition 3. The periods Fi depend continuously on (q\ q®.j5:

Proof. Consider an admissible value (qi,..., cin) of the parameters (namely, all qj
satisfy equation (4)). Consider a sequence <g'( qnN) converging (o ri/i y,v).
Let Sn {q'l q'f } and S - {q\ y,v}- Let vn and v be the solutions of the
Dirichlet problem in (2 \ S,, and Q \ S. respectively. Assume the sequence (vn)n
has a divergence line. Then arguing as in the proof of Proposition 1, L has finite
length so is a segment cormecting two points ot '<)Q \ S. which contradicts in the

same way the fact that the points qj satisfy (4). Hence there are no divergence lines,

Yi
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so a subsequence of (%),, converges on compact subsets of Ù to a solution to the
Dirichlet problem on Q \ 4. By uniqueness of the solution to this problem, the whole

sequence («„)„ converges to v on compact subsets of Q, and converges smootlily to
V on compact subsets of Q \ 4. This implies that dun converges to du and dX\
converges to dX\ on compact subsets of Q \ S. Integrating on yi which encloses q"
for big n, we obtain that F (q",,.,, qnN) —» F; (q\ qx).

4.3. Local property of the period. From now on we assume that t < 1. Let us
define for the rest of the paper

I i - fi - eF

In this section, we prove that some properties of the period Fi(qi. $n) depends

only on the position of y- if the other qj are not too close from y/.
Let us denote by Ql the box (—L, L) x (— ti I) and consider q g (—q, q) and a

linite set of points S in (—2, —2 + q) U (2 — q, 2) Let f be a solution of the maximal
graph equation (2) on fF\({<7}U 4), with boundary value v cp on (—2, 2) x{—I, I},
v(q) 0 and v(S) 0. The boundary value of v on the vertical edges is free,

although we require 0 < v < 1. Let us study the divergence lines of a sequence of
such solutions v.

Lemma 4. For every n N, letqn, Sncmdvn be as above. We assume that lim qn q
exists. Theft

• ifq G (—rj, rj), there is no divergence line in \ {q};

' ifcl the only divergence lines meeting \ {q} are [rj, aand [q, af ].

Proof. The two segments [q, af] and [q, af] have length one. Since vn(qn) 0 and

lyuq' t v„(af both segments are divergence lines for (v„)„e in the second

case.

Let us now prove that there is no other divergence line in Q \ for both cases. Since
0 < Vn < 1 every divergence line is a segment of length at most one. Hence a

divergence line L which intersects Q i must have an end point in i. Because of
Lemma 3 these end points needs to be afp, af or q. Let us assume that a(| is one

end point of L. The distance from üq to fT \ fi!| is one, hence the other end point
is in fi]. It can not be aq or q since %(ö(j~) ww(oq lim vn(q). It is not

since the distance from to these points is V1 -4- 4i- > 1. Then is not an end

point of L; by symmetry, this is also true for nf. Let us assume that afx is an end

point of L then the other end point is either q or af but the distance from to these

two points is strictly larger than one since q G (-q, q]\ then { is not an end point
for L. By symmetry, this is also hue for «I, and af unless q q and L [q, af]
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which is the case we studied first. Then we can assume that q is an end point of L
and the other one is in \ Û J. By Lemma 3, if L is not horizontal, the second end

point is on the vertical edges of £2 2 but the distance from q to these edges is larger
than 2 — q > 1. So L is horizontal; we assume, for example, that L is on the left
of q. Since the length of L is less than 1, the other end point of L needs to be in the

interior of £2 2 and Sn 0(2 —q. 2] ^ 0. Let sn min S„ 0(2 —q, 2], We assume that

(%) converges to s in [2 — r;. 2], then L is the segment DfyiJ. We have %£%) 0.

Since L is a divergence line \L\ lim \vn(q) — u„(j)| lim | vn(qn) — vn(sn)\ 0

this gives a contradiction and the lemma is proved.

Let v be a solution of the maximal graph equation (2) on fLyb/} U S) as above,
besides we assume now die symmetry u(x, y) v(x, —y). In applications, v will be

the restriction of some v[q\,.,,, qn] to a box around one qi. Let y be a small circle
around q then we dehne the period F (v) by / dX\ where dX\ is given by equation
(5) with u the conjugate function to v. We then have some control on the behaviour
of the period.

Proposition 4. There exists qo (0, q) which depends only on I such that for any
solution v of the above Dirichlet problem on £22\({(?} U S) we have:

• ifqo < q < q, F(v) > 1;

• if—q <q < — qo, F(v) < —1.

Proof. Let a (x y) — (x y) and v be a solution of the above Dirichlet problem on
^2\({<7}U^) then v' is a solution of this Dirichlet problem on f22\({—q}0—$).
From the dehnition of da d<i>v and du' d<i>vi, we obtain a*da du'. From
equation (5), we get <j*dX\ —dX\' where dX\ and dX\' are respectively associated

to v and u'. Since a preserves orientation, integrating on a small circle around

q gives F(v) —F(v'). Thus the second item of the proposition is a consequence
of the first one.

If the first item is wrong there exists a sequence q„ —* q and for each n a set

S„ and a solution vn of the above Dirichlet problem on bh \ ({<?«} U Sn) such that

F(v„) < 1. Let us prove that, actually, limF u„) oo.

By Lemma 4 the two segments L+ [q, af | and L~ \ q. af | are divergence

lines for (u„)„n. On L+, (Xvn)neg converges to qaf fs/T-- I2, £), Let
be the connected component of fy\(L+ U L~) containing the origin. Because of
Lemma 4, is included in the convergence domain of (vn)neh

Then we can assume that the sequence (u„)n6u converges on to a solution v

which takes on the boundary the value f on SO, D and \p — q\ l'or p
For every n, let«,, be the conjugate function <b

Vn which is defined on 2_\h//(, q]. The

limit domain of (L!_\|y/„, f and (un)nep converges to u Because

of the boundary value of v, u takes the value +oo along L+. We are interested in
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what happens near the middle point ((1 + q)/2,1/2) of L+. Because of Lenuna 1 in
[3] we have

»•
,7)

•J 1 + |V»|2

when y —1/2 with y > 1/2. Lemma 1 in [3] implies also that

1 + 1
y << —-

c
C > 0 (8)

Lv - m.
for y > 1/2 near 1/2.

Consider the following path F: it is the union of the segment [((1 + q)/2, 0),
((1 + q)/2, 3£/4)] with a curve T3 in F!_ n {v > 0} that joins ((1 + q)/2, 31/4) to

(0, 0). For t g {1/2, 3f/4), let Pj</) be (he segment [((1 + q)/2, 0), {(1 + q)/2, /)]
and Vz(i) be the segment [((1 + q)/2,.t), ((1 + q)/2, 31/4)].

atk

h i\.âu \
L \

i

Fi.®

r2{t)

r3

Figure 5

Because of the symmetry vn{x, y) v„(x — y), for large «, the period F(vn)
is given by 2 fr (IX '[ where r/XJ is associated to un. Because of Equation (5),

/ri® dX\.,. - '• Hence

F(v„) > 2 L dXH
'rjfttuPa

Since the convergence u„ —> « is smooth on compact subsets of Q-,

L dX 1 ,n 1 dX
Tyftiur^ ftrrftJUPj

with dX\ associated to u. By (7) and (8), we have

f dX\
Jrm f-î++

2

-> +00.

(9)

(10)

(11)
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Equations (9), (10) and (11) imply that lim Ffvn) +oo. The lemma is proved.

4.4. Solution of the Period Problem. In this section, we go back to the N-dimensional

Period Problem. Consider N integers pi < - •< pn (these will specify
"where" we want to put the handles). Recall that I < 1 and q 1 — vf — (2 and

that Lemma 4 gives us a number qq < q. Equation (4) means that each singular point
c/i must be at distance less than q from an even integer. We require that \cp —2pi \ < q

for i 1,..., N. Ilic next proposition solves the Period Problem with this setting.

Proposition 5. For any N andfor any choice ofp\, pn satisfying p\ < P2 <
*<f < pn, there exists (qi,... ,qN) satisfying \cp— 2pi\ < tjq and F((qi,.., qN)
Ofori 1, N.

Proof. Consider any p\, /rv such that p\ < • • < pg, Consider any value of
the parameters (q\,.,., §s) in the cubic box dehned by q\. g [2p\ — qo, 2p\ + ip],
Consider some i, 1 < i < N. Translating by —2pi, Proposition 4 tells us that if
m 2Pi + no, Fi tf) qN) > 1 while if q\ 2p\ - q0, Ffqi, qN) <
— 1. The result then follows from the Poincaré-Miranda Theorem since /•', depends

continuously in the qj.

Remark 3. We do not know if the solution to the Period Problem is unique. Since we
do not know how to compute derivatives of the periods with respect to the parameters,
its seems hard to obtain uniqueness.

5. Finite genus

Proposition 5 implies the following

Corollary 1. For each N > 1, there exists a complete, properly embedded minimal
surface in R2 x S1 which has genus N, infinite total cumiture, infinitely many ends,

and two limit ends.

Proof. Consider integers pi <: <-• < pn- Let (pi,..., ça?) be the solution to the
Period Problem given by Proposition 5. Let v v\q\ qAu a[q\ c/,v I

and X* X*[q\,.... q§j„. Then X* is well dehned in \ {q\, qN}. To see

that the image of X* is embedded we argue as follows. Let M be the graph of u

on the strip 12+ M x (0, fj and M* be the conjugate minimal surface to M, so

M* X*(Q+). Since is convex, M* is a graph over a planar domain by the
Theorem of R. Krust, so is embedded.

Since the Period Problem is solved, all segments i 1 A' - 1,

as well as the half lines (—cx>, q\ and (7/iV. +oo), are mapped onto geodesies in the

vertical plane x 0 (after a suitable translation). Consider now some u. y g C+
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such that.r 7^ qi for all i. From the formula (5) we see that gj' dX\ > 0. Hence

the point X*(x, y) lies in x > 0. By continuity this is true for all points of £2+, so M*
is an embedded minimal surface in x > 0, 0 < s < 1. Extending by symmetry with
respect to the plane x 0 and the horizontal planes at integer heights we obtain an

embedded, periodic minimal surface in M3 with period T (0, 0, 2), The quotient
by this period is an embedded minimal surface Mn in M2 x S1 of genus N (now
and in the following, we identify S1 with K/2Z). We will see in Section 7 that it
has bounded curvature. By a theorem of Meeks - Rosenberg, theorem 2.1 in [14],
a complete embedded minimal surface in M3 with bounded curvature is properly
embedded. Hence Mx is properly embedded.

In the following, when (</j gn) is given by Proposition 5, the associated

minimal surface given by the above corollary will be denoted by M[qi< c/,v |.

This surface is normalized so that the conjugate to the point (—1, 0, «'• • 1. 0)) is the

point (0. 0. vi- 1, 0)).

in plane z — 0

in plane 2=1

in vertical plane

Figure 6. The conjugate surface, Period Problem solved.

Remark 4. In Proposition 5, if the singularity set S is empty, the period Problem is

solved. Then a surface -M \ 01 of genus zero exists; in fact this surface is a Karcher's
toroidal halfplane layer.

6. Infinite genus

In this section, we consider the case where we have an infinite number of singularities.

Proposition 6. Let I and rjo be as in Proposition 5. Consider a strictly increasing

sequence of integers (p;)*ez- Then there exists a sequence such that

If; — 2pi \ < go, which solves the Period Problem Fjiqi : i g Z) 0for all j Z.



Vol. 83 (2008) A quasi-periodic minimal surface 589

Proof. Consider some n f N. We apply Proposition 5 with iff * 2m + 1 and the
N integers p-n pn, and we obtain N real numbers q_n.n, dn.n such that

Iqit„ - 2pi\ < T)o for all |f| < n, and Pftgi,n |i| < ") 0 for all \j\ < n.
Using a diagonal process, we can find a subsequence (which we will still denote

by n) such that cp lims-KS exists for all for all i G Z. The limit domain of
(Û \ {qij, : \i\ < n})„4m is Q. \ {cp : i G Z}. Let|fm v[qit„ : |] < n] and l>oc

V \cp : i g Z]. Arguing as usual, the sequence (vn)n eij has no divergence line, so up to

a subsequence, it converges on compact subsets of Q to a solution v of the Diriclilet
problem on Û \ {qi : i g Z}. By uniqueness, v v^. Then dX\[qi^n : [£J < n\
converges to dX\[qi : i G Z| on compact subsets of Q \ {cp : i g Z}. Integrating on

Yj gives

Fj(qi : i G Z) lim /'";(£/,> : |/| < n) =0.
ft—OO

In the following when a sequence (pi)iez satishes the hypotheses of the above

proposition and (>/,)i<s2. is a sequence such that fp — 2p\ \ < qo for all i G Z and

Fj(qi : i g Z) 0 for all j g Z, we shall say that {qf'hPZ solves the Period Problem
for the data (/>, ^r
Corollary 2. For any strictly increasing sequence of integers (pi);6g, there exists a

properly embedded minimal surface M in M2 x S1 which has infinite genus, infinite
total cun'ature, infinitely many ends, and two limit ends. Moreover, if the sequence
(Pi+i — Piltei) is not periodic, then M is not periodic.

Proof. Same as proof of Corollary 1.

As above when (cp)ie% solves the Period Problem for the data (Wi»e8i. the
associated surface is denoted by M \ cp : i g Z | and is normalized as in the finite genus
case.

Using the notation of the proof of Proposition 6, we dehne Mn :

—N < i < N] and M M[qi : i G Z],

Proposition 7. A subsequence of (Mn)n converges smoothly on compact subsets of
ft2 x S1 to M.

Proof. Since a subsequence of (vn)n converges to v, the result seems to be obvious.
This is not immediate for the following reason: the convergence of the conjugate
functions (u„)n to u only holds on compact subsets of Q \ {cp : i g Z}. In particular,
this convergence does not tell us anything for the graph of u above the singular points
and the vertices k g Z. Since these correspond to the horizontal symmetry curves
on the conjugate minimal surface, we see that the convergence of (vn)n to v is not
enough to conclude.
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One way around this difficulty is as follows: we will see in the next section that the

curvature of My is bounded by a constant independent of Ai. By the Regular
Neighborhood Theorem, or "Rolling Lemma" (hrstly proven by A. Ros [15], Lemma 4,

for properly embedded minimal surfaces in M3 with finite total curvature, and
generalized to properly embedded minimal surfaces with bounded curvature by Meeks
and Rosenberg [14], Theorem 5.3), each Mm his an embedded tubular neighborhood
of radius 1 /+fc. In particular, we have local area bounds, namely the area oi Mm
inside a ball of radius 1 J\fc is bounded by some constant. By standard results, a

subsequence of (Mm}m converges smoothly on compact subsets of M2 x S1 to a limit
minimal surface Mao. Since {v„)n converges to v, the limit Mao needs to be M.

Here is another result in the same spirit, which will be useful in Section 8. For

every n g N, let (pi,n)iez be a sequence as in Proposition 6, namely pt,„ )iez is a

strictly increasing sequence of integers. Let (^.»FeZ be a sequence that solves the
Period Problem for the data (pi,n)iei-

Proposition 8. Let (Pi,n)i& and (qi,n)iél be defined as above. Let us assume that

for every i g Z, lim„ pi>n pim and lim„ qit]) qUm. Then solves the

Period Problemfor the data (pi^oohm end (M[qit„ : i g Z])„^;m converges smoothly
on compact subsets sfM2 x S1 to M\m »n : i g Z].

Proof. Let v„ be u[g,-,« : i gZ], First we notice that the convergence of (qi,n)n4Z.

implies the convergence of (pt,fh e Since we have Pi+\,n — Pi.n > 1 and

\qi,n~2pi,n\ m for alii and«, wegetpf+i ,oo Pi.oo > 1 and |<7(,oo ~^Pi.oo\ < no-

Since all the (qin)nen converge, the limit domain of : i g Z})«^ is

^\{qi.oo 1 ï S ^}- As in the preceding, the sequences (w„),ien has no divergence
line and converges to a solution Voo of the Dirichlet problem on the limit domain

^\{qi.oo ' i £ %} By uniqueness, vm «[#,:,oo : i i Z], As in the proof of
Proposition 6,

Fj(qi.oo • * ^ lim I j (qon • i G Z) 0.
n—^-oo

rfhen {qi,oo)ie% solves the Period Problem.

Now as in the proof of Proposition 7, since the curvature of the surfaces :

i G Z] is uniformly bounded (see Proposition 10), the sequence (M[#,-,„ : i G gfllLyj
converges smoothly on compact subsets of K2 x S1 to a limit minimal surface Ma
Since (u„)„n converges to v[qtt00 : i g Z], the surfaces Moo needs to be :

i G Z],
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7. Bounded curvature

In this section we prove that the curvature of the surfaces M given by Corollaries 1

and 2 are bounded by a constant C depending only on t9 Actually, because of
Proposition 7, it suffices to prove it in the finite genus case.

7.1. Size of the handles. Suppose that v is the solution of the Dirichlet problem
on ß \ {(/i,.,., c/,v}- The multi-valuation of its conjugate function u around the

singularity en is fy. du. This is equal to twice the length of the vertical segment B,.

which is equal to the length of the geodesic Bj. So the multi-valuation of u may be

understood as the "size" of the handle. In this section we give a uniform lower bound
for this multi-valuation, which prevents the handles from getting too small.

We use the notation £2^ (—L, L) x (-£, i).

Proposition 9. Consider some t < 1 and some qo < V- There exists k > 0

Cdepending on I and qo) such that the following is true: Let q e [—qq, m) and
8 c (—2, — 2 + q) U (2 — q, 2). Let v be a solution ofthe maximal graph equation (2)
in Ûf \ ({q} U 8) with boundary value q> on [—2, 2] x {—£, £} and 0 at {q} U 8.
As in Lemma 4 the boundary value on the vertical edges is free, but we require v to
be between 0 and 1. Let u be the conjugate function of v. Let y be a small circle
around q. Then \ f du | > k.

Proof. Assume by contradiction that the proposition is not true. Then there exists

sequences (</,,),, and (8n)n and a sequence (%),, such that fydun -> 0. Passing to
a subsequence, qn converges to some q G [-qo, qo] C (' — //. q), By Lemma 4, the

sequence (vn)n, restricted to Q i \ {q}, does not have any divergence line, so passing
to a subsequence, it converges to a solution v on £2-j. Then the conjugate differential
du„ of a,, converges on compact subsets if Hj \ {q} to the conjugate differential du
of v. This implies that J du 0, so u is in fact well dehned in £2} \ {q}. Since

it satishes the minimal graph equation, the point q is a removable singularity, so u

extends smoothly to q. But then v itself also extends smoothly to q. Since v(q) 0

and 0 < v < 1, the maximum principle for maximal surfaces gives us that v 0 in
£21 ; this contradicts v </> on the boundary.

7.2. Gradient estimates. Recall that the graph of u is bounded by a vertical segment
above each singularity qi. Along this segment, the normal is horizontal. The following
lemma ensures that the normal remains close to the horizontal on the disk D(qi, 8),
where 8 is a number we can control in function of the length of the vertical segment.

Lemma 5. For any C > 0, for any k > 0, there exists 8 > 0 such that the following
is true: let v be any solution of the maximal graph equation (2) on the punctured disk

D(0,1) \ {0} with a singularity at the origin. Assume that v(0) 0 and 0 < v < 1.
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Let du be the conjugate differential of v. Assume that \ f du\ > k. Then |V«| > C
in D(0, S) \ {()}.

Proof. Assume by contradiction that the lentma is false. Then there exists C » 0,

k > 0, and sequences (v„)n, (p„)n, such that vn is a solution of (2) in 0(0,1) \ {0},
Pn ^ 0, j'y ditfi p k and Vuj < Let |. Let vffp) — un(A.np)/Ln

(so the graph of vn is the graph of vn scaled by 1 /k„ Let pn p„ /X„; by rotation
we may assume that pn (1, 0). Then vn solves (2) in the punctured disk of radius

\/kn. This domain converges to the plane punctured at the origin.
Let us study the convergence of the sequence (;v„)n. If there are no divergence

lines, then the sequence (v„ )n converges on compact subsets of the punctured plane to
a solution v. Then the conjugate differentials dît „ converge to dû <7(b,;. However,

Hence the point (1,0) is in the convergence domain of the sequence vn. Let U be

the component of the convergence domain containing the point (1, 0). Since vn > 0,

a divergence line cannot extend infinitely in both directions, so must be a half-line
ending at the origin. If there are at least two divergence lines then U is a sector defined
in polar coordinates by 0 < r < oo, aq < d < «2, The conjugate functions nn are
well defined in U and converge to ü. Then ü takes the values ±00 on the half-lines
0 a 1 and 6 02. Since 5(0) 0 and v > 0, à takes the values +00 on & oq and

-co on 0 02 It is proven in [8], Proposition 2, that this Jenkins-Serrin problem
has no solution.

If there is only one divergence line, then U is a sector of angle 2it defined in
polar coordinates by 0<r < co, cz < 6 < a + 2n. Then n solves the following
Jenkins-Serrin problem: 11 +00 on the half-line 9 a (approaching this line
with 6 > a) and u —00 on 9 a + 2n (approaching with 9 e a + 2n. It is

proven in [8], Proposition 4, that this Jenkins- Serrin problem has no solution. This
contradiction proves the lemma.

The following lemma provides a similar estimate in a neighborhood of the boundary

points ajj, k G Z. It is proven in [6], Lemma 6.

so jf di1 00, which is absurd. So there must be divergence lines.
Observe that

Lemma 6. Given C > 0, there exists S > 0 such that the following is true: let u

be a solution of the minimal graph equation (1) in the halfdi.sk D(0,1) n {_v > 0},
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with boundary values +oo on the segment (0,1) x {0} and —oo on the segment
1.0) x {0}. Let v be the conjugatefunction ofu. Assume that v(0) 0 and v > 0.

Then V« > C in D(0, 8) D {v > 0}.

7.3. Curvature estimate. Let M be a minimal surface given by Corollary 1.

Proposition 10. There exists a constant C (depending only on I) such that the Gauss

curvature K of the surface M is bounded by C.

Proof. Since M* and M are locally isometric, it suffices to bound the curvature of
M. The proof is based on stability arguments. In what follows, all constants involved
only depend on I.

Recall that M is the graph of u on Kx (0, I). Let q\, qp be given
by Proposition 5. By Proposition 9, there exists /< such that | fy.du\ > k for
i t, N. We apply Lemma 5 with C 100 and obtain a ßj < £ such that

]V»| > 100 in /)((/;. <S] i. i 1, N. We apply Lemma 6 with again C 100 and

obtain a % < I such that |Vu\ > 100 in D(a£, 82), k g Z. We take 8 min{<5i, 52}.

Fix some i 1 A'. Let U be the graph of « above the half disk D(cß, 8) D £2+.

Since |Vm| > 100, the Gauss image of U is included in the spherical domain
S2 D {IzI < 1/100}. The boundary of U consists of a vertical segment, two
horizontal Segments and a helix-like looking curve which is a graph on 31 (cp, 8) D G+.

Completing by all symmetries, we obtain a minimal surface S which is bounded by
two helix-like looking curves, and which is complete in the cylinder D(<p. 8) x M.

The surface S is of course not a graph anymore. However its Gauss image is still
included in S2 D {|^| 1/100}. As the spherical area of this domain is less than

2n, E is stable by the theorem of Barbosa Do Carmo [1]. Consider now a point
(x, y) G D(qi< 5/2) and let p (r, y, u(x, y)) be the corresponding point on M.
Since p g E is at distance more than 8/2 from the boundary of E, the theorem
of Schoen [17] ensures that the Gauss curvature at p is bounded by c/(8/2)2 for
some universal constant c. The same argument gives the same estimate for the Gauss

curvature when (jr, y) g D(a+, 8/2), k g Z.
Assume now that (x, y) g G+ is at distance more than <5/2 from all points tp and

all points af. Let again p (.v, y, u(x, y)). If y > 8/4, then the distance of p to
the boundary of M is greater than <5/4 (because u ±00 on the top edges). Since

M is a graph, it is stable, so the Gauss curvature at p is bounded by c/{8/4)2.
It remains to understand the case 0 < y < 8/4. There exists i such that qi <

v < £/,:+! (with the convention that qo —00 and qp+i +00). Consider the box

(fl, qi+i) x {—8/2, 5/2). As this is a simply connected domain of 2, u is well defined

on it. Let V be (he graph of u on this box. The distance of p (x, y, u(x, y)) to
the boundary of V is greater than <5/4. Since V is stable, we conclude again that the
Gauss curvature at p is bounded by c/(5/4)2.
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8. Quasi-periodicity

In this section, we prove that if the sequence (pj — p(:_i );eg is quasi-periodic but

not periodic, then we can find a solution (<?;),:z to the Period Problem such that
the associated minimal surface M.[qi : i G Z] is quasi-periodic but not periodic in
R2 X S1.

8.1. Preliminaries. First we need to fix some notation. In the following, an element
of RA will be denoted as a function: J? g Mz denotes the sequence (Jt(O)ieZ- We

consider on Rz the topology of the pointwise convergence, i.e., the sequence (x" n en

converges to x°° if for every i : lim„ xn(i) x00^).
We notice that, for every A g R+, the subset [—A, A]z c R is compact. Besides,

on[—A, A]^, the pointwise convergence is metrizable; if.r.v g \ —A, .4 | we deli ne

a distance by d(x. y) Y.ie%

Let (p : 14 —^ 14 be a function. In the following we say that <fi is an extraction if q> is

strictly increasing. The group Z acts on the set RL by shift: if x G R:' and n g Z, we
denote by n x the sequence (x(n + 0);eï. Then if <p is an extraction and x g R-', we
dehne the sequence <p x {cp(n) x)nen: In, R G We have the following definitions.

Definition 2. Let x be in Rz, this sequence is said to be quasi-periodic if there exists

an extraction <p such that the sequence <p x converges pointwise to y (namely, for
all i, lim„ x(i + q>(n)) x(i)j.

Let-x g Rz be an increasing sequence, we say that x has quasi-periodic gaps if
the sequence (x(i) — x(i - 1 ));6g is quasi-periodic.

Let us give two examples:

(1) let a be an irrational number, let x(i) [cfi] be the integer part of ai and let

pii) x(i) — x(i — 1). Then the sequence is quasi-periodic and is

not periodic. Moreover, for any extraction q>, if (pin g exists, then it
is not periodic.

(2) (the counting sequence) consider the infinite word on the alphabet {0 9}
formed by writing in order all natural integers:

0123456789101112131415161718192021....

For i > 1, let x(i) be the /1h digit in this word. For i < 0, let x(i) 0.

The sequence (x(i)),:eg is quasi-periodic but not periodic. However, it (p is an

extraction, the limit of (pin) x can very well be periodic (in fact it can be any
sequence of integers between 0 and 9).
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8.2. Why are we not yet done? Let us assume that the sequence (p(i))iez has

quasi-periodic gaps, and let {q(i))ie% be a sequence that solves the Period Problem
for the data </n/) We expect the surface M[q(i) : i g Z] to be quasi-periodic, but

unfortunately we carmot prove that. What we can prove is that there exists a sequence
of translations T„ such that Tn(M.[q (i) : i G Z]) converges to M[q'(i) : i G Z], where

(q'(i))i^z is another solution to the Period Problem for the same data (p(i))iei- Since

we do not know whether the Period Problem has a unique solution, we cannot ensure
that q'(i) q(i). (If the reader knows that the solution to the Period Problem is

unique, he may omit what follows. He should also inform the authors).
Our strategy is to prove, using Zorn's lemma, that amongst all the solutions

(<?(' ))ieZ. to the Period Problem, at least one of them yields a quasi-periodic minimal
surface.

8.3. Quasi-periodic surfaces. Let us consider £ and qo as in Proposition 5.

Let us now explain how we shall construct a quasi-periodic minimal surface. Let
P </>('»/. be a strictly increasing sequence with quasi-periodic gaps. In the

following, we always assume that p(0) 0. The sequence g (p(i) — p(i — JJJfegx

is quasi-periodic, we then denote by A the non-empty set of all extractions q> : N —*• N
such that lim^ço f(n) • g= g.

Let us fix a sequence q (q(i))im that solves the Period Problem for the data

(p(i))-;g$The problem consists in building from q a sequence (q'(i))i<gi. that solve
the Period Problem for the data {p(i))m% and such that M[q'(i) : i G Z] is quasi-
periodic.

Let us denote by r the sequence q — 2/>: r(i) q(i) — 2p(i) for all i G Z. Let </>

be in A; q> r is a sequence of elements of [—qo, qo \ This set is compact so there
exists a subsequence of (q>{n) r)Mej| that converges in [—qo, qof1- Thus there exists

an extraction <// : I:1 ^ N such that Up o f )-r converges. We notice that, since <p G A-,

q> o \Jr g A. The following result describes such a situation.

Proposition 11. With the above notation, let q> G A such that lim„^oöy5(H) • r r'.
Then 2p + r* (2p(i) + r'(i))jç% solves the Period Problem for the data (p(iy)i<=%,.

Proof. For every n g N, let us dehne the sequence qn by q"(i) q(i + </?(«)) —

2p(q>(ri)) for all i G Z. We also dehne p" by pn(i) p(i + (p(n)) — pu, un) for all
i G Z.

Claim 2. We have lim p" p and lim qn =2p + r'.

Proof Let us hx i g Z then, if i > 1 :

i+tp(n)

p"(i) p(i + pW) - P(p(n)) pel) ~ pd - 1)

/=l+000
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i+£><») i

X 1 X ^('4 s(1)-
l=\-\-(p(n) 1=1

Since lim„^oo <p{n) g g, the right-hand term converges to J2'i=i jftf)
When i < 1 we have:

Ä) 0

p"(i) PÜ + <P(n)) - p(<P(n)) X M ~ Q ~ ?© ~ X ' *©*
l=i -\-(p(ïi)-\-\ l=i-\-\

The right-hand term converges again to p(i), Then lim p" p.
We have qn(i) r(i + ç(«)) + 2p{i + §?(»)) — 2p(<p(n)) (p{n) r(i) + 2p"(i)

for all i G Z. Since lin^^oo <p(n) • r r', lim q" =2p + r.

By dehnition ofq", the uniqueness of the solution to the Dirichlet problem implies
that we have

r|(/rw i : i G X](x,y) v[q(i) : i G Z](.t + 2p(<p(n)), y). (12)

This implies that {qn{i))%&4 solves the Period Problem: Fj(q"(i) : i g Z) 0 for
every j g Z.

Then by Proposition 8 and Claim 2, 2p + r' solves the Period Problem for the
data CpiMmm? D

Proposition 6 does not give us the uniqueness of the sequence (q <i))iez that solves

the Period Problem for the data (p(i))ieg? so, as we said in the preceding subsection,

we cannot ensure that the sequences r and r' are equal. Such an affirmation would
be interesting because of the following proposition.

Proposition 12. With the above notations, if there exists an extraction <p g A such

that lim„^oo q>(n) r r, the surface M[q(i) : i G Z] is quasi-periodic.

Proof. We use the notations of the proof of Proposition 11. We have the sequences
q", pn. Now Claim 2 says us that limq" q. Let us recall that when imh,
solves the Period Problem, the surface M[a(i) : i G Z] is normalized such that the

conjugate to the point in the graph above (—1, 0) is (he point (0, 0, v(—1, 0)) where
v v[q(i : i G Z],

As above, (12) is true. So our normalization for the surfaces M implies that

M[qn(i) : i G Z] is the image of M[q(i) : i G Z] by an horizontal translation Tn.

The vector of the translation is (0, —X$(2p(p(n)) — In where Xf is X%[q(i) : i g Z],
Then by Proposition 8 and Claim 2, the sequence of minimal surfaces (M[q" (i) :

i G Z])„ejj (Tn(M[q(i) : i G Z]))„ejj converges to M[q(i) : i G Z] smoothly
on compact subsets of R2 x S1. Since M[q(i) : i G Z| is properly embedded,
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lim |A|(2p(<p(n)) — 1)| oo; thus (r„)«en is a diverging sequence of translations.
Ulis proves that M[q(i) : i G Z| is quasi-periodic.

By using a proposition that will be proved in the next subsection we then can

prove our main theorem.

Theorem 4. Let (p(i))ie% be d sequence with quasi-periodic gaps that satisfies the

hypotheses of Proposition 6. Then there exists a sequence (q(i))im which solves
the Period Problem for the data (p(i))i^and such that M.[q(i) : i e Z] is quasi-
periodic. Moreover if (p(i + 1) — p(i))fég is not periodic, M[q(i) : i Z] is not
periodic.

Proof. By Proposition 6, there exists a sequence (g(f));ez that solves the Period
Problem for the data {p(i))igt-

Idle sequence (g(0);ex (p(i) — p{i — l));^g is quasi-periodic so we have
the set A. Let r denotes the sequence q — 2p, we recall that r g [—qo, no \ By
Proposition 13, there exists q> and f g A such that

limp • r r', (13)

lim ifr r' r'. (14)

By Proposition 11, equation (13) implies that the sequence 2p + r' solves the
Period Problem for die data {p(i))ie%- Equation (14) gives us by Proposition 12 that

M[2p(i) + r'(i) : i g Z] is quasi-periodic.

8.4. A dynamical result. Let A be a topological space with a countable basis. In
the following, we shall denote by (En(x))7fgji a countable decreasing basis of open
neighborhoods of x G X. Let F : X -> X be a continuous map. Let g be in X. We

assume that there exists an extraction </> such that lim,, F'''i",(g } g. As above we
denote by A the set of extractions p such that lim„ fî-9%} g. The aim of this
section is to prove the following proposition.

Proposition 13. Let K be a compact subset ofX such that F(K) c K. LetxbeinK.
Then there exists two extractions q> g A and p i A such that lim„ F^ix) x'
and lim(! F'lr("'(r) x'.

In the proof of Theorem 4, we use this result with X K with its pointwise
convergence topology, K is [—qo, qo \ F is the shift map and g is the quasi-periodic
sequence g.

Before proving the above proposition, let us fix some notations. Let x be as in the

proposition and <p g A: the sequence F(f"" '(x) is a sequence in K which is compact.
Thus there exists a subsequence that converges. As said above this implies that there
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exists an extraction ijr such that /•'•'1' i.v s converges. We notice that q> o f g A.
Hence we define

Asymp(x) (y g F | y lim,, F<p(n?){x) for some <p G «A}.

We know that Asymp(.x) is non-empty. In fact Proposition 13 consists in proving
that there exists x' g Asymp(x) such that x' g Asymp(x'). Then Proposition 13 is a

consequence of the following three lemmas.

Lemma 7. Let x G K. Then Asymp(x) is a closed subset of K.

Proof. Let (yk)keN be a sequence in Asymp(x) that converges to y g K. For each

k, we choose m g A such that y> lim„ F®W(x]. We are going to construct by
induction f g A such that y liny, F^^(x).

Let n be in N*, we assume that f(q) is constructed for q < n such that, for every
q < n,

FW(g)GV,(S) and F^(x)&Vq(y).

Since lim \y y, there exists ko such that »„ G Vn(y); hence V„(y) is an open
neighborhood of y?<8. Since (pk0 G A, there exists qo such that (pk0{qo) > f(n — 1),

and

F^0(m)(g) 6 yn{g) and jwo(m)(x) 6 yn(j).

Iben if we take f(n) (pk0(qo) we get

F*w(g) G V„(g). (15)

Ftw(x)Gl/a(y), (16)

This finishes our construction.

Equation (15) implies that f G A and (16) implies that lim„ F^^(x) y thus

y g Asymp(x).

Lemma 8. Let x g K and let y g Asymp(x). Then Asymp(y) c Asymp(x).

Proof. Let f be in Asymp(y). Let <p and f Ä ^ such that liny, F^Hx) y and

lim„ F^'-^Hy) z. Let us build by induction x G A such that lim„ FxM(x) z.
Let n be in N*. We assume that / (q) is constructed for q < n such that, for every

q < n,

Fm (g) G Vq (g) and Fx ® (x) g Vt(z).
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Since lim„ 7^('9(y z, there exists ko such that

F^\g)eVn(g) and F^ko\y) g V„(z).

Ilien (F^^)^1 (V„(g)) is an open neighborhood of g and is

an open neighborhood of v. Since lim„ F'pl"J<x) y, there exists lo such tliat
f(ko) + fflS > x(n ~ tîas and

F^Hg) g (Ff{k))-1 (V„{g)) and F^(x) g (F^y1 (V„(z))

Hence if we take x(") f'iko) + <p(Io), we have:

F*&lg)eVM (17)

F^">(X) G nça (is)

This finishes our construction.

Equation (17) implies that x is in A and (18) gives us that lim„ I:/""(x) z,
hence z g Asymp(x).

Lemma 9. Let K be a compact set and T : K —* ;P(K a map such that:

(1) for all x g K, T (x is closed and non-empty;

(2) for all x g F and all y g T (x), T (y) c FÇt).

Lei .t g F, then there exists y g T (x) such that y g T(y).

Proposition 13 is then a consequence of this lemma with T Asymp.

ProofofLemma 9. The proof of this lemma is given by Zom's lemma. Let x be in
K, we denote by 33 the set {T (y), y g T (x) }. 33 is ordered by the inclusion. Let
(7]),e/ be a totally ordered family of 33. Let us dehne Too Hie/ ^" Too is

empty, since each 7): is closed and K is compact there exists a finite subset Io C I
such that n/e/0^: 0- Since (is totally ordered there exists io g Io such that
Tio flie/o fu but Tio is non-empty Ilms Tm jé 0.

Let y be in Too, then y g T for all i g I. This implies by the second hypothesis
that y G 7'(x) and T(y) g 33. Besides T(y) c 7) for all i g 7; then T(y) c If..
We obtain that T(y is an under-bound for the family T i;.: /.

We have proved that every totally ordered family admits an under-bound. Hence,

by Zom's lemma, there exists an element Tm g 33 which is minimal for the inclusion.
Let y be in T,„ (we recall that all elements of 33 are non-empty subsets of K We
have y g T (x) by the second hypothesis then T (y) g 33 and T(y) c Tm. Since Tm

is minimal in 33m T (y) Tm and y G T (y).
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