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Quiver varieties of type A

Andrea Maffei

Abstract. We prove a conjecture of Nakajima describing the relation between quiver varieties
of type A and the geometry of partial flag varieties and of the nilpotent variety.

The kind of quiver varicties we are interested in were introduced by Nakajima as a
generalization of the description of the moduli space of anti-self-dual connections
on ALE spaces constructed by Kronheimer and Nakajima [4]. They turn out to
have a rich and mteresting geometry and they were used by Nakajima to give a
geometric construction of the representations of Kac—-Moody algebras [7], [8]. A
similar construction had already been made in the case of s1,, by Ginzburg (see [1])
using partial flag varieties. A precise conjecture of Nakajima [7, §8] describes the
relation between quiver varieties and the geometry of the nilpotent cone and of partial
flag varieties: in particular Slodowy’s varieties and Slodowy’s transversal slices (see
Theorem 8 for the precise statement). In this paper this conjecture is proved.

In the first section we state the conjecture and we recall the definition of quiver
variety and Slodowy’s variety. In order to treat conveniently the coordinate ring of
the affine quiver variety My, in the second section we introduce a modification of the
path algebra that we call the algebra of admissible polynomials. In the third section
we define a map between a quiver variety and the related Slodowy’s variety and in
the fourth section we prove that it is an isomorphism.

I wish to thank Corrado De Concini who introduced me to quiver varieties and
Hiraku Nakajima who pointed out an error in a previous version of this paper and the
solution to it. Finally I am grateful to Nicoletta Cantarini and Rocco Chirivi for their
helpful suggestions on the exposition of the paper.

1. The conjecture of Nakajima describing quiver varieties of type A

1.1. Slodowy’s varieties. In this section we recall some definitions related to the
nilpotent variety and the partial flag variety. Standard references for the material
contained in this section are [1, Sections 3.2,3.5,3.7, 4.1 and 4.4] and [9, Sections 5.3
and 7.4].
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Definition 1. If E is a vector space of dimension N the nilpotent cone N = N 1s
the variety of nilpotent elements in gl(E). Following the standard procedure, we
parameterize the GL(E) orbits in & through the partitions of N by associating to a
nilpotent endomorphism the dimensions of its Jordan blocks, and we denote by the
orbit associated to the partition A by O,. Given x € N and x, y, h an sl,-triple in
gl(E), we define the Slodowy s transversal slice of the orbit of x in the point x as the
variety:
8y = {u € N such that [u — x, y] = 0}.

From now on, using a nonstandard convention, we admit 0, 0, 0 as an sl-triple, so
that when x = 0 we have $o = & . Notice also that up to isomorphism of algebraic
varieties 4, does not depend on the choice of y, A.

Definition 2. If E is a vector space of dimension N and r = (ry, ..., r,) 1s a vector
of nonnegative integers such that r1 + - - - +r, = N, a partial flag of E of type r is
an increasing sequence F : {0} = Fy C F1 C --- C F, = E of subspaces of E such
that dim F; — dim F;_; = r;. The GL(E)-homogeneous variety of partial flags of
type r will be denoted by F;. Let us define

Ny =T*F, 2 {(u, F) € gl(E) x %, such that u(F;) C Fi_1},
iy N, —> N the projection onto the first factor.

For N, r, E as above let p = (p1, p2, ..., py) be the permutation of » such that
p1 = pp = -+ = py and consider the corresponding partition of N, A, :=
1/1=P2202=F3 | pPr Tt 1s known that if (u, F) 1s in N, then u is in the closure
of O,,. Moreover the map

Hr: Ny —> 6)n,

1s a resolution of singularity and it is an isomorphism over O, . Let us define
8x =8:N0h,  Srx =7 (8r).

We call gr’x the Slodowy s variety associated to r and x.

It is convenient for our purposes to define these varieties also in the case of vectors
r allowing negative coefficients. Therefore we set 8, = 4,y = @ when r; < 0 for
some i.

The following result is well known (see [1, Corollaries 3.5.9 and 3.7.15] or the
original proofs in [9, Sections 5.3 and 7.4]).

Proposition 3. Letx € Ng be anilpotent endomorphism with Jordan decomposition
of type 142% . (n — D)% and letr = (r1, ..., r,) be a partition of N. Then:
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1) gm #£0 & x €0, < foralll <k<nandforall <iy <iy <
- < ix < n the following inequality holds:

di+2dy+ -+ (k= Ddg—1 + kdp + kdpg1 - -+ kdy1 Z iy +---+ri,. (1)

2) Any :Svr’x # @ is a smooth variety of dimension dim Zg(x) — dim Zy(u, ), where
u, is an element of O,,.

1.2. Notation on root system and dimension vectors. In the following we will

denote by v = (vy,...,v,_1) and d = (dy, ..., d,_1) vectors of integers. When v
and d are vectors of nonnegative integers V; and D; will be complex vector spaces
of dimension v; and d; fori =1,...,n — 1.

Some formulas become simpler and more familiar if we identify the two vectors
d and v with elements of the weight and root lattices.

Let P be the weight lattice for the root system of type A,_1, R C P be the
root lattice and x(-;-): P x P — Q be the Killing form. Let us fix a basis
Ay, ..., %1 € R of simple roots with the usual order and let wy, ..., w,_; be the
corresponding fundamental weights.

In the following we will identify the vector d = (dy, ..., d,—1) (or d, d, etc.)
with the element Z;:ll d; w; of the weight lattice and the vector v = (vy, ..., vy—1)
(or 9, v/, etc.) with the element Z?;ll v;e; of the root lattice.

Observe that these identifications allow us to introduce the dominant order < on
the set of vectors d, v and to define an action of the Weyl group S, of the Dynkin
diagram of type A,_; on the dimension vectors 4, v.

1.3. Quiver varieties of type A,,—_1. Let us fix two dimension vector d and v as in
1.2 and assume that d;, v; > 0 for all i. Let us choose also vector spaces D;, V; such
that dim D; = d; and dim V; = v;.

The space of “double free representation” of type (D, V) of the quiver of type
A, _1 1s the vector space

n—2 n—2
S(D. V) = D Hom(V;. Vipr) © P Hom (Vigr, Vi)
i=1 i=1
n—1 n—1
® (D Hom(D;. Vi) © ) Hom(V;, Dy).
i=1 p=1

Since in what follows we will give explicit constructions it is convenient to fix some
notation: fori = 1,...,n — 2 we will denote by A; an element of Hom(V;, V;41)
and by B; an element of Hom (Vi1 1, V;). Besides, fori =1, ..., n — 1 we will also
denote by I'; an element of Hom (D;, V;) and by A; an element of Hom(V;, D;).
Finallywe set A = (A], ceey An—Z), B = (Bl, sy Bn—2); I'= (Fl, ceey Fn—l) and
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A = (A1, ..., Ay_1). Our notation can be summarized in the following diagram:

Dy D, Dy Dy

lpl lr‘z lr‘nz lrnl

By B Bp3 By2
DS P Lz
Vi C Vs —_ ) Vi1
l A l Az An_3 l Ap 2 l
Ay Ay Az Ap

Dy D, Dy_» Dy_1.

According to this notation we will refer to an element of S(D, V) as a quadruple
(A, B,T, A).

Definition 4 (Nakajima, [7], [8]). A quadruple (A, B, ", A) of S(D, V) is said to
satisfy the ADHM equations or, equivalently, is said to be admissible if it satisfies the
following relations:

B1Ay =T Ay,
BiAi = A 1Bi_1+TiA; for2 <i<n-2,
0=A, 2B, 2+ T 14,1

We denote by A(D, V) the set of all admissible elements. An admissible element is
said to be stable if each collection U = (U, ..., U,_1) of subspaces of V (i.e. U; is
a linear subspace of V; for every i) and containing Im I' (i.e. Im I'; C U; for every i)
and invariant by the action of A and B (i.e. A;(U;) C U;41 and B;(U;41) C U; for
every i) must be equal to V (i.e. U; = V; for every i). We denote by AT (D, V) the
set of stable admissible elements.

Notice that the two groups GL(V) = [[GL(V;) and GL(D) = [[GL(D;) act
naturally on S: if g = (g;) € GL(V) and h = (h;) € GL(D) then
g((A1). (By), (T, (A)) = ((gi414ig ). (&iBigiy). (ailh). (Aigy M)
h((AD). (By)., (T3), (Ap) = ((A). (By), (Tihi V), (hi A)).

Definition 5 (Nakajima, [7], [8], p. 521-522). Observethat A(D, V)and AT(D, V)
are invariant with respect to the action of GL(V) so, following Nakajima, we can de-
fine quiver varieties as the categorical quotients (see [6, Definition 0.5]) under the
action of the group GL (V) of the two varieties A(D, V) and AT (D, V):

Mo(D,V)=A(D, V)//GL(V), po is the projection from A (D, V) to My(D, V),
M(D,V)=AT(D,V)//GL(V), p is the projection from AT (D, V) to M(D, V).
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The existence of the quotients M and M can be obtained, using standard arguments
of GIT, (see [6, Ch. 1 Theorem 1.1 and Theorem 1.10] and [8, p. 521-522]). The
construction shows also that the map 7 : M(D, V) — My(D, V) induced by the
inclusion A1 (D, V) C A(D, V) is projective. Observe that the actions of the two
groups GL(D) and GL(V) commute, hence the group GL(D) acts on M (D, V) and
My (D, V) and the map 7 is equivariant.

Let us also notice that the quadruple 0 = (0, 0, 0, 0) is always admissible and we
set 0 := pp(0,0,0,0) € My(D, V). Finally let us denote by M (D, V) the image
of 7 with the reduced structure: M1 (D, V) is a closed subvariety of My(D, V) since
7T 18 projective.

The vector space S(D, V) and the varicties A(D, V), AY(D,V), M(D, V),
My(D, V) and M;(D, V) do not depend, up to isomorphism, on the choice of the
vector spaces D;, Vi, hence we will denote them also by S(d, v), A(d, v), AT(d, v),
M(d,v), My(d,v) and M1(d, v) (or simply S, A, AT, M, My, M; when d, v are
clear from the context).

Moreover, as in the case of Slodowy’s varieties it will turn out to be useful to
extend the definition of M (d, v), My(d, v) and M, (d, v) also to the case of arbitrary
(n — 1)-tuples of integers: we set M(d,v) = My(d,v) = M,(d,v) = & if there
exists i such that v; < Oord; < 0.

Remark 6. In [8] a condition of stability dual to the one given in Definition 4
above was used: an admissible element is called x-stable if each collection U =
(U1, ..., Uy—1) contained in ker A and invariant under the action of A and B is triv-
ial. The isomorphism between the quiver varieties constructed using this stability
condition and the one used in this paper is given by

(A1), (By), (T'1), (A1) = ((B]), (A]), (AD), (T])).

As for the varieties 4, ; and gr + we need a criterion in order to understand when
M(d, v) is not empty: this is given by Nakajima’s construction of the irreducible
representation of sl (see [8, §10]). In order to state it we recall that we identify d
(resp. v) with elements of the weight (resp. root) lattice (see 1.2) and we observe that
if o € S, then o (v — d) + d 1s in the root lattice.

Lemma 7. Ifo € S, is such that o (d — v) is dominant and v’ = o (v — d) + d then
Mdv)#0 < MA V)£ 0 < v, >0 fori=1,....,.n—1.

Proof If v € N’;OI the result immediately follows by Nakajima’s main theorem
(see [8, §10 Theorem 10.2]) applied to the case x = 0. Indeed Nakajima’s theorem
implies that Heop (M (d, v)) is isomorphic to the weight space of weight d — v of the
irreducible representation of sl(n) of highest weight 4. It is well known (see, for
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example, Humphreys [2], Chapter 6, §21.3) that this weight space is not zero if and
only if v > 0 for every i.

Now suppose that there exists i such that v; < 0. It is enough to prove that
there exists j such that v} < 0. Indeed if v" = 0 (ie. v/ € > Nopo; ) we have
v=0"lW —d)+d =v+(d—-v)—0o"1(d—") = 0since u = tu for all
dominant « and all = in the Weyl group S,. O

1.4. Nakajima’s conjecture. If d = (dy,...,dy—1) and v = (v1,...,v,—1) are
two (n — 1)-tuples of integers we define the n-tuple r = r(d, v) = (r1,...,ry) by
setting:
rn=d+- - +dy_1—vi, 7ry=vy-1, and
ri=d+ - -+dy_1—vi+vi_ fori=2,...,n—1.

We observe that Y i_;7; = N = Z?:_ll id;. Moreover we notice that once d is
fixed the map r gives a bijection between (n — 1)-tuples of integers v and n-tuples of
integers r such that > r; = N. Indeed we have that

Un—1="rn, Vi=rp+ - +riq1 —diq1 —2diqa-—(n—i—1)dy1
fori =1,...,n —2. Now we can state the main result of this paper. We recall that

we have settled M (d, v) = M1(d,v) = D ifv; < Oforsomei and 8, x = 8, x = @
if r; < 0 for some i. The following theorem was conjectured by Nakajima in [7].

Theorem 8. Letv, d, N, r =r(d, v) as above. Let x € N be a nilpotent element of
type 19 (n — 1)1 Then there exist two isomorphisms of algebraic varieties, §
between M (d, v) and gr,x, and @1 between M1 (d, v) and 8, x, such that the following
diagram commutes:

Md,v) —2 5.,

UJV /Lrl (2)
Mi(d,v) —2 8.

Moreover g1 maps 0 € My(d, v) to x € &, .

Remark 9. If M(d, v) # @ then it 1s easy to see that 0 € M;(d, v). This will be
also obtained as a consequence of the proof of Theorem 8.

Remark 10. Let A, be the open (and possibly empty) subset of A consisting of
elements with closed orbit and trivial GL(V)-stabilizer. If A;eg # @ we know by
[7, Theorem 4.1] that 7 is aresolution of singularities so that My = M and Theorem §
above reduces to the conjecture as stated in [7, §8]. We observe also that by [8,
Proposition 10.5 and Theorem 10.2] Ay # @ if and only if v 2= 0 and d — v is
dominant.
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2. Path algebra and admissible polynomials

In this section we define the path algebra. Our path algebra will be a modification of
the path algebra of the double quiver of type A which takes into account the presence
of the extra vector spaces D;. This algebra will play an important role in our proof. It
will be used as an “universal coordinate ring” for quiver varieties which is independent
of the dimension vectors d, v.

2.1. Notation on quivers and paths. The vertices and the arrows of the double
quiver @ of type A,_1 will be denoted as indicated in the following diagram:

b by bp_3 bn—2
P T -
Q: 1\_/72\_//“-\_7n—2 n—1. 3)
ay az ap—3 an—2
In particular, I = {1,...,n — 1} is the set of vertices and H = {ay,...,a,_3,
bi, ..., by_>} the set of arrows.

It is convenient to consider also the following double version D@ of the quiver @:

LR - (n—2)F (n— 1)?
DQZ 71 g )511711’2 g )51172 bnj;rkz g jﬁnfzbﬂizyn—l g 75,1,1 (4)
ST DS P <
) S T e e U
ai az an—3 Qap—2

Letusdefine I* = {1%, ..., (n — D%} and H* = {31, ..., ¥u—1. 81, ..., 8p—1} and
let us denote by I = I U I* the set of vertices and H = H U H* the set of arrows of
this quiver.

Given an arrow 1 € H we call &y its source and /7 its target. A path « in a quiver
is a sequence A ... 1D of arrows such that hg” = th) fori=1,...,m—1.
We call h(()l) the source of « and we denote it by «p and we call hgm) the target of «
and we denote it by ;. Moreover we say that the degree of « 1s m and we denote it
by degree(w). If ¢y = «; we say that « is a closed path. If i is a vertex we define
the i-empty path &; whose source (&;)g and target (&) are equal to i and whose
degree is equal to 0. The composition of paths is defined in the obvious way.

We call a path for the quiver @ a @-path and a path for the quiver D@ a D@-path.
A D@-path « is said to be an admissible path if oy, oy € I%.

2.2. The algebra of admissible polynomials. The path algebra of a quiver is the
vector space spanned by all paths with the product induced by composition. It is an
associative algebra graded by the degree of paths. Consider now the path algebra R
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of the quiver D@. For i € I let 6; be the following element of R:

}/151 —b1a1 ifi = 1,
0; =3 v +ai_ibi_1 —bja; fi=2,...,n—2,
Yn-18p—1+an_2by_o fi=n-—1

Define I to be the bilateral ideal of R generated by these elements, and R’ to be the
quotient algebra R/I. If « is a D@-path then we denote by [«] its image in R'.

Definition 11. The algebra of admissible polynomials is the subalgebra R of R’
generated by the elements [«] with « an admissible path. Since the ideal I is homo-
geneous, R’ and R can be graded using the degree of paths and we define R, as
the subspace of R of homogeneous admissible polynomials of degree m and R4 as
®m>0 ‘Rm

Ifi, j € I we also set R; ; := [@ ;1 ]R[D1] and we say that an element of R; ;
is an admissible polynomial of type (i, j).

Finally we define some special paths: for 1 < i < j < n—1lety;5; =
bi...bj_1y;and 8;.; = 8;a;_1...a;, and observe that [8;— jyvii] € Ri ;.

Lemma 12. The algebra of admissible paths is generated by the elements ;1] for
i* e I* and by the admissible polynomials in the following set:

P ={l81»;vi-1] i, j € I andl < min(i, j)}. &)

Proof. Let 4 be the subalgebra of R generated by & and by the elements[@;;] for
it eIt

Observe first that the algebra (R is generated by the admissible polynomials [@;4]
with i* € I* and by the admissible polynomials 8 of the form [§;ay;] with « a
(possibly empty) @-path. In particular it is enough to show that the admissible
polynomials of this form belong to +4.

Notice that [§; ;v ;] = [8; ;] hence we can restrict ourself to study the case in
which « is not empty. Let o = 1" ... 1D with 1 € H for all r. We say that ¢ is
a corner of « if there exists 7 such that 2 = a,_; and h“TY = b,_;. Observe that
if o has no comer then B is an element of . We define MC(«) to be the maximal
comer of « if « has a corner, and 0 if « has no corner. If £ = MC(«) we define also
c(e) = card{s : b =ap_; and hSHtD =p,_;}.

Now we prove S € # by induction on N = degree(«) + MC(«) + c(«).

Observe that if N = 0 then « = &; for some i and we have already examined
this case.

If N > 0 and « has no corner then 8 is an element of P.



Vol. 80 (2005) Quiver varieties of type A 9

So we can suppose N > 0 and « has a corner. Let £ = MC(«) and notice that o
can be written in the form o”by_1a,_1o’. Now using the definition of the ideal I, if
¢ > 1 we have

B = [8jayi] = [8;0"be_1as_1v;]
= [8;&"by2a¢2d i1+ [  yebec yi]
= [8;0"by_pag_av;1+ (8¢ vl - [Secd yi].
We observe now that the admissible paths [8ja"by_sae_pa i1, [8;e” ve] and [8ecr’y;]
belong to 4 by the inductive hypothesis.

In the case £ = 1 the argument is the same, but the summand [8jo"by_pap_2c’y;]
on the right hand side of the formula above is zero. o

We define now an evaluation of paths on S: if 1 € H is an arrow (or an empty
path) we define an evaluation of /2 on an clement s = (A, B, I", A) € S(D, V) in the
following way:

idVi ifh=@;andi €1,

idp, ifh =2, andi® € I¥,
h(s) = A; ?fh:ai,

B; if h = b;,

Iy ifh=y,

A, ifh =34

Let us extend this evaluation to all paths using composition: if @ = A" ... 1V then
a(s) = K™ (s) o0 hW(s).

In particularif i < j weset'j; 1= y;-;(s) and A;,j :=8;_, j(s).

Finally observe that if s € A(D, V), this evaluation is well defined also on the
vector spaces R; ;. In particular if f € R; ; then f(s) € Hom(D;, D;). Moreover
we observe that, if f € R; ; then f(g-s) = f(s)foralls € A(D, V) and for all
g € GL(V), hence they are well-defined regular functions on the varieties M and M.

2.3. The coordinate ring of My. The following theorem describes the relation be-
tween the path algebra and the coordinate ring of My in the case of the quiver of

type A.

Theorem 13 (Lusztig [5], Theorem 1.3). The ring C[S(D, V)MV is generated by
the polynomials

s —>@(a(s))  for o an admissible path and ¢ € (Hom(Dgy,, Dg,))*  (6)
and

s —> Tr(a(s)) for « aclosed @-path. @)
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As a consequence the coordinate ring C[A (D, V)]“Y) of the affine varicty Mg
is generated by the same polynomials restricted to A(D, V). In the case of a quiver
of type A one can see that the second type of polynomials are not necessary: indeed,
as in proof of Lemma 12, we can show by induction that we can express the second
type of polynomials in terms of the first type. The following lemma describes a finite
set of generators of the coordinate ring of M.

Lemma 14. 1) C[A(D, V)19"WV) is generated by the polynomials
s> p(B(s)) for B € P and ¢ € (Hom(Dg,, Dg,))*.
2) If (A, B,T, A) € A(D, V) then it is an element of A+ (D, V) if and only if for
alll <i <n—1wehave

n—1
ImA;_; + Zlm Ui =V
j=i

Proof. 1)is a consequence of Lemma 12 and Theorem 13 above. In order to prove 2)
let us notice first that the condition of stability is equivalent to

Z Im(a(s)ye(s)) = Vi fori=0,...,n—1.

« a @-path

and oy =i
Indeed if U; is the vector space on the left of the formula then (U, ..., Uy,_1) 1s the
minimal subspace of V containing Im I" and invariant by the action of A and B. The
proof can now be completed following the line of the proof of Lemma 12. O

3. Construction of the isomorphism

In this section we will define the maps ¢; and @ in the case v;, d; > 0 foreachi. We
examine first a simple and already known case of Theorem 8:

Lemma 15 (Nakajima [7]). IfN > vy = --- 2 vy_1 andifd = (N, 0, ..., 0) then
the conjecture is true. In this case we have M(d, v) >~ N, and M1(d, v) =~ 5)L,.

Proof. The proof is given in [7], Theorem 7.2, but there Nakajima considers the
inverse condition of stability so we remind the definition of the isomorphism in our
case. Observe that in this case we have D = (D1, 0, ..., 0) and that we can choose
the vector space E of Section 1.1 to be D;. The isomorphism ¢ between M (d, v)
and T* ¥, is given by:

p(A,B,T,A) — (AT, {0} CkerI'y CkerAjT'; C--- CkerA,_q...A).
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It is easy to check that this map is well defined and that it is bijective so that, since
M and T*F are complex smooth varieties, it is an algebraic isomorphism.

The map ¢o between M;(d, v) and 5kr or the map ¢; between My(d, v) and
N is given by po(A, B, T, A) — A1I"';. We observe first that ;7 = 1, ¢ so that
¢1(My) = O,,. By Lemma 14 we see that the coordinate ring of My, hence the
coordinate ring of its closed subvariety M1, is generated by the matrix coefficients of
the matrix A;I"; hence the map between M; and 4, , C N is a closed immersion.
Thus ¢ 1s a surjective closed immersion between two affine (reduced) varieties (over
an algebraically closed field), hence it is an isomorphism. O

Before giving the proof of the general case I will explain the main steps of the
proof:

(1) Given (n — 1)-tuples d, v of natural numbers and vector spaces D;, V; of the
dimension prescribed by these natural numbers, we construct new (n — 1)-tuples
of natural number d, ¥ and new vector spaces D;, V;. In particular the (n — 1)-
tuple 4 will be of the form of the Lemma 15 above: d = (N, 0, ..., 0). _

(2) We use the Lemma 15 above to give a description of the varieties 4, and 4, »
as subvarieties of M;(d, 9) and M(d, ©).

(3) We construct a subvariety ¥ of the variety A (d, ), that we call the set of transver-
sal elements, and we introduce also its open subset £+ = AT(d,0) NT. We
observe also that the image of T (resp. of TH)in Mi(d, D) (resp. M, D)) is
contained in 4,  (resp. 5,.x).

(4) The main point of the proofis now to prove that this set ¥ is isomorphicto A (d, v):
Lemma 18 allows to construct a map from A(d, v) to ¥ and in Lemma 19 we
prove that it is an isomorphism. We also observe that this isomorphism sends
stable elements in stable elements, so that at the end of this section we are able
to introduce maps

¢: Ad,v) — T and ¢T: AT, v) — TT.
(5) We observe that ¢ and ¢ define maps at the level of quiver varieties:

¢1: Mi(d,v) —> 8,5 C Mi(d, D)
and N
g:M(d,v) — 8,x C M(d,7).

In Lemma 23 we prove that ¢; is a closed immersion and this allows us to show
that the map ¢ is proper. The injectivity of the map ¢ follows from Lemma 22.
(6) We conclude the proof as follows: ¢ is a proper injective map between two
smooth complex varieties of the same dimension, moreover it is known that the
variety 4, 1s connected (this can be deduced for example by the Zariski Main
Theorem and the normality of the closures of nilpotent orbits proved by Kraft
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and Procesi [3], see for example [1], Lemma 4.1.3), so the map ¢ has to be also
surjective, hence it is an isomorphism of algebraic varieties. Finally, since ¢ is
surjective, also ¢1 has to be surjective hence it is a surjective closed immersion
between two affine varieties, which implies that ¢; is an isomorphism.

3.1. Notation and description of Slodowy’s varieties as subvarieties of a quiver
Variety Let d, v r, A be as in Theorem 8 and let us define d; = 0if i > 1 and
d=N= P ]dJ, U = v + Z] iv1(J —i)d;j. We will construct some vector

spaces V;, D; of dimension d; and 9; in terms of the vector spaces Vi, D;. Let Di(j )
be an isomorphic copy of D; and define:

E=D= P D§"> and D;=0 fori=2,....n—1, (8a)
1<k<j<n—1
Vi=V.a ) DY fori=2,....n—1 (8b)

1<k<j—i<n—i—1

It will be convenient to set Vo= Dl, and, if (A BT, A) is an element of A(D V)
Ao = I‘l, and Bo = Al We will always consider the maps A, R B as block-matrices
with respect to the decomposition of V; D1 given in (8a), (8b) and by a projection
on to one of these subspaces, we will always mean a projection with respect to the
same decomposition. If § = (A B, T A) € S(D V) we fix the following notation

for the blocks of the maps A,- and B,- fori =0,...,n—1:

A i 3 e

ﬂDj(h)Ai |D;;/,/) it JtD;h>Bi|D§l;/> = Si,j,h
~ oy % v

”D§h>Az|vi =T T Bl|Vi+ Sijn

z J'H 5 Jjn ©
T4 A ’D(h@ =Ty ﬂViBi‘D(h/) =Sy
il /!

7TVi+1Ai|Vi =4 yTViBi|Vi+1 = Bg.

Whenever we want to stress the dependence on § we will write T?(5), St (5), etc.
Let us define the subspaces D = Dcicjicnii D(k) and observe that for
i=1,...,n—1wehave V = V; ® D! and for i :0wehave VO :51 = Dj. We
consider the group GL(V) as the subgroup of GL(V) acting as the identity map on
D! and mapping V; into V;.
Now let us now choose the following special s[(2)-triple (x;, y;, [xi, yi]) of s[(D]):

. h h—1
xi|D(1) =0, Xi|D(h) :ldDj:DS)—>D§. ),
J J (10)

o . n At
yi|D§j—i> =0, Yi|D§h) =h(j—i—hjidp,: D; - D; ),
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and let us notice that x = xg, y = yo, and [x, y]is an sly-triple in 5[(51) of the type
required in Theorem 8.

Observe that, by Lemma 15, M(D V) = T*F; and M, (D V) . Hence
we can describe 4, ; and /S, + as subvarieties of Ml(D V) and M(D V)

Sx = po({(AB.T.K) € AD. ) : (KT — .31 = 0}) N My (D, P,
5. =p({(A B.T.2) e AY(D, V) : [A,T) —x,y] =0}).

3.2. The transversal subvariety. This subsection is devoted to the description of a
special subvariety of A(D, V). We will first introduce a formal degree of the blocks
of our matrices. More precisely we will define two different kinds of degrees, the
grado and the degree and we denote them by grad and by deg respectively:

grad (T ) = min(h — W'+ L b — W' + 1+ — ),
deg (T/ ) =2h — 21 + 24+ ' — .

grad (/) = min(h — W, h — I+ j' = j),

deg (S721) = 20 =20 + j' — .

Let us recall that fori = 0, ..., n —2 we have defined D} = ;11 Dﬁ.k)A

Definition 16. An element (Z, B , F, Z) of A(ﬁ, V) 1s called transversal if it satis-
fies the following relations for 0 < i < n —2:

i g gl
T/ =0 if grad (T/ ) < 0

T/, =0 ifgrad (T/}}) = 0and (j/. 1) # (.h + 1)

T/ =idp, if grad (T ) = 0and (/. 1) = (j.h + 1)

T/ =0

T{/’Vh: —0  ifK £l an
f}hh — if grad (SIJ] h) <0

stk = if grad (/) = 0 and (j/. 1) # (j. h)

si =idp, if grad (S]})}) = 0and (', W) = (j. )

Sy =0 ifh#j—i
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and, finally, .
[nDlzBiAi|Dl{ — xi,yi] = 0. (12)

We denote by T the set of transversal elements and by T+ the set of transversal
clements which are additionally stable

Observe that p(T+) C /S,x and that po(T)ﬂMl(D V) C 8 x. Observe also that
T and T* are closed GL(V)-invariant subset of A(D, V) and A+(D V) respectively
(but they are not GL(V) mvariant).

Before giving the construction of the maps ¢, @, let us give an example in or-
der to explain the notation and the definitions introduced hitherto. We consider
Ap_yg: Vg —> V,_3. We have:

Viea=Vis0DY. oD & D? oDV oD? oD,

Vn73 - V 3D D(I)Z e D(Dl e D(Z)

Now let us write Zn_4 as a block matrix and let us write down the blocks introduced
in (9) explicitly:

(1) (1) (2) O (2) (3)
n—3,1 n n—2,2 —1,1 -1,2 n—1,3
Vn—3 H An—q H T2y H Tn ‘ T2y H T ‘ TZ—4,V ‘ Tav H
(0] \%4 n—3,1 n—2,1 Tl n—1,2 -1,3
Dn—2 H Tn—4,n—2,l H Tn—4,n—2,1 H n 4n-2,1 ‘ 4n 2,1 H rL 4 n—2,1 ‘ ]Tn 4,n-2,1 ‘ TZ—4 n-2,1 H
(1) v n—3,1 2,1 -2,2 n—1,1 n—1,2 n—1,3
anl Tn74,n71,1 Tn 4,n—1,1 ’H‘n —4,n—1,1 —4,n—1,1 TVL*“,VL*],[ TVL 4,n—1,1 Tn74,n71,1
2) v n—3,1 n—2,1 =22 n—1,1 n—1,2 =1,3
anl Tn74,n71,2 Tn 4,n—1,2 Tn 4n—1,2 TZ 4,n—1,2 Tn74,n71,2 TVL 4,n—1,2 TZ74,)171,2

(In the matrix above we indicated on the boundary the domain and the codomain
of each block). In the following matrix we list the degree and the grado of each block
(observe that we have not defined these numbers for the first row and the first column)

gt s || v || ot [] o | o || o0 [0 | 02 |
e I - -1 - T-7-7-1
e H-HHHM\ \\13\01;,1.,,1\;
Dfll,)l -1; —4 -1; -3 52 0;0 -1; -2
B o2 || 151 | os1 || 24 | 152 | o050

Finally we write amatrix satisfying conditions (11) in the definition of atransversal
element
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H _ ‘ o0, || o, \ o®, H o | p® ‘ ey ‘
253N N N B
H RN RN
D, 0 0 0 * idp, 4 g
o 0 0 * 0 % * 4D,y

3.3. The main construction. We will define the maps ¢, ¢ by giving a GL(V)-
equivariant map ¢ from A(D, V) to €. The following two lemmas are the main
mgredient in this construction. The proofs of the two lemmas are very similar but in
the second lemma we consider a more complicated situation in which the definitions
of degree and grado given above play an essential role.

We recall that in case s = (A, B,I', A) € S(D, V) and i < j we have settled
I'jsii=yjsils)and A 1= 6 ;(s).

Lemma 17. Lets = (A, B,T, A) € A(D, V) and let (A, B,T', A) € T such that

A=Ay, B; = Bi. (13a)
Ty =Tin, By 3415 = Baya, (13b)

foralli =0,...,n—=2 Thenforalli =0,...,n—2andforall j > i we have

1
TiJ,V = Vj—it+1(s), Si‘,/j,j—i = dit1(s). (13¢)

Proof. We prove this claim by decreasing induction on i. If i = n — 2 we have
nothlng to prove. Let now 0 < i < n — 3 and assume that formula (13c) holds for
i+1,...,n—2. Consider the ADHM equation in Deﬁmtlon Gk A B = B,+1A,+1

Now using the equality nVHA B |D(1) = Bz-l—lAz-l-l |D(1), relations (11) and
mduction we obtain

Jji1
Ty = Bitiljsiv2 = Tjsiqa.

Besides, using the equality 7 ;- A; B; Vops = JTD}(_jfi) Bit1Ai | Viir: relations (11)

D(J
and induction we obtain

v
Sij,j-i = Ait2-jAig1 = Aip1

proving the thesis. O
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Lemma 18 For a givens = (A, B,I', A) € A(D, V) there exists a unique s =
(A B T, A) € ¥ such that (13a) and (13b) are satisfied. Moreover there exist

homogeneous admissible polynomials t }2 and s; th in R ; such that

h ./,h/ ./,h/ ~ ./,h/
T!]Jh(s):ti{j’h(s) and S 7 ,(5) =s] 75 () (14)

Joralls € A(D, V). Finally when the grado of the corresponding block is positive
(i.e. when grad(Ti]’ ]hh) > 0 or when grad(Si]’ ]hh) > 0) these polynomials satisfy the
following propertieS'
6] degree(tJ] h/) = deg(']l‘]J h) and degree(sl J h) = deg(Sl 7 h)
(11) t h and s! 5; };Z can be written in the following form:
j/ / J /h/ ] h/ / h/
Ljh _}\th[SE—nV] —>f]+ql]h and Sijh 'uzjh[éﬁ—)fy] —>£]+sz11
where £ = j+h' — h, g} and p} are homogeneous admissible polynomials in
the subalgebra Ry of R generated by Ry - R4 and A
numbers;
(i) i’ =1,i4+2 < j <n—landl < j—i—1< n—l—ZthenX] h>0
(iv)z'f1<h’ j—t—lén—z—2andl\h j—i—1¢K n—z—2then
A jh =1 .
}‘l Jh + H; 575l > 0’
(V)zf1<h’<]—z—1 n—i—2h=j—iandi+1<j<n—1then

2/ 7
ih are rational
i ] h’ Mi,j,h

Proof. We shall prove that all the blocks of A;and Bi fori = 0,....,n —2 are
uniquely determined and have the required form. We observe first that by Lemma 17
and relations (11) the following relations hold for all i, 7, h
17, 0 S/ <o
’]I‘.j/’h/ _ Vj/—>i+l(s) ifh' = 1, l+1_>](S) if h = ] — i,
LV 0 otherwise; Si ] ’ otherwise.

Moreover if grad(’I[‘] h) 0 (resp. if grad(S} h) 0) then Tl J h (resp S] i h)
is completely determmed by relations (11). We prove the lemma for the remaining
cases by decreasing induction on i, giving an inductive formula for the computation

of the blocks ’]I‘lj th, Sl] ]hh in these cases.

Notice that A,_, and Bn~2 are already completely defined by relations (13) and
they verify therelation A,,_» B,,_» = Oand [nD/ B,L 2Aﬂ—2|D/ —Xp—2, Yn—2] = 0.
n—2

Now we assume to have constructed IJ e and st o for j > i + 1, satisfying



Vol. 80 (2005) Quiver varieties of type A 17

the properties stated in the lelpvma and such that the ADHM equations A:B =
Biv1Aiy1, ..., Ayn_3By—3 = B,_2A,_> and relations (12) fori +1,...,n =2

are satisfied. We need to prove that there exist unique T , and Sf : N such that

~

[ﬂpggigibg —x.%1=0 and A;B; = Bi+lgi+1, (15)

and that they have the required form. First we observe that relations (11) and (13)
imply the following equations:

~

7TV+1AiBi|VZ,+1 =AiBi +Ti1Aip1 = Bi1Ajy = 7y, Biy 1Ai+1|Vi+1
7TVi+1AiBi’D§_h) =01l jsiv1 = W Bitiljsive = 7y, l+1Al+1’D§_h)

ND§h>AiBi\Vi+l =0 j—i-1Ait15; =0 j—i—1AiyasjAip1 = 7TD§_h>B‘i+1Ai+1\Vi+1

(0 1s Kronecker’s delta). Now we express equations (15) in amore suitakle > form. We
mtroduce the linear maps L := B,-+1A,-+1, M = A-B,- and N :=

and let us define the blocks Lj/hh . M; i h "and N i h analogously to (9)

Xi

:/ !
7R _
Ly = nDEh)L|D(,},L/) - Sz+1 ]th-l-l v+ E :Sl+1 ik l+1lm (16)
J

and similarly for M ]’.':,;h/ and N ]J.';,;h/. Hence equations (15) can be formulated as
follows:

'/,h/ '/,h/
M]{h = Lj.’h (17a)
forl<hW<j—i—-1<n—i-2adl<h<j—i—-1<n—i—2,
NI =0 (17b)

forl+i<j/<n—landl<h<j—i—-1<n—i-2
j/,h/
Nj’1 =0 (17¢)
forl+i<j<n—land2<W <<j —i<n—i—1,and
g W41 . i
h’(/—L—h)N;hH+ =h(j —i =N, (17d)

forl<W<<jy—i—1<n—i-2andl <h<j—i—-1<n—i-2
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In order to study these equations we introduce two kinds of degrees, the grado
that we denote with grad and the degree that we denote with deg, as we have done
for T and S:

grad(L I )—grad( h )—grad( h )—mm(h W+1,h—h+1+j —)),
deg(LY ") = deg(M];") = deg(NI;") = 20 —2h' + 2+ j' — .

Equations (17) are homogeneous and we will call grado (resp. degree) of each of
these equations the grado (resp. the degree) of the blocks involved in the equation.

Observe now that min(m — A’ +1,m —h' +1+ 7 — j)+minth —m, h —m +
=)y <min(h—h +1,h—W+1+jF —j)andmin(m —h',m —h' +j — j)+
min(h —m+1,h—m+1+1—j)<min(h —h+1,h—h +1+j — j), hence
grad and deg behave well under composition:

grad(Sl_H i n) —|—grad(TIJ+’1 l e B grad(LJ h )

i (18a)
deg(S;\) ;) + deg(T}, x+1 1, m) = deg(L] h )

grad(T v )+ grad(SlJl’m) grad(M]h ) )

deg(TlJ n) T deg(Sl]l’m) = deg(MJh )
grad(Sl ) grad(Tl]l’m) grad(N]h ) —

deg(SP™) + deg (T h) = deg(V7;1).
One can check that when the grado of the a block is less than or equal to 0 equations
(17a), (l7b) (17¢) and (17d) are always satisfied independently of the choice of Tl S
and Sl 4+ Here we consider just the case of equatlon (17a). In this case observe first

thatif »’ = land h = j —Lthengrad(LJh ) _mm(] — i, j/ — i) > 2 in the case

of equation (17a). Hence if grad < 0 then Sl 1.7, h']l‘i +1,V in the right hand side of
formula (16) is always 0.
Now if grad < 0, by relations (18), at least one of the two factors of the summand

Sl 1,71 L +1 1,m 1 the right hand side of formula (16) has grad less than 0, hence

vanishes by relations (11). The same argument applies to the block M }Jv:,;h/ hence if
grad < 0 equation (17a) reduces to the identity 0 = 0.

In the case grad = 0 the same argument together with relations (11) and equation
(17a) 1s equivalent to the following:

jL Im i’ b
Z SH—l]hTH—llm - Z Tz ],hSllm

grad T=0 and (m,})=(j’,h'—1) grad T=0 and (m,1)=(j,h+1)
grad S=0 and (m,})=(j,h) grad S=0 and (m,D)=(j’,h")
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which reduces to 0 = 0if (j/,h') # (j,h+ 1) and to idp, = idp, if (j',I') =
(J,h+1).

In particular we observe that in the case of equations (17b) and (17¢) the grado is
always less than or equal to 0, hence these equations are always satisfied.

Now we study the remaining equations arguing by induction on d = grad > 0.
We assume to have constructed ']I‘ij J’.hh and Sij ]’.hh for the blocks with grad < d such
that all the equations (17a) and (17d) with grad < d are satisfied, and we prove that
Tl.” th and Sl’]hh for blocks of grad = d are uniquely determined by equations (17a)
and (17d) of grad = d. We need to solve the following equations:

'/’h/ '/’h/ " < ./,h/ 1 . . '/Yh/

MU =L and W(—i—W)NT =h(j—i—h)N]; (4)
forl <W<<j—-i—-1<n—i—2andl<h<j—i—1<n—i—2and
min(h—h'+1,h—h'+1+j' —j) = d > 0. (The shape of the equation is the same
as in (17a) and (17d); what 1s changed 1s the range of the indices involved in these

equations). By the inductive hypothesis, under this assumptions on j, j’, h, ', d the
following formulas for the blocks of L, M, N hold:

Y Y ol
J'sh J'h Jj'h
Lj,h =Vin AZ—)ij/—%‘f'Cj’h (s),

i i i Jn
MM = 1+ T +dj7h (s),

i,Jj.h+ iL,Jh
s/ h/ .
JH T i if i =1
R A B R N Y P A
i oL, <A S i

jh . .

Nj/’h/+1 _ j’,h/ y Si,./j,h/—i-l L lfh =] —1— 1

J.h+1 f],h ( )+ {le’]’)hhii —|—Si]’]’.’hh+l if1<h < ] il
' . VI (VT (VS Y s
where £ = j+ 1’ — h and Cih d].’h €k fj’h are homogeneous admissible
polynomials that we already know by induction. In particular these polynomials
belong to the subalgebra Ry of R generated by R - Ry and their degree is equal to
the degree (deg) of the corresponding block. Finally v} is the following coefficient:

1 ifh=landh=j—i—1,

i’ B : i om
PR R if ' =landh < j—i—1,
th j/,h/l . X X ,

N’i+1jh 1fh:]—z—1andh >1,

I e and < i 1
i+1,7,0 T Figr e ! LA

By the inductive hypothesis we see that v} is always a positive rational number.
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Now we group all the equations with the same j and the same ;' together and
we solve them. Once we have fixed j and j’ we can organize the indeces in a more
convenient form. Let by = j —i — 1 and

L4 ity >j _[1-d it >
d+j—j ifj <j 1+ —j—d ifj <j.

For fixed j, j’ (and d) let us also introduce the positive rational numbers o, =
(h+ k) (' =i —k—h), fr = h(j —i —h) and v, = v’ ;" Then the equations
(4) can be written as follows:
j/,h/ . j/,h/ j/)h/-l—l . j/,h/
Mj,h _Lj,h and ﬂth,h+1 —O‘th,h

(*ajj’)
for b’ =k +hand ho < h < h. Y

TN of
Now let us introduce the following variables: X; = Tl;th and ¥, = S’ ok

. - ) i, j,h+1"
and let us write system (s,;;+) in the following way:

Xng + Yng = vigAesjTjise + p1oag(s)

: (19)
Xh1 + th = vhlAiﬁij’—)[ + Pl (S)
and
noYng + Xngr1) = BroXno + P2,1o(s)
Uhgt1 Vi1 + Xng+2) = Bro+1 Yy + Xig4+1) + P2, 1o+1(5)
(20)

ahy—1(Yn—1 + X)) = Bry—1(Yn,—2 + Xy —1) + p2,5,—1(5)
Ay th = IBh1(Yh1—l + Xhl) + P2.m (S)
where ¢ = j 4k and p, . are known homogeneous admissible polynomials of degree

equal to the degree (deg) of the corresponding block and that are elements of Rj.
Observe that the system of equations (20) can be rewritten in the following form:

Yig + Xnot1 = 0o Xng + P3,1,(8)
Yiowr1 + Xnor2 = ono+1Xno + P3,00+1(5)
: Q2D
Yii—1+ Xp = pny—1Xng + P3,0,-1(5)
Yi, = pn, Xny + P31, (5)
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where the p; are (strictly) positive rational numbers and the p3 ; are a linear combi-
nation of the pz ;. Now the system (19,21) is a linear system in as many variables as
equations and has a unique solution. Indeed this system can be written as

Mx =v
where
X = (Xh()v ---aXhly Yhov PEEW th);
V= WnAes;Ujsp+ Prag(s) oo s v Do ;T iy
+ P1.hy (S))7 P3,hg (S)y ey P30 (S)),
M= (1m—ho+1 1dny—pet1
N idp,—pot1
and
—prg 10 0
—Phot+1 0 1 0
N =
—pp—1 00 .1
o 00 ... 0

Now if we subtract the i-th column to the i + (k1 — kg + 1)-th column we obtain that
detM = det(idy, —no+1 — N) = pn(1), the characteristic polynomial of N evaluated
in 1. Observe that pn (1) = 1170 +Photh1_h° +- - -+ pp, 1s apolynomial with strictly
positive coefficients, hence detM = pn(1) # 0. So M is invertible and x = M~ lv.
In particular X and Y, can be expressed as in equations (14) by homogencous
admissible polynomials satisfying properties (1) and (i1).

In order to prove that properties (iii), (iv) and (v) hold we observe that we can use
equatlons (19) and (21) to give an inductive formula for the coefficients k i h and

,ul J h Indeed they are the coefﬁments of the term Ay, ;I"j/_,; in the expression of

Xy = ']1‘] in and ¥y = Sl g h ' above. Hence they solve the systems (19) and (21) but
with the “constant coefﬁments P+, equal to zero. Therefore if we use the variables

Xp = k] ih " and Vi = ul g h we obtain from systems (19) and (21) that they are the
solutlons of the followmg systems:

Xho T Yho = Vho
(22)

Xp, + Yh, = Vi
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and
Yho + Xho+1 = phoxho
(23)
Yiy—1 F Xy = Phy—1Xhy
Yh1 = PhyXhy
Notice that xp,, (Yn,+Xn,+1)s - - - » Y, are exactly the coefficients appearing in points

(ii1), (iv) and (v) of the lemma, hence, by system (23)itis enough to prove that x;,, > 0.
If we sum the equations in system (22) we obtain:

Vio + -+ vt
L+ pny + -+ pny

Xho =

which is a positive rational number. The lemma is proved. o

Using this lemma we can define the map ®: A(D, V) — T by ®(s) = 5. By
formulas (13) and (14) this is a GL(V)-equivariant algebraic morphism. The next
lemma shows that it is an isomorphism.

Lemma19. 1) &: A(D, V) — T is a GL(V)-equivariant isomorphism.
2) (s) € TT < s AT(D,V)and <I>’A+: AT (D, V) — Tt is a GL(V)-
equivariant isomorphism

Proof. We prove 1) writing the explicit formula for the inverse of &:
O7N(A, B, T, &) = ((A), By), (T4, (8)141.0)-

The equation d~1 o & = id A(D,v) follows now by (13a) and (13b), while the relation
® o ¢~ = ids follows by the unicity of the element § proved in Lemma 18.

In order to prove 2) we first notice that for (A BT, A) eS (D V) the stab111ty
condition is equivalent to the surjectivity of Aifori=0,...,n—2. Fori =0,.
n — 2 consider the subspace D; of V; and the subspace Di‘Ir of V; defined by DiJr =
@2<k<] i<n—i—1 D(k) Observe that for (A, B, I', A) € T we have by relations (11)

that A; | ilpy 1s an 1som0rphlsm onto D; ;. Notice also that vt=Ve Dz(1+)1 DD

D,(L_)1 is a complementary subspace of Di‘" in Vi and that V;1 is a complementary
subspace of D;; in Vi1, hence in this case the stability condition is equivalent to
7V, Aj |V,+ is surjective for i = 0, ..., n — 2 and by equations (13) this is equivalent
oA @dlNin @ - Sl-15i41: Vi@ D,-(i)l @ D(l) —> Viy1 is surjective

fori = 0,...,n — 2; which is exactly the condit1on of Lemma 14, assertion 2) for
the stability of (A, B, I, A). O
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Definition 20. As observed @ is a GL(V)-equivariant morphism, so we can define
@o and @ as the maps making the following diagrams commute:

Adv) —25 AT, v) —2 T+

N N o]

Mo(d,v) —2 Mo(d,5)  M(d,v) —2> 5,

B

and if we set ¢1 we observe that by definition the diagram (2) commutes,

- ‘/’O‘Agl(d,v)
and that Im ¢1 C g (8x) = 8r.x.

4. Proof of Theorem 8

We begin the proof of the theorem with some remarks on the degenerate cases and
on the dimension of the varieties M (d, v) and 4, .

Lemma 21. Letr, d, v, N be as in Section 1.4. Then the following holds:
1) Ifthere exists i such that r; < 0 then M(d, v) = @.
2) If'there exists i such that v; < 0 then 8,y = @.

3) gr’x # Difandonlyif M(d, v) # @ andin this case they are two smooth varieties
of the same dimension.

Proof. 1) This is an easy consequence of 2) in Lemma 14 and the definition of r.
2) If v; < 0 then

N =G4 tr)=rt+rip
<diy1+2diqp -+ (n—i — Ddp_y
=N—-(d1+ - +G—-Ddi_1+idi +idigy1+ -+ idy).

Sori+-4+r>di+---+idi+---+id, andgr’x’ivsemptybyProposition3.
3) Since we have constructed amap from M (d, v) to 4, x itisclear that M (d, v) #

@ 1implies 8, , # &. To show the converse we observe that the Weyl group S, acts

by permutation on the n-tuple » and that if o € Sy:

(1) /Sa(r),x # g — 5r,x 74— a,

2) r(d,o(v—d)+d) =o(r(d,v)).

The first property is clear from Proposition 3 (indeed with a little more effort one

could check that 85 (),x =~ 4,» but we do not need this result). The second property

is a computation that can easily be checked for o = (i, i + 1). So by Lemma 8 it is

enough to prove that &, . # @ = M(d, v) # & when d — v is dominant. If we set
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i1 =1,...,ix = k in the inequality (1) we obtain vy > Ofork =1,...,n — 1 and
M(d,v) # @ by Lemma 7.

Finally by a result of Nakajima (see [8, Corollary 3.12]) if M (d, v) is not empty
then it is a smooth variety of dimension x(2d — v ; v) and the equality of dimensions
is an casy consequence of Proposition 3. O

In the following two lemmas we study the injectivity of the maps ¢ and .

Lemma 22, lets € T, g € GL(V) and assume that g(s) € €. Then there exists
g € GL(V) such that g(5) = g(5).

Proof. We prove first that g; (V;) = V; and g;(D]) = D;. In order to prove them we
introduce fori =0,...,n :2,[ =0,...,n—2—iandh=0,...,.n—2—1—1
the following subspaces of V;:

1,(h j—i—h' s k
< S N I
0<h/<h i+2<j<n—1
i1+ <j<n—1 1<k< j—i—1

and observe that W72 — D! and that Wio’(o) ® D = Dj. Notice that by

1

relations (11) for all (Z BT, Z) € ¥ the following properties hold:

(1 A ’W;,(h) is an isomorphism onto Wl.l;ll W for 1 > 1,

@ Bilp,
Y 0,(0)
) Bi(Viqn) c W, @ Vi,
Now we prove that éi(WiZ’(h)) = Wil’(h) by inductionon i. Lets = (Z, BT, Z)
and §' = 2(5) :N(Z/, ;5/, I, Z’)‘ In the case i = 0 there is nothing to prove since g;
doesnotacton Vy = Dy. Ifi +1 > 0 using the inductive hypothesis and property (1)
above, we obtain

G WM™y = g (A wh )

= G (A wh ) = Tywh®y = with®

is an isomorphism onto D",

proving the claim.

In particular for/ = 0 and # = n —i — 2 we obtain g; (D]) = D/.

In order to prove g;(V;) = V; we also argue by induction on i. Fori = 0 again
there is nothing to prove. If i + 1 > 0 using induction and property (3) above, we
obtain

B &1 (Vi) = & Bi(Vign) c aW) P @ vi) = w P @ v

Hence by property (2) above and the fact that Vi=V,o® Wio’(o) @ D, we obtain
gi+1(Viy1) = Viqr.
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|V and we prove that 2(5) = g(5). Let§” = g(5) and

observe that 5’ and 5" are elements of T. Hence, by the unicity proved in Lemma 18,
in order to show that they are equal it is enough to show that for all i:

Now we consider g; = &;

A5 = A (57, B; (3') = B; (~”),
T;}I’I(S"/) — T;:;l’l(g'”), Sl " 1(5/) _ t l+1 1(~//).
By construction we have already proved the equality of the A; and B; blocks. Now for
the remaining blocks we observe that it is enough to prove g; | b, = id 1y . Indeed

we observe that A |Wz « 1s the identity map from Wll O 4o Wl 1 0

2

Arguing by
induction as above we conclude that & gi | Wh is the identity map. Fmally we observe
that DY, c w©. O

Lemma 23. ¢o and ¢1 are closed immersions.

Proof. 1t is enough to prove that ¢ is a closed immersion, hence to show that the
associate map @o" between the coordinate rings of the two affine varieties Mo(d, v)
and My (d, v) 1s surjective.

o

Observe that by Lemma 18 there exist homogeneous admissible polynom1als n
of type (5, j) such that for all § = (A B,T, A) & (s) we have 7TD(h) D1 F1 | h/) =

J /hh/(s) Let Rn be the subalgebra of R generated by these polynomials. By The-

orem 13, the surjectivity of ¢o" follows if we show that for all [«] € & there exists
f € Rn of type (g, or1) such that [«](s) = f(s) foralls € A(D V). We prove this
claim by induction on the degree d of the polynomial 8 = [¢] € P.

If d < 0 there is nothing to prove since there are not polynomials in & in this
case.

In order to study the case d > 0 we observe first that if R(m) is the subalgebra of
2R generated by the polynomials in & of degree less than or equal to m then, f € Ry
and degree f < m + 1 implies f € R(m). Now we study the case 4 > 0. Let
B =8¢~ jvjy—¢] € P of degree d. By relations (11) and the definition of the map ®
we have:

W6y = mo BTy = f + 120 He=1

o PPt gl TR ONE {0}
where, by Lemma 18, f is an homogeneous admissible polynomials of type (j/, j)
of degree d and it is also an element of Ry. In particular, by what we have noticed
above, f € R(d — 1) and~by the inductive hypothesis, there exists f € Rn of type
(j', j) such that f(s) = f(s) forall s € A(D, V). Finally we observe that if v is
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the coefficient of B in the formula above, by property (iii1) in Lemma 18 we always
have v # 0. Hence B(s) = v‘l(nj.’kh (s) — f(s)) forall s proving the claim. O

Proof of Theorem 8. By Lemma 23 and the fact that 1¢; and 7 are projective we see
that ¢ is proper. Since by a result of Nakajima (see [8, Corollary 3.12]) all orbits in
AT(d,v)and At (d, D) are closed, Lemmas 19 and 22 imply that ¢ is also injective.
SNince by Lemma2l M(d, v) and 4, x are smooth varieties of the same dimension and
4, 1s connected we have proved that it is an isomorphism of holomorphic varieties
and by consequence is also an isomorphism of algebraic varieties. In particular ¢ is
surjective and this together with the surjectivity of the map 1¢; implies the surjectivity
of 1. So ¢; is a surjective closed immersion of affine varieties, hence it must be
an isomorphism of algebraic varieties. Finally ¢9(0) = x € 4, ,, and x is in the
image of ¢1, hence by the injectivity of ¢o proved in the previous lemma we have
0 e Mi(d,v) and ¢1(0) = x. O

Remark 24. In Nakajima’s theory an essential role is played by the variety
I'(d,v) := 7~ 1(0) C M(d,v). We observe that the map & restricted to I'(d, v)
take a more explicit and simple form Indeed it is easy to see that in this case the
maps A; vanish, hence t] ’h (s) = s h(s) = 0 and (11) and (13) give an explicit
formula for the map ¢.

Remark 25. Asitisnoticed in [7], Nakajima’s conjecture does not generalize to dia-
grams of type E and D. However we observe that, in general, interesting subvarieties
of a quiver variety can be described as quiver varicties themselves (see, for example,
the stratification of quiver varieties constructed by Nakajima in [7], [8]) From this
point of view let us remark that it is possible to explicitly give a pair of injective maps
w and v from M (d, v) to M(d, ©), and from Mo(d, v) to Mo(d, ¥) respectively, such
that diagram (2) commutes and v (0) = x. As we have already noted their definition
is simpler than that of @ and @1 but, on the other hand, their image is not contained
mn 8, , and 4, , respectively, hence they “describe” different transversal slices.
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