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Application of Koszul complex to Wronski relations

for Uf(gl,,)

Toru Umeda

Abstract. Explicit relations between two families of central elements in the universal enveloping
algebra U(g[n) of the general linear Lie algebra g[n are presented. The two families of central
elements in question are the ones expressed respectively by the determinants and the permanents:
the former are known as the Capelli elements, and the latter are the central elements obtained
by Nazarov. The proofs given are based on the exactness of the Koszul complex and the Euler—
Poincaré principle.

Mathematics Subject Classification (2000). 17B35, 15A15, 16Exx.

Keywords. Center of universal enveloping algebra, Capelli elements, Koszul complex, Wronski
relations.

Introduction

For the universal enveloping algebra U(gl,,) of the general linear Lie algebra gl,,,
several explicit families of central elements are known. In the present paper we
treat the relations between the two well-known families: one expressed in terms of
determinants, known as the Capelli elements, and the other in terms of permanents
(see, e.g., [Ca2], [HU], [Nal], [MN] and [U4]). Explicit forms of these central
elements are given as follows:

Cr(u) = % Z Z sgn(o) H (Bi,yie +(k—s—u)- 8 ),

" 0EGE 1<iy, - in<n s

Dk(u) = % Z Z H (Eio'(s)is — (k — .8 = u) . (Sia(s)is).

" 0CBy 1<iy, - ip<n S

Here w is a parameter and {F;; } are the standard basis elements of gl,, given by the
matrix units. The factors in the product with index s = 1,2,--- |k are arranged
from left to right.

The Cy and Dy, and their relations may also be described using Yangians (see
Theorem 3 in [Nal], and also [MN], [M2], [OO]). Classically such relations have
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well-understood counterparts in the theory of symmetric polynomials. In this con-
nection, Cy = Cy(0) and Dy = Dy(0) correspond respectively to the elementary
symmetric polynomials and the complete homogeneous polynomials, so that their
generating functions are essentially reciprocal. The explicit relations for the coeffi-
cients of the generating functions are sometimes attributed to Wronski (see p. 114
of [A] and p. 71 of [T1]). We thus call the analogous relations between the central
elements Ci(u) and Dy (u) the Wronski relations for U(gl,,).

Another interesting aspect of the Wronski relations is seen in a cohomological
interpretation via the Koszul complex. They may be deduced from the exactness
of the Koszul complex and the Euler—Poincaré principle (cf. §9.3 in [B]). In this
paper, we use these ideas to find the explicit relations between the Cj(u) and

The main results in the present paper are the following:

Wronski Relations (Theorem 4.3). For N > 1, we have

> (2)F Dilu) Cy— k(N = 1 —u) =0, (1)
k=0
> (=) Ci(l—1—v) Dy (v —1) =0. (2)

Il
o

Wronski Formulas (Theorem 4.4). The central elements Dy(u) are Cy(u) are
respectively written in terms of each other by means of the following determinantal
formulas:

(Ci(—u) Call—u) - Coa(k—2-w) Cilh—1-u) T
1 Ci(l—wu) -+ Crok—2—-u) Cr1(k—1-—u)
Dk(u):det 1 s
Ci(k —2—wu) Co(k—1—w)
L 0 1 Ci(k—1—u)
[D1(—w) Do(l—w) -+ Dpg(k—2-—u) Dipk—1-u) ]
1 Di(1—w) -+ Dy ok—2—u) Dp 1(k—1-u)
Ck(u):det 1

Dl(k—Z—u) DQ(/{?—].—U)
L 0 1 Dik—1—wu) |
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1. Generalities on the trace

In this section, to make our discussions clear, we gather general properties on the
trace with values in non-commutative algebra. The statements are quite obvious,
so that we omit their proofs.

Throughout this paper, we will work over a fixed ground field K of character-
istic 0. Let V be a K-vector space and A a K-algebra. We consider linear maps ®
from V to its coeflicient extension V& A = Vo g A:

.V —-Vx A

Our object in this section is the A-valued trace Tr(®) of linear maps of this type.
When V is finite-dimensional, the trace Tr(®) is defined in the usual manner that

Tr(®) = Zn: ®j;
j=1

for D(v;) = 31" | v;® Py;, where {v;}7 | is a basis of V, and it is obvious that the

definition does not depend on the choice of basis. Hereafter when we consider the
traces, we always assume that the base vector spaces V are finite-dimensional.

Lemma 1.1. Assume that the following diagram commutes:

vy I

° v|

VoA —— W A
fel

Then we see
(1) ®(Kerf)CKerf® A
(2) ¥Y(Imf)clmfe.A,
(3) TI‘(@) = Tr(q)h(erf) + Tr(\phmf)'

Corollary 1.2 (Euler—Poincaré Principle). Assume that d'd*~' =0 holds for all
i in the first row of the following commutative diagram.:

) i—1 ) o )
§ — o szl L Vi d_} Vz+1 .

q)i—lJ/ q)zl CI)'H»ll

e Vilg 4 — L Vigd — > Vitlg 4 — .
di-1®1 d*®1
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Then ® induces a linear map H'(®) : H(V) — H(VeA) = H(V)®A of the
cohomologies, and the following equality holds if the complex is finite

D)@Y =) () Te(H(®)).

i i

For two linear maps ® : V - Vo Aand ¥ : W — W® A, we define their
product
PxV: VoW — VoW A

via the multiplication of \A. To be more explicit, let ($,;) and (¥4;) be the matrix
expressions of & and ¥ with respect to bases {v;} and {w;} of V and of W. Then
we have
(<I>><\I/)(vi®wj):2vp®wq® q)pi\I/qj. (11)
P.a
We can also flip the multiplication through the isomorphism : VoW ~W gV,
and define ¥ x ® =~ (® x ¥)" The explicit expression for this flipped product is
given by
(U X ®)(0; ®wy) = Y 0@ wy R Vg Py (1.2)
P.q

The associative laws for these products are seen as

(P X P3) x 3 = Py x (Py x P3), (1.3)
(B3 x Pg) x B = P3 x (Py x Pq). (1.4)

More generally, we may consider similar products composed with the permutations
of the base vector spaces when the the number of the factors is more than two.
But we will not go into further details for such generalizations here.

For the trace of the product, the following are easily seen from the expressions
(1.1) and (1.2).

Lemma 1.3. For linear maps ® : V — Vo A and ¥ : W — W A, the
traces of their products x and x are given by Tr(® x W) = Tr(®) Tr(¥) and
Tr(¥ x &) = Tr(¥) Tr(P).

2. Koszul complex

In this section, we review first basic facts on the usual Koszul (or polynomial coef-
ficient de Rham) complex (cf. [H1] and [H2]) to fix the notation for the coefficient
extension.
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Let P, = K[z, 2, -, zn] be the polynomial ring in n variables and A,, the
exterior algebra generated by the n elements e, e, - - - , €, subject to the relations
eie; + eje; = 0. We consider the polynomial coefficient exterior algebra 2, =
P, ® A, endowed with the usual algebra structure, where the two subalgebras P,
and A, commute. Both P, and A, have the natural graded structures, and we
denote their homogeneous pieces of degrees k and [ by P¥ and Al respectively.
The degree operators on these gradation are written as degp and deg,. We write
0L =Pk Al and we sometimes abbreviate to write them as 28! = k!,

We denote the exterior derivative by d and its dual operation by d*:

n

d:zn:ei&, d*zzxzjz
i=1 i

Here ¢; and z; are the multiplication operators in {2,,, and 9; and |; are respectively
the operators of partial derivation and inner derivation. Among them the canonical
commutation and anti-commutation relations hold:

Oy —x;0; = 0y, Jiej +e5]i = by

Here the symbol §;; is Kronecker’s delta. From these relations, we see &2 =
0, d*2 =0 and
dd* + d"d = degp +deg , . (2.1)

Let us consider the following two complexes:

d

KN: O—)QN’OLQN71’1L>H~—>QO’N—>O

)

and
d*

* *
Ki: 0e— V02 N-11.& & 0N, .

From (2.1), these complexes are exact except for N = 0.

For an associative K-algebra A, we make the coefficient extension 2 ® A of
£2. Then with the differentials d ® 1,d* ® 1 acting trivially on A, we can regard
2® A as complexes. For simplicity, we use the notation d, d* for these d® 1, d*®1.
Also the gradings and the degree operators degp and deg, in {2 can be naturally
extended to 2 ® A.

For ¢, ¢ € £2,, ® A, the following derivation rules are seen from the definitions:

dop) = do-¢ +o-dp,  d'(p) =L+ (D) Ppdry. (22)

The exactness of the Koszul complex and Corollary 1.2 imply the following

general result:

Lemma 2. If a set of linear maps

q)kJ . Qk’l — Qk,l ®A
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commutes with the differential d (or d* ), then for N > 1 we have
N

Z (_)k T[.(q)k,ka) —0.

k=0

In the next section, for the case of the universal enveloping algebra A = U(gl,,),
we will construct explicitly such families of linear maps commuting with the dif-
ferential operators d and d*.

3. Linear maps with coefficients in U(gl,)

In this section, we work in the algebra £2,, ® U(gl,,), in which the algebra structure
is defined so that two subalgebras £2,, and U(gl,,) commute.
Let us introduce some notation. For the element F;; of gl corresponding to
the matrix unit, we put
Eij(u) = Eij + udyy

with a parameter w. Define the two types of elements by

mi(w) =Y xpBpi(u) € P @ U(gl,) C 2, ® Ulgl,),
p=1

wi(v) = eqByi(v) € An ® U(gl,) C 2, ® U(gl,).
q=1
Their commutation relations are given as follows:

Lemma 3.1. For any parameters u,v and z, we have

mi(w = 1)n;(u) —n;(u — Dmi(w) =0, (1)
wi(v)w;(v — 1) + wj(v)w;(v — 1) =0, (2)
w;(w)ni(v) = mi(w)w;(v) = zjwi(z) — n;(2)ei. 3)

Proof. These three assertions can be proved by direct computations, which are
similar to each other. Since the proofs for (1) and (2) are found, e.g., in [U1-U4]
and [IU], we give only the proof of (3) here. Compute the commutator:

[w;(0), m(@)] = [wy,ml = zpeqEgz, Byl
P:q
= pr@q(‘sjqui — biqFip;)
P:q

'
= E :xjquqi - E :gcpeiEpj
q p

= zjw; — nje; = Tw;(z) — n;(2)e;.
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This proves (3) as desired. O

Let I = (41,42, -+ ,1,) be an r-tuple of non-negative integers with 1 <4, < n.
We write » = |I|. The symmetric group &, of r letters naturally acts on the set
of such r-tuples by

(i17i2>' o 7iT)U - (iﬂ(l)’id<2)7 e ’Z'O'<T))‘

. I _ I _ .
We write 2 = x4, 24, - -5, and €' = e, €4, -+ €;,.. It is clear that

2 =2, el” =sgn(o)el.
Furthermore we define for r = |1|,
10 (w) = i (0 =7+ gy (=7 -2) - (), (3.1)
WD (v) = wy, (V)wiy (v = 1) -+ wy, (0 — 7+ 1). (3.2)

From the commutation relations (1) and (2) in Lemma 3.1, we see
nw) =n0w), W) =sm(o) D). (33)
These relations assure that the two assignments given by
Ew)?: 2! — n(I)(u), EwA: el — wD (v)
are well-defined, so that we obtain the linear maps
Ew” P, — P, @Ugl,), E@: A, — A, @U(gl,).

The restrictions of these maps to the homogeneous pieces will be simply denoted
by E(w)P" = E(w)? | pr and E(w)A" = E(u)4| 4.

From the definitions of these E(u)” and E(u)? and the products x and x in
§1, we see the following product formulas according to the decompositions P*17 =
Pk @ PP and AP = AP @ Al

E@P™" = Btu — h)™* x E(w)™", (3.4)
E@)P" = E(u— k)P" X E(w)P", (3.4Y)
E@*"" = B(0)"" x E(v — h)?, (3.5)
E@)""" = E(0)" xE(w-1)"". (3.5Y)

Combining these two linear maps E(«)” and E(u)?, we can construct the linear
maps of the following type:

EwP x E@)": 2, — 2,2 U(gl),
E)*xEw?’ : 02, — 2, 2U(gl,).
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From the associativity (1.3) and (1.4) of the products and the formulas (3.4), (3.5),
(3.4Y), (3.5Y) above, we also have the following product formulas.

E@) " x B0 = E(u—h)F" x (B(w)”" xE(0)"), (3.6)
Ew)P x E@)A"" = (Bw)P x E(w)"") xE(v — h)A, (3.7)
E@)A x B = (B()" % E(u — k)P") x E(w)™", (3.8)
E@)Y" " x E)™" = E(0)" x (E(v — D" x E(u)P"). (3.9)

We remark that the maps of this type with arbitrary parameters do not commute
with the differentials d,d* in general. However, if we chose the parameters u,v
correctly, the maps E(u)?” x E(v)" do commute with the differentials. We will
establish this kind of commutativity in Theorem 3.3 and Theorem 3.3* after several
computations. We point out here that our goal is somewhat delicate. As stated
in §2, the differentials d,d" for the complex whose coefficients are extended by
U(gl,), are to act trivially on U(gl,,). By definition we have dn;(v) = w;(v) and
d*w;j(v) = n;(v). From these and the derivation rule (2.2), we see that, for example,
dn(I)(u) is computed as the sum of the terms

Mig(w—r+1) - miy,_ (w—r+p—Dwy,(u—r+pn,  (u—r+p+1) n(u)
for 1 < p < r = |I|. For the proof the commutativity of the differential d with
the map of the form E(u)” x E(v)” thus needs manipulation of the commutation
relations among the factors, which are by no means obvious.

To make our computations clearer, we introduce some notation. For the r-tuple
I = (1,49, - , i), we denote by

7P — (i1, yp1s6p41, - 50r)
the (r — 1)-tuple with the p-th component dropped from I. Using this, we see
I d 1@ o T o = 1@
dx’ = Z 278, d'e’ = Z (—F e (3.10)
p=1 p=1

Furthermore as a computational tool, we introduce the difference operator A de-
fined by Ap(u) = ¢(u+ 1) — p(u). Then we have
Ap(u)p(u)) = Ap(u)-¢(u) + @(u+1)-Ad(u), (3.11)
Alp(u)y(u)) = Ap(u)-d(u+ 1) + p(u)-Ap(u). (3.12)
Note that these are valid even when ¢(u) and ¢ (u) do not necessarily commute.
We apply these formulas repeatedly to the products (3.1) and (3.2). Then we see
11|

AnDw) =3 25,00 (w) (3.13)
p=1
I

APy =3 () Lo w0 (o) (3.14)

p=1
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The following computations are crucial in this paper.
Lemma 3.2. We have
dn'(w) = (B(w)” x Bu— |1+ 1)")(de"), (1)
and also

d'wD(v) = (B(v — 1| + 1)P x E(0)Y)(d%"). (2)

Proof for (1). We prove (1) by induction on r = |I|. When r = 1, the assertion is
clear. Assume that we have proved the formula for the r-tuples I = (41,49, - ,4y),
and we put J = (iy,42, -+ ,%,%.41). In the calculation below, we sometimes
abbreviate i = i, {1. Then we see n()(u) = D) (u — 1)n;(u). By the derivation
rule (2.2), we have

) (w) = dn'D (w — 1)ms(u) + 7D (u — Dwi(w).

From (3.10) and the definition, our induction assumption turns to be

dn'D (u) = Z 77<I(F>)(u)w¢p (u—7r+1).

1<p<r

Then the first term in dn”’ (u) can be computed by Lemma 3.1 (3) with 2z =  as:

D =) = 3= 95 (w = Dws, (u — r)mi(w)

1<p<r
(p)
> T (w = Dy (w)ws, (u — 1)
1<p<r
+ 30 g9 = 1)@ wi(w) — i, (w)es)
1<p<r
3 g (e, (w =)
1<p<r
+ 3 2" = D) = > gD (e
1<p<r 1<p<r
= Z n(J(p))(u)wip(u —r)+ A77<I) (v —1w;(u) — 7”77<I) (u)e;.
1<p<r

Here for the middle term in the last line, we have used (3.13). For the second term
in dns(u), we have an easy relation

1D (wws(u — ) — nD (@ — Dwi(u) = AnD (u — 1)-wi(w) — 7D (u)e;.
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Then plugging this into the first term, we see

D) = 3 U (@, (w =) + D ()i (u — 1)

1<p<r

= Z n(J(p)>(u)w¢p(u—r).

1<p<r+1

This concludes the induction.

Proof for (2). As above we prove (2) by induction on r = |I| and the proof is
parallel to (1). Let J = (ip,41, -+ ,%) and I = (i1, ,4,). We sometimes write
19 = ¢ for simplicity. The induction assumption for r can be given in the form

T

dwD () =3 (=P gy, (0 —r + DI (),

p=1
Since w(*) (v) = w; (v)wD (v — 1), we have
a7 (v) = m(v)w(l)(v -1) - wi(v)d*w<l>(v —-1).

From the induction assumption, the second term can be computed by (3) of Lemma
3.1 (3) with z = v:

wi)dw D) = 3 (=P i), - el - 1)

1<p<r
= > (o - @ - 1)
1<p<r
+ 20 (P @, (o) = miw)es, Jo U (= 1)
1<p<r
= 3 (g 0 - e ()
1<p<r
+ Y ww@) = 3 (O n@e,ww-1)
1<p<r 1<p<r
= 3 (0 = e (o)
1<p<r

+ rzwtd (v) — ni(v)Aw(I) (v—1).

Here for the last term in the last line, we used (3.14). For the first term in d*w s(v),
note the relation

m(@)w(m(v —1) — (v — r)wU) (v) = rxin)(w) — m(v)AwU) (v—1).
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Plugging this into the above, we see

(@) = o = D) = 37 () i, (0 =)t (o)

1<p<r
= 3 (=P, (0~ 1)),

0<p<r
This completes the induction as desired. Il
Lemma 3.2V. We have

dn D (w) = (B(u)" X B(u — 1)7)(da"), (1)
and also

dwD(0) = (E(v — 1) x E(0)P)(d*"). (2)

Since the proofs for this lemma are quite parallel to those for Lemma 3.2, we
omit the proofs.

Theorem 3.3. The linear maps
Ew)P" x Blu—k)" : Qb — 08 o U(gl,)

and l .
Ew)* xEw-D"" 02 — oFle U(gl,)

commute with the differential d of the Koszul complex.

Proof. What we need to prove are

k i

A(EW)P" x E(u — b)) = (Bw)P ™ x B(u—k+ 1)

)d (1)

and
AH—l

AEWN X Ew—-1)P") = (B xBw-1-1P""d. (2)
Lemma 3.2 (1) and Lemma 3.2" (1) show that (1) and (2) are true for 250, To
obtain the general formulas, we combine the associativity (3.7) and (3.9) with the
formulas (4), (5) below.
Let ¢ € 2, @U(gl,,) and ¢ € A, @ U(gl,,). Then from the derivation rule (2.2)
and dy = 0, we see

dlpp) =dp -,  d(bp) =1 - dp. (3)
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These assure that the operator d commutes with the multiplications xE(v)4 and
E(v)" % . In fact, for any linear map ® from £2,, to £2,, ® U(gl,,), we have

d(® x E(v)") =d® x E(v)*, (® x E(v)")d = ®d x E(v)*; (4)
AE@)*x®) =E(w)" xdb, (E(v)*x®)d=E()*xdd. (5)

By (4), Lemma 3.2 (1) and (3.7), we see for (1)

AE@)"* x E(u — b)Y) = dB(w)"" x B(u — k)%
E@)® " x B(u—k+ 1)4")d x E(u — k)"

(
= (BE@)P" " x B(u—k+ 1)) x B(u — k)A)d
— (E(w)” X Blu—k+ 1A )4,

i

and for (2) by (5), Lemma 3.2 (2) and (3.9)

A L dEw — P

A S (Blo— DY XEw—1-1P""d
E@)" x (E(w— DA xE(w—1-1)P""")d
N X EBw—1-1)P"d.

dE@)A xEw-1)P)=E

These prove the assertions (1) and (2). O
The following theorem is parallel to Theorem 3.3.

Theorem 3.3*. The linear maps
E(w—-1P"x E@w)" : @b — 0" o U(gl,)

and

Ew - kA xE)P" : 08— oblo Ugl )
commute with the differential d* of the Koszul complex.

Proof. The proofs for these assertions are similar to those for Theorem 3.3, so that
we avoid the repetition. Use Lemma 3.2 (2), Lemma 3.2V (2), (3.6) and (3.8) here,
in place of Lemma 3.2 (1), Lemma 3.2" (1), (3.7) and (3.9) for Theorem 3.3. O
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4. Relations between certain central elements in U(gl,)
Theorems 3.3 and 3.3* combined with Lemma 1.3 and Lemma 2 show the following:

Theorem 4.1. For N > 1, we have

N

ST ()R Tr(Ew)) Te(E(u — BATT) =0, (1)
k=0
ST () TeEB@)A) (B - )P ) =0, (2)
1=0

and

i N-I 1
ST T Ew - 0)PT ) TH(B)) =0, (3)
1=0

N

ST TEw - Te(EW)P) =o. (4)

Note that the difference between the relations (1) and (4) (or respectively (2)
and (3)) is only in the order of multiplication of Tr(E(u)”") and Tr(E(v)1).
Actually since these traces ’I‘r(E(u)Pk) and Tr(E(v)Al) are seen to be central in
U(gl,,), the equalities (1) and (4) (or respectively (2) and (3)) express substantially
the same identity.

To take a closer look at these traces, recall the action of the symmetric group
&, on the set of r-tuples as described in §3. In the &,-orbit IS~ of an rtuple I,
there is a unique r-tuple I* = (jy, jo, - - - , j,) satisfying 1 < j; < jo < --- < j, < n.
Let oy, be the multiplicity of the letter p in I. Then the I > takes the form

aq Qg Qn

—— —
rr=@1,--,1,2,.2, -0, ,n).

In this way, the representative I* of the &,-orbit is identified with the multi-index
a = (a1,a, - ,ay) consisting of non-negative integers. For a multi-index «,
we denote by I, the corresponding r-tuple with non-decreasing entries, and by
i the i-th component of 1, ie., o = (15,24, ,74). As usual we put |a| =
altag+--ta, =rand al = ajlas! -+ a,!. Identifying the multi-index o with
I, we use the notation z* = z'> = z{125? .- 20" and e = el = e]teg? - e0n,
For the latter e = 0 if some of o, is greater than 1. It is clear that the set
{z*; || = k} forms a basis of P¥ and that the set {e*; |o| = [, i, € {0,1}} forms
a basis of AL .
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With this notation, we can describe how to use multi-indices to form a matrix
A°P from a given n x n matrix. More specifically, for an n x n matrix A and for
multi-indices o, 3, we denote by A%? the |a| x | 3| matrix whose (4, ) component is
given by A’i‘f = Ai_js- Note that if all the components of o, 3 consist of either 0 or

1, this A%? is nothing but the submatrix whose rows and columns are respectively
determined by I, and Ig.
We use this convention for the matrices

E = (Eyj)=1, 1=(04)i;=1

to define
E%ﬁh(u) . Eaﬂ + laﬂ(u - dlag(r - 17T - 27 Ty 170))7

and
EYi(u) = E*® —1°°(u — diag(r — 1,7 — 2,--+ ,1,0)),

for multi-indices a, 8 with r = |a| = |3].
For an rxr matrix A = (A;;)] j—1 Whose entries are from an associative algebra
A, we define in general its permanent and determinant by

per(A) = > A, 1y14s@)2  Agr)r
ceG,

det(A) = > sen(0)A,(1)14,2)2 * Ao(r)r-

ceG,

The matrix element of the linear maps E(u)?" and E(u)A" are expressed by
the permanent and the determinant as follows. They are verified by direct com-
putations.

Lemma 4.2. For || = k, we have the following

, Per(Bg (u))

al ’

EwP (@)= > =

lo|=k

E()Me?)= > e det(BY}(k—1-0)).
|e|=k

As the traces of these linear maps, we define

Dy(u) = Te(B@)P) = Y2 - per(B(w),
la|=k
Cr(v) = Te(B(k—1-0)"") = 3~ det(E53(0)),
|a|=k
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and Dy = Dy(0),C, = Cy(0). Note that the determinant det(E%(v)) vanishes
if ap > 1 for some p, so that we may put the restriction o, = 0,1 on « in the
summation above for Cy(v). We also remark that the expressions of Dy (u) and
C(v) introduced above as the traces of the maps E(u)Pk and E(u)Ak give the
basis of the fact that they are central in U(gl,,) (cf. [Nal], [Ok], [U3], [U4]). It is
easy to see that these Dy (u) and Cy(u) satisfy the difference relations ADy(u) =
(n+k—1)Dy_1(v) and ACg(u) = (k—n—1)C_1(u), so that they are respectively
expressed by polynomials in « with coefficients Dy, and Cy:

k

k1

Dy(u) = Z_% ul") (n+ . > Dy,
b k—n-—1

ciw =3 (71 e,

where w(™) = wu(u — 1)+ (u — r + 1). For the proofs of these expansions, see
[U4, (2.9)] for the Dy, case, and [U3, Prop. 4] for the C}, case. Note also that by
definition Ci(v) = 0 for k > n and the expression above for Cy(u) is compatible
with this, because C, = 0 for k > n. From Theorem 4.1 above, we see

Theorem 4.3 (Wronski Relations). For N > 1, we have

N
> (=) Di(w) Cn (N =1 —u) =0, (1)
—0
kN
> (=)' Gl =1=v) Dy (v —1) =0. (2)

Il
=)

One can observe asymmetry in the formulas (1) and (2) in Theorem 4.3. How-
ever, these formulas are converted into the following relations between the two
(infinite) matrices

D(uw)C(u) =1, C(u)D(u) =1, (4.1)

where C(u) = (C(u)i;)75—o and D(u) = (D(u)i;)i5_ are the matrices with the
entries o
Clu)ij = (=)"Cj—i(j —1—wu),  D(u)ij = Dj—i(u —1)

under the conventions Cy(u) = 0 and Dy (u) = 0 for k < 0. Thus the symmetry and
the equivalence between the two formulas in Theorem 4.3 is now clear. (Note that,
since the matrices C(u) and D(u) are upper triangular (although of the infinite
size), either one of the equations (4.1) does imply the other.) Furthermore, from
(4.1), computing a suitable entry giving Dg(u) and C;(v) by Cramer’s rule, we
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have the following determinant expressions (cf. [He, p. 17], [KW]). Note that the
formulas in Theorem 4.4 are totally symmetric in Dy () and Cj(v).

Theorem 4.4 (Wronski Formulas). An explicit determinant expression of Dy (u)
by Cr(u) is given by the following formula:

Ci(—w) Cyl—w) - Cpa(k—2-w) Chlk—1-u) ]
1 Ci(l—wu) -+ Craok—2—-u) Cr1(k—1-u)
Dk(u):det 1

Ci(k —2—wu) Colk—1—w)
0 1 Ci(k—1—u)

Also a determinant expression of Ci(u) by Di(u) is given by

[Di(v)  Da(v) -+ Dy—1(v) Di(w) 7
1 Di(v—=1) -+ Diav—1) Dy1(v—1)
Ci(l—1—v) =det 1 ,
Dl(v—l+2) D2(U—l+2)
B 1 Di(v—1+41) |
or equivalently
TDi(l—1—v) Do(l—1-v) -+ Dyg(l—1—v) Di(l—1—v) T
il Di(l-2—v) -+ Dpo(l-2—v) D 4(l-2-v)
Cl(@) = det 1
Di(1-v) Dy(1-v)
L 0 1 Di()

Remark. Via the natural interpretation of the central elements of U(gl,,) in terms
of symmetric functions, the elements Cy(w) and Dy (u) correspond respectively to
the shifted Schur functions ej(z1 —w, -+, 2z, —u) and hj(z1 + u, -, 2, + u).
Then the Wronski formula follows from Proposition 11.5 (Jacobi—Trudy formula)
of [OO]. The author would like to thank the referee for pointing out this fact
together with the reference.
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