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Artin monoids inject in their groups

Luis Paris

Abstract. We prove that the natural homomorphism from an Artin monoid to its associated
Artin group is always injective.
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1. Introduction

Let S be a finite set. A Cozeter matriz over S is a matrix M = (m, ¢)s tcs indexed
by the elements of S and such that:

e my s =1forall seS,
e mgy =my, €{2,3,4,...,+oo} forall s,t€5,s#1.

A Coxeter matrix M = (m;+)s tes is usually represented by its Cozeter graph I'.
This is defined by the following data:

e S is the set of vertices of I';
e two vertices s,t € S are joined by an edge if m,; > 3;
e the edge which joins s and ¢ is labeled by m, ; if m,; > 4.

The Cozeter system associated with T" is the pair (W, S), where W is the group
presented by

W=(S|s?=1forsesS, (st)y"*=1forsteS s+t ms; <+oo).

The group W is called the Cozeter group associated with I'.

Let ¥ = {o0,;s € S} be an abstract set in one-to-one correspondence with S.
For two objects a,b and m € N we write
(ab) % if m is even,
m—1

d(a, b;m) =
prod(a, b m) {(ab)Ta if m is odd.
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The Artin system associated with I is the pair (G, Y), where Gr is the group
presented by

Gr = (¥ | prod(os, o¢;ms ) = prod(os, os;ms i) for s,t € 5, s # ¢, msy < 400).

The group Gt is called the Artin group associated with T".

Recall that a monoid is a semigroup with a unity, and a homomorphism of
monoids is a map ¢ : M — M’ which satisfies ¢(fg) = ¢(f)p(g) for all f,g € M,
and ¢(1) = 1. The Artin monoid associated with I is the monoid GF presented by

the same generators and relations as Gp. Let ¢ : Gif — G denote the canonical
homomorphism from GF to Gp. The goal of this paper is to prove the following.

Theorem 1.1. The homomorphism v : GF — Gr is injective for all Coxeter
graphs.

It seems that the authorship of the Artin groups, also called generalized braid
groups, has to be attributed to Jacques Tits, in spite of the fact that his name does
not always appear in the references. Furthermore, it is in a paper of him [Tit2]
where these groups appeared for the first time. However, it was Brieskorn and Saito
who proposed in [BS] the question of the study of all these groups (Deligne’s paper
[Del], which appeared at the same time, is concerned only with spherical type Artin
groups, namely, those Artin groups for which W is finite). Some families of Artin
groups are well understood, but, since the paper of Brieskorn and Saito in 1972,
very few results concerning all Artin groups have been published. In particular,
Theorem 1.1 above was known only for some particular classes, namely, for the
spherical type Artin groups (see [BS] and [Del]), for the two-dimensional Artin
groups (see [ChP] and [Cha]), and for the FC-type Artin groups (see [Alt] and
[Cha]). It was unknown, for example, for the so-called affine type Artin groups.

Our proof of Theorem 1.1 is independent of the previous approaches of the
problem. Note first that, in order to prove Theorem 1.1, it suffices to show that
there exists an injective homomorphism  : GF — @G, where G is a group, not
necessarily equal to Gp.

We say that a Coxeter graph I" is of small type if m,, € {2,3} for all s,¢t € S,
s # t. We say that T" has no triangle if there is no triple {s,¢,7} in S such that
Ms,t, Mg, My y > 3. The first ingredient in our proof is to show that, for any
Coxeter graph I', there exists an injective homomorphism ¢ : GF — G’g, where

G% is an Artin monoid associated to a Coxeter graph ' of small type with no

triangle. The homomorphism ¢ is obtained by a “folding” as described in [Cri],
its construction is essentially the same as the one given in [CrP, Sec. 6], and the
proof of the injectivity is a direct application of [Cri, Thm. 1.3]. This construction
is given in Section 5.

So, in order to prove Theorem 1.1, it suffices to consider only Coxeter graphs
of small type with no triangle. Take such a Coxeter graph, I'. We construct in
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Section 3 a homomorphism  : GF — GI(V), where V is a (infinite dimensional)
vector space over Q(z,y), and we prove in Section 4 that ¢ is injective.

If I' = A, then G4, is the braid group on n + 1 strings, and ¢ : Gjn —
GI(V) is equivalent to the representation constructed by Bigelow and Krammer in
[Big], [Kral] and [Kra2]. In this case, V has finite dimension, and the injectivity
of ¢ implies the injectivity of the induced representation G4, — GI(V). More
generally, if I" is of spherical and small type, then the representation ¢ : GF —
GI(V) is equivalent to the ones constructed independently by Digne [Dig], and
by Cohen and Wales [CW]. In this case again, V has finite dimension and the
induced representation Gp — GI(V) is injective. We do not know whether the
representation Gp — GI(V') induced by % is injective for all Coxeter graphs of
small type with no triangle. The construction of ¢ and the proof of the injectivity
are based on a (non always easy) generalization of the methods of Krammer, Digne,
Cohen and Wales.

Acknowledgments. I would like to thank John Crisp for many useful conver-
sations during the preparation of this work, and for drawing my attention to the
results of [Cri] which are one of the main tools of the proof of Theorem 1.1.

2. Preliminaries

We summarize in this section some well known results on Artin monoids, Coxeter
groups and root systems, and give definitions and some basic properties of closed
sets. The closed sets have been introduced by Krammer in [Kra2] for Artin groups
of type A,. This notion has been extended to the Artin groups of small and
spherical type by Digne [Dig], Cohen and Wales [CW]. Here we extend it to all
small type Artin groups.

Let T' be a Coxeter graph. It is shown in [BS] that the Artin monoid GF is
cancellative, namely, if fgih = fgoh, then g1 = go. We say that h is a multiple of
g and write g < h if there exists f € GIJE such that gf = h. The relation < is a
partial ordering on GF.

Let 0 : GIJE — W be the homomorphism which sends o, to s for all s € S.

Then 6 has a natural set-section 7 : W — GF defined as follows. Let w € W.
We choose a reduced expression w = sy ...s; for w and we set 7(w) = 05, ... 0.
By Tits’ solution of the word problem for Coxeter groups [Tit1], the definition of
7(w) does not depend on the choice of the reduced expression.

Letl: W — N and [ : G’F — N denote the word length functions of W and
GllL with respect to S and X, respectively. Define a partial ordering on W by u < v
if {(v) = I(u) + I(u o). Then I(r(w)) = l(w) for all w € W, and one has u < v if
and only if 7(u) < 7(v).

The proof of the following proposition is essentially the same as the one of [Del,
Pro. 1.14] and [Mic, Lem. 1.4].
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Proposition 2.1. Let E be a nonempty finite subset of W such that:
eifu<vandv e l, thenue b,
o ifveW and s,t € 5 are such that l(vs) = l(vt) = l(v) + 1 and vs,vt € E,
then ms ¢ < 400 and v - prod(s,t;m;,) € E.
Then there erxists wg € W such that E = {v € W;v < wg}.

The next proposition is part of [Mic, Prop. 2.1]. It is also a direct consequence
of [BS, Lem. 2.1 and Prop. 2.3].

Proposition 2.2. Let f € GF and let B = {w € W;t(w) < f}. Then E satisfies:
eifu<vandv el thenue F;

e ifve W and s,t € S are such that l(vs) = l(vt) = l(v) + 1 and vs,vt € F,
then ms ¢ < +00 and v - prod(s,t;ms;) € E.

Definition. Let f € GF. By Propositions 2.1 and 2.2, there exists a unique
wg € W such that {v e W;7(v) < f} ={v e W;v <wp}. We set

L(f) = wo.

The next proposition is also part of [Mic, Prop. 2.1]
Proposition 2.3. Let f,g € G}L. Then

L(fg) = L(f - (7 o L)(g)).

Let IT = {a;;s € S} be an abstract set in one-to-one correspondence with S.
The elements of II are called séimple roots. Let U denote the real vector space
having IT as a basis, and let (, ) : U x U — R be the symmetric bilinear form on
U defined by

| —2cos(n/ms¢) if ms < 400
<a57 Oft> - { ) if Ms s = +00

There is a faithful representation W — GI(U) which is defined by
s(z) =z — {as,x)as, z€l, s,

and which preserves the bilinear form ( , ). This representation is called the
canonical representation of W.

The set & = {was; s € S,w € W} is called the root system of W. The subsets
Pt = {Y ghas € D;A, >0 forall s € S} and & = {3 € &;—p € &t}
are the sets of positive roots and negative roots, respectively. For w € W we set

b, ={pecdtwlpcd}.
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We list in the following proposition some well known results on root systems
(see [Hil] and [Deo]).

Proposition 2.4. (1) ® =&T LUd~.
(2) |Py| = l(w) for allwe W.
(3) For all u,v € W such that u < v, one has &, = &, Uu- P, 1.
(4) For allw e W and s € S,

i) +1 ifw e, e @,
losuif) = { lw)—1  ifw la, € d .

(5) Let B=wa, € ®F, and let 75 = wsw L. Then rg acts on U by

rg(a) =z —(z,8)p, zel.

Let 3 € ®1. Define the depth of 3 to be

dp(3) = min{l € N;there exists w € W such that w3 € &~ and l(w) = [}.

Lemma 2.5. Let 3 € &1, Then

dp(B) = min{l € N; there ezist w € W and s € S
such that 8 =w lay and | = l(w) + 1}.

Proof. Let di = min{l € N; there exists w € W such that w8 € &~ and l(w) = [}
and dy = min{/ € N; there exist w € W and s € S such that 3 = w'a, and
I =l(w) +1}.

Let w € W and s € S such that 3 = w ', and I(w) = dy — 1. Since 3 € &1,
by Proposition 2.4, {(sw) = l[(w) + 1 = da. Moreover, swfl = sa; = —as € 7.
This shows that do < dj.

Let w € W such that w3 € &~ and l{(w) = dy. Let s € S such that {(sw) =
l(w)—1. Let v = sw and v = v3. By the minimality of /(w) = dy, one has v € 1.
Moreover, sy = w3 € &, thus v = o, and 3 = v~ la,. This shows that dy < ds.

O

The following proposition is proved in [BH, Lem. 1.7].
Proposition 2.6. Let s € S and € 1T\ {a,}. Then
dp(ﬁ)_l Z’f<a37ﬁ> >07

dp(s - 8) = q dp(B) if {as, B) =0,
dp(B)+1  if (as,8) <0.
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From now on and till the end of the section, we assume that I' is a Coxeter
graph of small type, namely, that m,, € {2,3} for all s,¢t € S, s # t. Note that,
under this assumption, all the roots can be written 3 = 37 _¢ Asay, with A, € Z,
and one has (3,v) € Z for all 8,y € ®.

Definition. A subset A C &1 is a closed subset if:
e A is finite;
e if a, 8 € A, then (o, 8) > —1;
eifa,f e Aand (o, ) = —1, then a+ 8 =r,(5) = rple) € A.

Lemma 2.7. Let we W. Then &, is a closed subset.

Proof. Let o, € ®T. A direct calculation shows that: if (o, 3) < —2, then
(rarg)l(a) is a positive root of the form a;a + b3, where a;, b, > 0, for all [ € N,
and (rorg)'(a) # (rars)®(a) for { # k. This implies that: if (o, 3) < —2, then
there are infinitely many positive roots of the form ac« + b3, with a,b > 0.

The set ®,, is finite since |, | = {(w). Let o, 8 € Py, If v = ac + b3, with
a,b > 0, is a positive root, then v € ®,,, since w1y = aw o+ bw 15 is a
negative root. By the above considerations, this implies that (o, 3) > —1 and that
a+ B e d, if (o, 8) = —1. O

Proposition 2.8. Let A be a closed subset of ®1 and let E = {w € W;®,, C A}.
Then E satisfies:

e IV is finite;

sifu<vandv e F, thenue E;

o ifveW and s,t €5 are such that l(vs) = l(vt) = l(v) + 1 and vs,vt € E,
then v - prod(s,t;ms,) € E.

Proof. 1f ®,, C A, then {(w) = |®,,| < |A|. Since A is finite, it follows that {(w) is
bounded for all w € F, thus F is finite.

Suppose v < v and v € E. Then, by Proposition 2.4, ¢, C ®, C A, thus
ue k.

Let v € W and s,t € S such that {(vs) = [(vt) = l(v) + 1 and vs,vt € E.
By Proposition 2.4, one has ®,; = ®, U {vas} and &,y = &, U {voy}. Let
w = v - prod(s,t;ms ). If ms, = 2 then &, = &, U {vas,vay} C A, thus w € E.
If mg; = 3, then (vag, voy) = (o, o) = —1, thus va, +voy = v(a, + o) € A It
follows that ®,, = ®, U {vas, vay, v(as + ap)} C A, thus w € E. |

Definition. Let A be a closed subset of 1. By Propositions 2.1 and 2.8, there
exists a unique wy € W such that {w e W;®,, C A} = {w e W;w < wp}. We set

C(A) = wp.
Note that C(P,,) = w for all w e W.
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3. The representation

Throughout this section, I' is assumed to be a Coxeter graph of small type with no
triangle, namely, m, , € {2,3} for all s, € S, s # ¢, and there is no triple {s,¢,r}
in S such that ms; = m,, = m:, = 3. Our aim here is to construct a (infinite
dimensional) linear representation 1 : GF — GI(V). We will prove in Section 4

that this linear representation is faithful. This will imply that . : GF — Gr is
injective.

Let & = {eg; 8 € @1} be an abstract set in one-to-one correspondence with
ot let K = Q(z,y) denote the field of rational functions on two variables over
Q, and let V' be the K-vector space having £ as a basis.

For all s € S, we define a linear transformation ¢s : V. — V by

0 if = as,
65 lf <a876> :07
ps(ep) = ; -
Y €8-qa. if (a5, 5) =a >0 and 8 # as,

(1—y) e+ €ptan. if {as,B) =—a<0.

A direct (case by case) calculation shows that
PPt = PrPs if mg; =2,
Psprps = prpspr ifmgy = 3.
So:

Proposition 3.1. The mapping 05 — s, s € S, induces a homomorphism ¢ :
GF — End(V).

Now, for all s € S and all 3 € &7, take a polynomial T'(s, 3) € Q[y] and define
s : V=V by

bs(ep) = pslep) +2T(s, ) - ea, -

The goal of this section is to prove the following:

Theorem 3.2. There is a choice of polynomials T(s,3), s € S and 3 € 1, s0
that the mapping os — s, s € S, induces a homomorphism 1 : GF — GI(V).

Let s € S and 8 € ®T. We define the polynomial T'(s, 3) by induction on
dp(3). Assume first that dp(3) = 1. There exists ¢ € S such that 5 = a;. Then
we set

(D1) T(s,

y=y? ift=s,
(D2) T(s,o4)=0

) if t # s.

&7
&7
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Now, assume that dp(3) > 2. We choose ¢ € S such that dp(t - 8) = dp(B3) — 1.
By Proposition 2.6, one has (a4, 3) = b > 0.

Case 1: (a5, ) = a > 0. Then we set
(D3) T(s, 8) = y®P(y - 1).
Case 2: (as, ) = 0. Then we set

)=y T(s, B —boy) if {as, ) =0,
(D5) T(s,8)=(y—1) - T(s,5—boy)+y- -T(,B—bas—bay) if (s, ay) =—1.
Case 3: (s, 8) = —a < 0. Then we set

=]
2
|
»
&
I

Y- T(876 - bat) if <C¥S7 at> =0
(D7) T(s, B) = (y—1) - T(s, B—bax)
+y-T(t,B—(b—a)as—bay) if (as,00) =—1 and b > a
(DS) T(37 5) = T(t75 - bat)
+(y—1)-T(s, 5 — boy) if (a5, 1) = —1land b=a

(Dg) T(S7 B) =Y T(87 B_bat)
+ T(t, B—boy) +ydp('6>41(1—y) if (s, 00) = —1 and b < a.

The proofs of the following lemmas 3.3 and 3.4 are long and tedious case by
case verifications and they are not very instructive for the remainder of the paper.
So, we put them in a separate section at the end of the paper and continue with
the proof of Theorem 3.2.

Lemma 3.3. Let s € S and 3 € &1 such that dp(3) > 2 and (o, 3) = 0. Then
the definition of T'(s, 3) does not depend on the choice of the t € S such that

dp(t - 3) = dp(3) — 1.

Lemma 3.4. Let s € S and 3 € &1 such that dp(3) > 2 and {a, ) = —a < 0.
Then the definition of T(s, 3) does not depend on the choice of the t € S such that
dp(t - #) = dp(B) — 1.

Lemma 3.5. Let s,t € S and 8 € &1 such that {a,, o) = —1, {a,, B) =0, and
{on, B) = 0. Then

T(s, ) = T(t, 8).

Proof. We argue by induction on dp(3). Assume first that dp(8) = 1. There exists
r € S such that 8 = a,. One has r # s and r # (¢ since (as,3) = (ay, 5) = 0.
Then, by (D2),

T(s,8)=T(s,00) =0=T(t,000) =T(t, 3).
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Now, assume that dp(3) > 2. We choose r € S such that dp(r - 5) = dp(B3) — 1.
By Proposition 2.6, one has (., 3) =¢ > 0.

Case 1: (as, @) = 0 and (o, o) = 0. Then
T(S7ﬁ) - ’y'T(87ﬁ—COz,,,) by (D4)
=y-T(,3 —ca,) by induction
=T, 5) by (D4).
Case 2: (o, o) = 0 and (a4, ) = —1. We cannot have dp(8) < 3 in this case.
Suppose dp(3) > 4. Then

T(Swg) :y~T(87/3—COzT) by (D4)
=yly—1) - T(s, f—cas—cay)
+y? - T(t, B—cas —cay—cay) by (D5)

= y®@L(y—1)2 4+ 42 . T(t, —cas—cor—ca,) by (D3)
= ydp(ﬁ)*l(y— 1)2 4 y2 - T(r, f—cas—cay—cay) by induction
=(y—1) - T, B—ca,)+y -T(r,f—car—ca,) by (D3) and (D4)

=T(t,B) by (D5).
Since I' has no triangle, we cannot have {(ag, ) = —1 and (o, ) = —1
(because (s, ) = —1). So, Case 1 and Case 2 are the only possible cases. [

Lemma 3.6. Let s,t € S such that ms; = 2. Then Y i)y = pib,.

Proof. Let 3 € ®t. We compute (¢5¢:)(eg) and (¥1)s)(eg) replacing T'(s, as)
and T'(t, o) by 2, and replacing T(s, a;) and T(¢, os) by 0, and we compare both
expressions. This can be easily made with a computer.

Case 1: 8 = a,. Then we directly obtain (v¥s¢:)(eg) = (Vebs)(es).

Case 2: (o, ) = 0 and (ay, 8) = 0. Then we directly obtain (¢s1,)(eg) =
(Yitfs)(ep)-

Case 3: (a,,8) = 0 and (a,,3) = b > 0. Then the equality (¢s¢;)(es) =
(Y115 (ep) is equivalent to

T(s,3) =y -T(s, 5 —boy).

This equality follows from (D4).

Case 4: (as, ) = 0 and (ay,8) = —b < 0. Then the equality (¢s¢;)(es) =
()5 (ep) is equivalent to

T(375+ bat) =Y T(S,B)

This equality follows from (D4).
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Case 5: (a5, ) = a > 0 and (a4, ) = b > 0. Then the equality (¢5i¢)(eg) =
(4bs)(ep) is equivalent to

T(S7 /6) =Yy T(Saﬂ - bat)7
T, p) =y T35 — aas).

These two equalities follow from (D3).
Case 6: (o, 8) = a > 0 and (o, ) = —b < 0. Then the equality (¥s¢;)(eg) =
(¢11s)(ep) is equivalent to

T(87 /8 I bat) =Y T(S7 5)7
T(taﬁ) =Y T(t7ﬂ - aas)'

The first equality follows from (D3) and the second one from (D6).

Case T: {(as,8) = —a < 0 and (a4, 3) = —b < 0. Then the equality (vs1)(es) =
(Y115 )(ep) is equivalent to

T(876+ bat) =Yy T(87ﬁ)7
T(t7ﬁ+ aas) =Y T(t,ﬁ).

These two equalities follow from (D6). O
Lemma 3.7. Let s,t € S such that my; = 3. Then 5905 = Pribsify.

Proof. Let 8 € 1. We compute (1s9:1)(es) and (1p41h53¢)(e5) replacing T (s, as)
and T(t, oy) by 42, replacing T'(s, e;) and T'(¢, evs) by 0, and replacing T'(s, as +ay)
and T'(t, as + o) by y%(y — 1), and we compare both expressions.

Case 1: 8= a,s. Then we directly obtain (¢¥si1s)(eg) = (Yibsihr)(ep).

Case 2: 8 = «s + a¢. Then we directly obtain (s:)s)(ep) = (Yeibstr)(ep).

Case 3: (o, f) = 0 and (v, 8) = 0. Then the equality (¢¥s¢,9;)(eg) = (Yrbsthy)(eg)

is equivalent to
T(s, B) = T(t, ).
This equality follows from Lemma 3.5.

Case 4: (o, ) = 0 and (oy,3) = b > 0. Then the equality (¢Ys¢:ths)(es) =
(Yeipsipe)(ep) is equivalent to

T(t76) =Y 'T(87ﬁ - bat)7
(1—y)-Tt,B)+y-T(s,8) =y* T(t, B — bas — boy).

The first equality follows from (D3) and the second one follows from the first one
and from (D5).
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Case 5: (o, 8) = 0 and (a4, 8) = —b < 0. Then the equality (¢¥s¢11bs)(eg) =
(b5t )(ep) is equivalent to

(1 _y) ! T(875) + T(87/6+ bOét) - T(t7/6)7

y-T(s,8) =010 —vy) T LB+ bay) +T(, S+ bas + bay).
The first equality follows from (D8) and the second one from (D5).

Case 6: (o, ) = a > 0 and (g, 8) = b > 0. Then the equality (¢s¢¢1bs)(eg) =
(Yeihsipe)(ep) is equivalent to

I

y-T(s,8—acs —(a+b)ay) = (1 —y) - T(s, B —bay) + T(¢, B),
(1 - y) : T(tvﬁ - CLOéS) +T(375) Y- T(tvﬁ - ((1+ b)as - bat)v
T(t,p—aas)="T(s, 5+ bay).

These three equalities follow from (D3).
Case 7: {as,08) = a > 0, (o, 8) = —b < 0, and a > b. Then the equality
(botbeths)(ep) = (bethothe) (e) 15 equivalent to

y®T(s, 3 — acs — (a—b)oy) = (1 —9)? - T(s,8) + (1 — ) - T(s, B+ bou) +y - T(t, B),
T(s, ) = T(t, 8 — (a — b)as + boy),
T(t75—(10{s): (l_y) T(S,ﬁ) ( 7ﬁ+bat)'

The second and third equalities follow from (D3), and the first one follows from
the third one and from (D7).

Case 8: (as,08) = a > 0, {(as,8) = —b < 0, and a = b. Then the equality
(Vstheibs)(ep) = (Vetbsibe)(ep) is equivalent to

y-T(s,B—aas) = (1—y)* - T(s,8) + (1 —y) - T(s, B+ acw) +y - T(t, B),
T, B+ acy) =y - T(s, ),
T@,B—acas)=(1-y) T(s,8) +T(s, B+ acy).

The second equality follows from (D3), the third one follows from (D5), and the
first one follows from the third one and from (D8).

Case 90 (as,B) = a > 0, (a,3) = —b < 0, and a < b. Then the equality
(botbetbe) es) = (urbsin)(ep) 5 equivelent to

y(1—y) - T(s,B—acs) +y- T(s,8—acs+(b—a)o)
=(1—=9)*-T(s,8) + (1 —y) - T(s, B+ bow) +y - T(t, B),
y-T(s,8)=(1—y) Tt B+ba)+T(t B+ (b—a)as +ba),
T, —acs)=(1—y) -T(s,3)+T(s, B+ bay).
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The second equality follows from (D3), the third one follows from (D7), and the
first one follows from the third one and from (D9).

Case 10: (o, ) =—a <0 and (a4, 3)=—b < 0. Then the equality (¢ ¢;¢5)(eg) =
(Vehsihy)(eg) is equivalent to

(1 - y) : T(S7ﬁ+ aas) +T($7/8+ acs + (a+ b)at) =Yy T(t7 ﬁ):

y-T(s,8)=(1—y) Tt B+bay) + T, B+ (a+b)as + bay),

(1=y) - T, P+ T, ftacs)=(1—y) - T(s, ) +T(s, 5 + bay).
The first and second equalities follow from (D7), and the third one follows from
(D9). O
Lemma 3.8. Let s € S. Then s is invertible.

Proof. Let ps : V — V be the linear transformation defined by

2 Yy 2 e, if B = a,

eg — y’ZT(s, B) - eq, if (s, 3) =0
(1 - yil) T €3 £ €B—aa,

e (6ﬁ) - _y—QT(37B - aas) *€ay
+y 2y = D)T(s,8) - ea, if {5, 8) = a >0 and B # o,
yil " €Btac, T yigT(&ﬁ + aas) - eq, if {as, B) = —a <0

A direct case by case calculation shows that ¢, 0 ps = ps 0 s = Idy. So, ¥ is
invertible. O

This finishes the proof of Theorem 3.2.

4. Faithfulness

Throughout this section, I' is again assumed to be a Coxeter graph of small type
with no triangle. Our goal here is to prove the following.

Theorem 4.1. The representation ) : GF — GI(V) defined in Section 8 is faith-
Sul.

Since GI(V) is a group, it follows:

Corollary 4.2. The homomorphism ¢ : Gf"‘ — G s injective.
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Let Vi = @gc+ Q[z, yles denote the free Q[z, y|-module having £ = {eg; 3 €
&1} as a basis. The coefficients of 1(g) lie in Q[z,y], for all g € G; thus Vi is
invariant by the action of GF. We denote by ¢4 : GF — End (V) the restriction
of ¢ to V.

Let Vo = @30+ Rep denote the real vector space having £ as a basis. Re-
placing = by 0 and y by a value 0 < yg < 1, the homomorphism ¢ induces a
homomorphism g : GF — End(Vy).

Let ‘H be the vector space of formal series Zﬂ€¢+ Ages, and let L(H) be
the space of linear transformations of H. Observe that ¢g(os) defines a linear
transformation v (0s) of H, because each row has only finitely many non-zero
entries, thus g : GF — End(Vp) induces a homomorphism 9 : GF — L(H).

Definition. Let A be a subset of ®. Then Uy denotes the set of series 3" Ages €
H such that:

o)\ﬁ;ZOforallﬁeqﬁ;

e )3 = 0 if and only if 5 € A.

Note that U, is nonempty, even if ®1 \ A is infinite, and one has Us N Up = 0 if
A+ B.

Lemma 4.3. Let A C ®1 and g € GF. There exists a unique subset B C &F
such that ¥oo(g) - Ua C Up.

Proof. The hypothesis 0 < yg < 1 implies that the coefficients of 1., (o) are > 0 for
all s € S, thus the coefficients of 1o (g) are > 0. Let to(g)(€s) = >, cq+ av,86v,

and let Suppg(eg) denote the set of v € & such that a, 5 > 0. Let
A =dT\ A, B’ =UscaSupp,les), B=ot\B.

Then 9oo(g) - Ua C Up. O

Definition. Let A C &t and g € GF. Then g+ A = B denotes the unique subset
B C @1 such that ¢ (g) - Ua C Ug.

Lemma 4.4. Let AC ®t and s € S. Then

gox A={a,} U{Bed®T;{a,,B) =0 and B € A}
U{6€¢+;<a57ﬁ>:a>07 B# as, and B —acs € A}
U{Bed:(as,B) =—a<0, B A, and 3+ acs € A}.
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Proof. Let 3 € ®T. Then

@ 1fﬁ: Qg
Supps, (eg) = { 7 if (o, ) = 0,
PP, (€5 (8 - acs} if (s, 8) = a >0 and B # ay,

{B,8+ acs} if (o, B) = —a < 0.

Let A’ =&t \ A and B’ = Ugec 4/Supp,, (e5). Then

B = {Be®t;(a,p) =0and fe A’}
U{pecd®r;{a,,pf) =a>0, and B —aa, € A’}
U{Bed";(as,B) = —a <0, and either € A" or B+ aas € A’}
thus
ooxA— B—dT\ B
={a,} U {Be€ ®t; (o, f) =0 and g € A}
U{Becd";(as,B) =a>0, and B —aa, € A}
U{Bedt;(a,B) =—a<0, BeA, and B+ ac, € A}. U

Remark. Let A € &1 and s € S. Then

s(A\{as}) = {Be®ti{as,f) =0and g€ A}
U{Bedm:(a,,B) =a>0, and B — ac, € A}
U{Bedt;(asB) =—a<0and B+ aa, € A}.

In particular, one has
os % AC {asFUs(AN\ {as}).

Lemma 4.5. Let A be a closed subset of ¥ and s € S. Then o, % A is also a
closed subset.

Proof. Since A is finite, o, * A is also finite. Now, we take 31,82 € o5 x A and we
prove:

® (B1,52) 2 —1;
e if (81, 52) = —1, then B1 + B2 € o5 * A.

Assume first that 81 = a,. If (s, B2) = —a < 0, then (B, 82 + acs € A (by
Lemma 4.4). The fact that A is closed implies

(B2, B2 + acs) = (B2, Ba) + a{fa, as) =2 —a? > —1,
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and this inequality holds only if a = 1. This shows that (as, 52) > —1. Suppose
(s, B2) = —1. Then {(as, B2 + sy = 1 and B € A (by Lemma 4.4), thus, by
Lemma 4.4, 8y + oy € 04 x A.

Assume now that 81 # «as and o # a,. One has 81,82 € s(A\ {as}), thus
s(B1), s(B2) € A, therefore (51,82) = (s(81),s(B82)) > —1 (since A is closed).
Suppose now that (51, F2) = —1.

Case 1: (s, 51) = 0 and (ay,33) = 0. Then (ay, 81 + B2) = 0. Moreover, one
has 1,82 € A (by Lemma 4.4), thus 51 + 85 € A (since A is closed), therefore
B1+ B2 € 05+ A (by Lemma 4.4).

Case 2: (a5, f1) = 0 and (as, B2) = b > 0. Then (o, 81 + B2) = b > 0. Moreover,
one has 31, 85 —bas € A (by Lemma 4.4) and (51, 52 —bas) = —1, thus 81+ B2 —
ba, € A (since A is closed), therefore 81 + 2 € 05 x A (by Lemma 4.4).

Case 3: {(as,81) = 0 and (a5, B2) = —b < 0. Then (as, 51 + B2) = —b < 0.
Moreover, one has (31, 32, B2 + bas € A (by Lemma 4.4) and (31, 52) = {81, B2 +
bas) = —1, thus 81+ B2, 51+ B2+ bas € A (since A is closed), therefore 51+ 32 €
os * A (by Lemma 4.4).

Case 4: (as, 1) = a > 0 and {(as, B2) =b > 0. Then {as, 81 + B2) =a+b > 0.
Moreover, one has 31 —aas, B2 —bas € A (by Lemma 4.4) and (B8] —aas, fo—bas) =
—1, thus 81 + B2 — (a + b)as € A (since A is closed), therefore 8 + 5 € 05 % A
(by Lemma 4.4).

Case 5: {(ay, 1) = a > 0 and (ag, B3) = —b < 0. Note first that (2, B2 + ba, € A
(by Lemma 4.4), thus (3, B2 + bas) = 2 — b2 > —1 (since A is closed), therefore
b=1.

Suppose a = 1. Then (s, 51 + o) = 0. One has 81 —as, 52 +as € A (by
Lemma 4.4) and (1 — as, fo + a5y = —1, thus 51 + B2 € A (since A is closed),
therefore 81 + B2 € o, * A (by Lemma 4.4).

Suppose a > 2. Then (o, 51+ B2) =a—1 > 0. One has 8] —aas, B2+ as € A
(by Lemma 4.4) and (81 — acs, B2+ as) = —1, thus 81+ 2 — (a—1)a,s € A (since
A is closed), therefore 31 + (5 € 05 * A (by Lemma 4.4).

Case 6: (as, 1) = —a < 0 and (o, B3) = —b < 0. Then (1, 53 + bas € A (by

Lemma 4.4) and (831, 82 + bas) = —1 — ab < —1. This contradicts the definition
of a closed subset, thus this case does not hold. |

Corollary 4.6. Let A be a closed subset of T and g € GF. Then g+ A is also
a closed subset.

Lemma 4.7. Let w € W and s € S such that l(sw) = l(w) — 1, and let A be
a closed subset of ®1. One has ®, C {as} Us(A\ {as}) if and only if w <
L{os - (1o C)(A)).

Proof. The equality {(sw) = l(w) — 1 implies, by Proposition 2.4, that &, =
{as}Us Py So, the inclusion &, C {as }Us(A\{as}) is equivalent to s(Ps,,) C
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s(A\ {as}), which is equivalent to ®,, C A (we cannot have o, € P,y because
{(sw) < l(w)). This inclusion is equivalent to sw < C(A), which is equivalent to
7(sw) < (7 0 C)(A), which is equivalent to o, - 7(sw) = 7(w) < g, - (7 0 C)(A4),
which is equivalent to w < L(o, - (7 0 C')(A)). O

Lemma 4.8. Let A and B be two closed subsets of 1 and s € S. If {as} C B C
{astUs(AN\ {as}), then B C os % A.

Proof. By Lemma 4.4 and the remark preceding Lemma 4.5, it suffices to show
that: if 8 € B is such that {(as,8) = —a < 0, then f € A. One has a,,3 € B
and B is a closed subset, thus {(as,5) = —1 and 8+ as € B. It follows that
s(B8)=as+p € B\ {as} Cs(A\{as}), thus g € A. O

Lemma 4.9. Let A be a closed subset of 1 and g € GF. Then
ClgxA) = L(g - (T o C)(A)).

Proof. We argue by induction on I(g). Assume first that I(g) = 1. Then g = o, for
some s € S. Let w; = C(os * A) and wg = L(os - (7 0 C)(A)). Since a; € o5 * A,
one has &, = {a;s} C 05 * A, thus s < wy, namely, {(sw1) = {(w;) — 1. Moreover,
by, Cosx A C {ast Us(AN\ {as}), thus, by Lemma 4.7, w; < wy. One has
7(s) = 05 < 05 (70 C)(A), thus s < wa, namely, I(swy) = l(we) — 1. By
Lemma 4.7, it follows that {as} C Py, C {as} U s(A\ {as}) and so, by Lemma
4.8, @y, C o5+ A. This implies that wy < wy.

Assume now that {(g) > 2. We write g = 0,91 where s € S and l(g1) = l(g) —1.
Then, by induction and by Proposition 2.3,

Clgx A)=Clos* (g1 % A)) = L{os(70C)(g1 * A))
= L(os(t o L)(g1(7 0 C)(4))) = L(g(7 o C)(A4)). 0

Definition. Let C denote the set of closed subsets of ®1. For w € W we set

Uy, = U Ua.

Acce, c(A)=w

Note that U, # 0 (since it contains Usg_ ), and one has U, NU, = 0 if u # v.

Lemma 4.10. Let g € G and w € W. Then
Yoo(g) - Un C UL (gr(w))-
Proof. Let A € C such that C(A) = w. One has too(g)-Ua C Ugsa, and, by Lemma

4.9, C(gx A) = L(g- (1o C)(A)) = L(g-7(w)), thus voc(9) -Us C Up(y 7())- This
shows that Yoo (g) - Unw C Up(g.7(w))- -
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Proof of Theorem 4.1. Let f,g € GF such that ¥(f) = ¥(g). We write f = 7(u) f1
and g = 7(v)g2, where v = L(f), v = L(g), and f1,91 € GF. Note that v = 1
if and only if f = 1, and v = 1 if and only if ¢ = 1. Lemma 4.10 implies that
oo (f)- UL C Up,y) = Uy, and that Yoo(g) UL C Uy gy = Uy. Since Yoo (f) = Yoolg),
and since U, NU, = () if u # v, it follows that v = v.

We prove now that f = ¢ by induction on [(f). If {(f) = 0, then f = 1, thus
u=wv = 1, therefore g = 1. Suppose {(f) > 0. Then I(f1) < I(f) and

Y(f1) = $(r(w) " () = $(r(0) M(g) = (1)

By the inductive hypothesis, it follows that f; = g1, thus f = 7(u)f1 = 7(v)g1 = g.
O

5. The general case

Now, we assume that I" is any Coxeter graph. The goal of this section is to prove
the following.

Theorem 5.1. There exists an injective homomorphism ¢ : GF — G% from GF

to an Artin monoid G’g associated to a Cozeter graph T of small type with no
triangle.

Since we already know by Corollary 4.2 that ¢ : Gf‘+ — Gp is injective, Theorem
5.1 finishes the proof of Theorem 1.1.

We start summarizing some well known properties of GF that can be found in
[BS] and [Mic].

We say that g € GF is a common multiple of a finite subset F' = {f1,..., fn} C
G?" if fi <gforalli=1,...,n. If F ={f1,..., .} has a common multiple,
then it has a least common multiple, which is obviously unique, and which will be
denoted by f1 V- -V f,.

Let s,t € S. The subset {o,,0:} has a common multiple if and only if m, ; <
+oo. In that case, one has o, V 0, = prod(o,,o;;m, ;). More generally, for a
subset 7' C S, the set ¥p = {oy;t € T} has a common multiple if and only if
the subgroup Wy of W generated by 7' is finite. In that case, the least common
multiple of Y7 is denoted by Ar. It is equal to 7(wr), where wr denotes the
element of maximal length in Wrp. If W is finite, namely, if I' is of spherical type,
then we will denote by A = A(T") the least common multiple of ¥ = {o,;s € S}.

Let T'C S and f,g € GF. If f and g have a common multiple and both lie
in the submonoid generated by Y.r = {o4;t € T}, then f V g also lies in this
submonoid.

Definition. Let I' and I be two Coxeter graphs, let S be the set of vertices of
I', and let ¢ : GF — Gf‘h be a homomorphism. We say that ¢ respects lem’s if
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o (o) #£ 1 forall s €S
o {¢(0s), ¢(0+)} has a common multiple if and only if m;,; < +o0;
o if my; < +oo, then ¢(o, Vo) = ¢plo,) V P(oy).

The following theorem can be found in [Cri, Thm. 1.3].

Theorem 5.2 (Crisp). If a homomorphism ¢ : GIJE — GF, between Artin monoids
respects lem’s, then it is injective.

Proof of Theorem 5.1. Let A,, be the Coxeter graph of Figure 1. Let f, g be the
elements of Gj{n defined by f = o1o305... and g = 020406 .... It is shown in
[BS, Lem. 5.8] that

prod(f, g;n+ 1) = prod(g, f;n + 1) = A(4,). (1)
> ——eo—o—--———o——o
1 2 3 n-1 n

Figure 1. The Coxeter graph A,

Let m > 3, and let I'(m) denote the Coxeter graph illustrated in Figure 2.
It is a bipartite graph whose set of vertices is the disjoint union I U .J, where
[I| = |J] = m —1. As a Coxeter graph, I'(m) is the disjoint union of two copies of
A,,_1. Let f, g be the elements of Gﬁ(m) defined by f = [[;.; 0: and g = Hjejaj.
Then, by (1), one has

prod(f, g;m) = prod(g, f;m) = A(I'(m)). (2)

A /
/ V%

J

Figure 2. The Coxeter graph I'(m)

Let k € N. We denote by kI'(m) the disjoint union of k copies of I'(m). It
is a bipartite graph whose set of vertices is the disjoint union kI U kJ, where kI
denotes the disjoint union of k copies of I, and k.J denotes the disjoint union of

k copies of J. Let f,g be the elements of G;F(m) defined by f = [[;c,;0s and

9= [l;cxs05- Then, by (2), one has

prod(f, g;m) = prod(g, f;m) = A(k['(m)). (3)
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Let T'(o0) denote the Coxeter graph illustrated in Figure 3. It is bipartite graph
whose set of vertices is the disjoint union I'U.J, where I = {i1,i2} and J = {j1,J2}.
Let f, g be the elements of G11L<OO) defined by f = 0;,0,, and g = 05, 0;,. A common
multiple of f and g would be a common multiple of {o;,,0;,,05,04,}. But I'(co)
is not of spherical type, thus such a common multiple does not exist. So, f and g
have no common multiple.

Let k € N. We denote by kI'(c0) the disjoint union of k copies of I'(00). It
is a bipartite graph whose set of vertices is the disjoint union kI U kJ, where kI
denotes the disjoint union of & copies of I, and k.J denotes the disjoint union of k
copies of J. Let f and g be the elements of G:F(oo) defined by f = [];c4; o and

g=1]] jeks 0j- Then, as before, f and g have no common multiple.

i iy

iq iy
Figure 3. The Coxeter graph I'(c0)

Now, let I" be any Coxeter graph. Let N be the least common multiple of
{mgr — 158t € S, s #t,myy < +oo}. For all s € S we take an abstract set I(s)
with 2V elements. We construct a Coxeter graph of small type IV as follows.

e The set of vertices of I is the disjoint union of the I(s), s € 5.

o If m,; = 2, then there is no edge joining two vertices in I(s) U I(t).

o [f3 < m,; < +oo, then the full subgraph of I generated by I(s)UI(t) is iso-
morphic to ( =8 ) I'(ms ) with an isomorphism which takes I(s) to <m2N ) I

ms,t_l s,t_l
2N
and I(t) to (ms,rl) J.

o If my; = +oo, then the full subgraph of I generated by I(s) U I(¢) is
isomorphic to NT'(oco0) with an isomorphism which takes I(s) to NI and I(t) to
NJ.

Such a graph always exists but is not unique in general. By the above consid-
erations, there is a well defined homomorphism ¢ : GF — GF, which sends o, to
ILie 1(s) Ti for all s € S, and this homomorphism respects lem’s, so, is injective by
Theorem 5.2. Note also that: if I is of small type, then one can choose N =1
rather than the above N = 2, and at least one of the IV thus obtained is bipar-
tite, and therefore has no triangle. So, applying twice the above construction,
one gets a Coxeter graph I' of small type with no triangle and a monomorphism
¢: G -Gt O
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6. Two lemmas

Lemma 3.3. Let s € S and 3 € &1 such that {as, f) = 0 and dp(B) > 2. Then
the definition of T'(s, 3) does not depend on the choice of the t € S such that

dp(t - 8) = dp(B) — 1.

Proof. We argue by induction on dp(83). We take ¢, € S, t # r, such that
dp(t-B8) = dp(r-B) = dp(B) — 1. By Proposition 2.6, we can write (ay, 3) =b >0
and (o, B) = ¢ > 0.

Case 1: {a,, a4) =0, (ag, ) =0, and {a, a,,) = 0. We cannot have dp(3) = 2 in
this case. Suppose dp(3) > 3. Then, by induction,

y-T(s,f—bay) = y*-T(s, —bay —ca,) by (D4)
= y-T(s,f—coy) by (D4).

Case 2: (o, ) =0, {ag, ) =0, and (o, @) = —1. Suppose dp(5) = 2. Then
B=o;+a,, b=c=1, and

Y 'T(S,ﬁ— at) :’y’T(&CET) :O:y'T(saat) :y’T(&ﬁ_ar) by (D2)

We cannot have dp(83) = 3 in this case. Suppose dp(3) > 4. Then, by induction

y-T(s,f—bay) = y* T(s,—ba, — (b+c)a,) by (D4)
= y3 - T(s,— (b+c)ar — (b+c)ay) by (D4)
y-T(s, B —coy) by symmetry.

Case 3: {(as,a:) =0, {as,a,) = —1, and {4, ) = 0. We cannot have dp(8) < 3
in this case. Suppose dp(3) > 4. Then, by induction,

yT(s, B=bay) = y(y — 1) - T(s, B — bay — cay)

+y? - T(r, B — ca, —boy — cay) by (D5)
=y POy —1)2
+ 42 - T(r, B — cas — boy — cay) by (D3)

= (y—1)-T(s, B—cay)+y-T(r, B—cas—ca,) by (D3) and (D4).

Case 4: (as, ) =0, (a5, ) = —1, and {oy, ) = —1. We cannot have dp(5) < 5
in this case. Suppose dp(8) > 6. Then, by induction,

y-T(s, 3 —bay)
=yly—1)-T(s, 8 —bay — (b+ c)ar)
+y2 - T(r,B— (b+ c)as —bay — (b+ c)ay) by (D5)
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= yPE Ly — 1) 4Py - 1)
T(r,—(b+c)as — (b+c)ay — (b+ c)ay)

+ 43 T(t, B — (b+ c)as — (b+ c)a; — (b+ 2¢)a,) by (D3) and (D5)
=y PO~y — 1)2 4y PO =2(y — 1)

+y3 - T(t, B — (b+c)as — (b+ c)a; — (b+ 2¢)a,) by (D3)

=y y—1)% + y(y—1) - T(r, f—cas—(b+ c)ar—ca)

+y? - T(t, 8 — cay — (b+c)ay — (b+ 2¢)ay) by (D3) and (D4)
=(y—1)-T(s,8—cay)+y -T(r,p— cas — cay) by (D3) and (D5).

Case 5: {ag, au) = —1, {a, o) = —1, and (ay, o) = 0. We cannot have dp(8) < 5
in this case. Suppose dp(3) > 6. Then, by induction,

(y - 1) : T(S7ﬁ - bat) +y- T(tw@ - bas - bat)
=y Py —1)?
+ 4% - T(t,B — bas —boy — (b+ c)oy) by (D3) and (D4)
=y POy — 12 + 4Py — 1)
T, B—(b+c)ag —bay — (b+ c)ay)
+3° - T(s, 8= (b+ s — (b+ )y — (b+c)a,) by (D5)
= yIP(B)—L(y — 1)2 4 4 dP(B)-2(y _ 1)2
+y?T(s, 8= b+ c)as — (b+Jar — (b+c)ar) by (D3)
=y—-1)-T(s,8—cay)+y -T(r,f—cas—cay) by symmetry. 0O

Lemma 3.4. Let s € S and 3 € &1 such that dp(3) > 2 and {a,, ) = —a < 0.
Then the definition of T'(s, 3) does not depend on the choice of the t € S such that

dp(t- 8) =dp(B3) — 1.

Proof. We argue by induction on dp(8). We take ¢, € S, t # r, such that
dp(t-B8) = dp(r-B3) = dp(B) — 1. By Proposition 2.6, we can write (ay, 5) =b >0
and (o, B) = ¢ > 0.

Case 1: (o, 04) =0, (s, ) =0, and (o, o) = 0. We cannot have dp(3) = 2 in
this case. Suppose dp(3) > 3. Then, by induction,
y-T(s, 8 —bay) = y2 -T(s,8 —bay — ca,) by (D6)
= y-T(s, 8 —cay) by (D6).

Case 2: {(ag,ay) =0, {as,a,) =0, and {ay, o) = —1. We cannot have dp(8) < 3
in this case. Suppose dp(3) > 4. Then, by induction,
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y-T(s,B—bas) = 32 -T(s,—boy — (b+c)ay) by (D6)
= 43 T(s,8—(b+ )y — (b+c)e,) by (D6)
= y-T(s, 3 —cay) by symmetry.
Case 3: (as,at) = 0, {as,ap) = —1, (g, ) = 0, and ¢ > a. We cannot have

dp() < 3 in this case. Suppose dp(8) > 4. Then, by induction,

y-T(s, 8 —bay)
=yly—1) - T(s, 8 —bay — coy)

+ 4% - T(r, B — (c — a)as — bay — coy) by (D7)
= ydP(B)—1(y _ 1)2

+ 4% - T(r, B — (c — a)as — bay — coy) by (D3)

=(y—1)-T(s,8—cay)+y -T(r,p—(c—a)as —ca,) by (D3) and (D6).

Case 4: (as,at) = 0, {as,ap) = —1, (g, ) = 0, and ¢ = a. We cannot have
dp(3) = 2 in this case. Suppose dp(3) > 3. Then, by induction,
y-T(s,p—boy)
=y -T(r,f —boy —acy)+y(ly —1)-T(s, 3 —bay —aca,) by (D8)
=T(r,p—ac,)+(y—1)-T(s, 8 —aay) by (D6) and (D4).
Case 5: (as,aq) = 0, {as,0p) = —1, (g, ) = 0, and ¢ < a. We cannot have
dp(f) = 2 in this case. Suppose dp(3) > 3. Then, by induction,
Y- T($7 6 - bat)
=42 - T(s,8—bay —ca,) +y-T(r, —bay — ca,) + ydp(ﬂ)’l(l —y) by (D9)
=y T(s, 8= cay) +T(r, B — car) +yTPP =11 —y) by (D6).
Case 6: (as,aq) =0, {as,a,) = =1, {a4, ) = —1, and ¢ > a. We cannot have

dp(3) < 5 in this case. Suppose dp(B) > 6. Then, by induction,

Y- T(S, ﬁ - bat)
=yly—1) - T(s, 8 —boy — (b+ c)aur)
+ 4% T(r, B — b+ c—a)os —bay — (b+ o) by (D7)

=y POy — 12 4 Py - 1)

T, p—((b+c—a)as — (b+c)ar — (b+ c)ay)

+y3 T, = (b+c—a)as — (b+c)ay — (b+2¢c— a)ey,) by (D3) and (D7)
= yIP(B)—1(y _ 1)2 4 4dP(B)-2(y _ 1)2

+ 43 T, — (b+c—a)as — (b+ c)a; — (b+2¢c—a)ay,) by (D3)
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=Py — 1) 4 y(y - 1)-
T(r, - (c—a)as — (b+c)ay — car)
+ 42T, B — (c— a)as — (b+ )y — (b+ 2¢ — a)a,) by (D3) and (D6)
=(y—1)-T(s,f—ca)+y-T(r,5—(c—a)a; —cay) by (D3) and (D7).

Case 7: (as, ) =0, {as,ap) = —1, {ay, o) = —1, and ¢ = a. Suppose dp(3) = 2.
Thena=b=c=1, = 0o; + ,, and
yT(s,8—ar) =y T(s,00) =0 by (D2)
T(r,B—ar) +(y —1) - T(s, f—cay) = T(r,ou) + (y —1) - T(s,04) =0 by (D2).

We cannot have dp(8) € {3,4} in this case. Suppose dp(8) > 5. Then, by
induction,

Y- T(‘S?ﬁ - bat)
=yly—1) -T(s,8 —bay — (b+a)a,)
+ 42 - T(r, B = bas — boy — (b+ a)a,) by (D7)
=y Ly — 1) +4*  T(t, B—bas— (b + a)au— (b + a)oy)
+ 42y —=1)-T(r, B —boy — (b+a)oy — (b+ a)ay) by (D3) and (D8)

= PO 2y _1)2 442 T(t, B—ba,— (b+a)a,— (b + a)e,)
+ yIP(B)=2(y _ 1)3

+y2y —1) - T(r, B —bas — (b+ a)ar — (b+ a)ay)
= y®PB)-20y _ 1)2 4 2. T(t, B — bas — (b+ a)as — (b+ a)oy)
+tyly—1)%-T(s, 3 (b+a)at (b+a)ay)

(

+y (y—l) T(r,8 —bas — (b+a)ay — (b+ a)ay) by (D3)
— ydp(ﬂ) 2(y _ 1)

+y? - T(t, 8 —bas — (b+a)oy — (b+ a)oy)

+ y(y - 1) : T(S,[)’ - (b + a)at - aar) by (D5)
=(y—1)-T(r,p—(b+ a)ay — ac,.)

+y-TEt,B—-(b+a)as — (b+ a)a,)

+yly—1)-T(s,8 = (b+a)a, —acy) by (D3) and (D6)
=T(r,8—aa,)+(y—1) -T(s,f —acy) by (D7) and (D4).

Case 8: (as,aqy) = 0, {ag,a) = =1, {ag,0) = =1, ¢ < a, and b+ ¢ > a. We
cannot have dp(8) < 4 in this case. Suppose dp(3) > 5. Then, by induction,
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y-T(s, 5 — bay)
=yly—1)-T(s,f —bar — (b+c)ar)
+ 42 - T(r,B— (b+c—a)as —boy — (b+ c)oy,) by (D7)

= yIP(B)=1(y _1)2 443
T(r,— (b+c—a)as — (b+c)oy — (b+ c)o)
+ 42T, 8= (b+c—a)os — (b+ c)as — (b+ c)ayy)
+y P21 — ) by (D3) and (D9)
=y =1y — 1)
+y° T(r, 8
+ yIP(B)—2(y,

(b+c—a)as — (b+c)ar — (b+ c)ay)
1)2

+y2 T, 8—(b+c—a)as — (b+ c)ar — (b+ c)ay)

+y®PO 1 —y)
=y*(y—1)-T(s,8— (b+ c)ar — (b+ c)a,)

+42 T, B—(b+c—a)as — (b+ )y — (b+ c)ey)

+y P2y — 1)

+y- T, B— b+ c)as — (b+ )ar) +yPP 11 —y) by (D3) and (D6)
=y* T(s, 8= (b+cJu —car) +(y = 1)

T, p—(b+ c)ay — cay)

+y Tt B—(b+c)a —(b+c)ay) +y®P 11 —y) by (D7) and (D3)
=y T(s,B—cop) +T(r, 8 —cop) +y®PBE =11 —y) by (D6) and (D7).

Case 9: {(as,as) = 0, {as,ap) = =1, {at,ap) = =1, ¢ < a, and b+ ¢ = a. We
cannot have dp(8) < 3 in this case. Suppose dp() > 4. Then, by induction,

y-T(s, B — ba)
=y -T(r,f —bay —ac,) +yly —1)-T(s, 3 — bay —aa,) by (D8)
=y . T(r, B — aay — aoy,) +y - T(t, B — acy — ac,)
+y P2 (1 —y)
+ 42y —1)-T(s, 8 — acy, — ac,) by (D9) and (D4)
=y* T(r,f — acy — acy,) +y*(y — 1)-
“T(s, B —acy —ac,) + ydp<ﬁ>_2(y —1)2
t+y - T(t, f — aay —aoy) +y P 1(1 —y)
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= 2 T(s,8—aay —cap)+(y —1)-T(r, f — acy — cay)
+y-T(t, B — aa; — ac,) +yPP 11 —y) by (D8) and (D3)
=y -T(s,8—ca,)+T(r, —ca,) + ydp(ﬁ%lﬂ —y) by (D6) and (D7).

Case 10: {(ag,04) = 0, (as, ) = =1, {ag,ap) = =1, ¢ < a, and b+ ¢ < a. We
cannot have dp(8) < 3 in this case. Suppose dp(3) > 4. Then, by induction,

Y 'T(3> B — bat)
=y? T(s,B—boy — (b+ c)ay)
+y-T(r,3—bay — (b+ c)oy)
+y P11 —y) by (D9)
= y3 T8, 8= (b+c)ay — (b+ c)oy)
+y* T(r,B—(b+ )y — (b+c)a,)
Ty T, B~ (b+c)a — (b+c)ay)
+y PP 21 —y) 4y PP 11— y) by (D6) and (D9)
=y T(s, 8= (b+ )y — (b+c)a,)
+y* - T(r,B— (b+ )y — (b+c)ay)
+ ydp(ﬂ)fl(l —y)+ ydp(ﬁ)%(y _ 1)2
4y T, B8 — b+ c)ay — (b+ )ay) +yPB 11— y)
—y* - T(s,8— (b+ c)ay — cay)
+(y—1)-T(r,8—(b+ c)as — coy)
+y-TE,B— b+ c)as — (b+c)ar) +yPP 11 —y) by (D9) and (D3)
=y T(s,B—cop) +T(r,8—cop) +y®PA =11 —y) by (D6) and (D7).

Case 11: {(ag, ap) = —1, {ag, o) = =1, {ay, ) =0, b > a, and ¢ > a. We cannot
have dp(/3) < 5 in this case. Suppose dp(3) > 6. Then, by induction,

(y—1)-T(s,8—bay) +y-T(t,B—(b—a)as — bay)
=y POy — 1)% + ¢
T, 8—(b—a)as —bay — (b+ c— a)ay) by (D3) and (D6)
=y POy —1)? + 4% (y - 1)-
T, B—((b+c—a)a; —bay— (b+c—a)a,)
+ 42 T(s,B—(b+c—a)as—(b+ c—a)ay—(b+ c—a)o,) by (D7)
= yIPB)—1(y _ 1)2 4 4 dP(B)=2(y, _ 1)2 4 3.
T(s,8—(b+c—a)as—(b+c—a)or—(b+ c—a)oy) by (D3)
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—(y—1)-T(s,8— can) +y-T(r, - (c—a)as —ca,) by symmetry.

Case 12 {ag, o) = —1, {ag, ) = =1, {ay, o) = 0, and b > ¢ = a. We cannot
have dp(3) < 4 in this case. Suppose dp(3) > 5. Then, by induction,
(y—1)-T(s,8 —bay) +y - T(t, f — (b — a)as — bay)
=y 1y 102442 . T, 8- (b— a)as — boy — be,) by (D3) and (D6)
=yl (y — 1) 4 4%
“T(s,f —bas —bay — bar)
+y2< 1) - T(t, 8 — boyg — bay — by, by (D8)
y D2y —1)% 4y T( B —ba, —bay — bay,)
+y P2y — 1)
+y}(y—1)-T(t, 5 — ba, — boy —ba,)
=yly—1)-T(r, s — bas — bay — acy,)
+y? - T(s, 8 — bay — bay — bay) + y®PO—2(y —1)3

+yly—1)- T, S —bas — bay — ac,) by (D3) and (D4)
=y T(r, 8 —boy — aoy) + (y = 1)* - T(s, 8 — bay — ao)
+yly—1)-T(, B —bas — by — acy) by (D7) and (D3)
=T(r,p—ac,)+(y—1)-T(s, 8 —acy) by (D6) and (D5).
Case 13: {as, ) = —1, {as, ) = —1, {ay, ) = 0, and b > a > ¢. We cannot

have dp(3) < 3 in this case. Suppose dp(3) > 4. Then, by induction,

(y—1)-T(s,8—bay)+y-T(t,B—(b—a)as —bay)

- dp(ﬁ)fl( — 1P

+ y T, 8—(b—a)as —bay — (b+c—a)a,) by (D3) and (D6)
= y POy —1)?

+y3 T, B—(b+c—a)os —bay — (b+c— a)ay)

+y2 - T(s,8— (b+c—a)as —bay — (b+c—a)oy)

+ yIP(B)=2(1 _4) by (D9)

yIP(B)—1(y, _ 1)2
+y3 T,B—(b+c—a)a, —bay — (b+c—a)a,)
+y P2y — 1)?

+y? - T(s,8— (b4 c—a)as —ba; — (b+c—a)o,)
+y PP (1 —y)
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=y POy — 1) +4? T, 8- (b+ ¢ — a)a, —bay —cay)
+yly—1)-Tr,B—(b+c—a)as — bar — cay)
+y? - T(s,8— (b4 c—a)as —ba; — (b+c—a)oy)
+y P (1 — ) by (D6) and (D3)
=yly—1)-T(s, 8 — boy — cay)
+y? - T(t, 8 — (b+c— a)os — ba; — cay)

+y-T(r, B —boy — cop) + yPE-1(1 — g by (D3) and (D7)
—y-T(s, B —cop) + T(r, B — cop) +yPPB =11 —y) by (D7) and (D6).
Case 14: {as, ap) = —1, {ag,ap) = —1, {4, ) = 0, and a = b = ¢. We cannot

have dp(/3) < 3 in this case. Suppose dp(83) > 4. Then, by induction,

T(t,p—ac)+ (y—1)-T(s, 5 —aoy)
=y -T(t,B - aq; —aa,) + (y — 1)2 T'(s, B — acy — acy )

+yly—1)-T(r,8 — acs — acyy — ac,) by (D6) and (D5)
=y -T(s,f —aas — acay — acy,)

+yly —1) Tt B — acs — aoy — aoy)

+y®P2(y—1)* + y(y—1) - T(r, f—aa, —aa;—aa,) by (D8) and (D3)
=T(r,f—acy)+(y—1)-T(s, B — acy) by symmetry.

Case 15: {as,ap) = —1, {as, ) = —1, {4, 00) = 0, and a = b > ¢. We cannot
have dp(3) < 3 in this case. Suppose dp(8) > 4. Then, by induction,

T(t,B—ao)+(y—1)-T(s, f — acu)
=y T, B —acs — cay) + (y — 1)% - T(s, B — acy — cay)

+yly —1)-T(r, 8 — cas — acy — cou) by (D6) and (D5)
= 32 Tt B — cas — acy — coy)

+y-T(s,B—cas —acy — cay) + ydp(ﬁ)72(1 —y)

+ ydp(ﬁ)72(y - 1)3 +yly—1)-T(r,8 —cas —acy —ca,) by (D9) and (D3)
= ydp(ﬁ)fl(y —1)2 442 - T, 8 — cas — acy — cory)

+y-T(s, 8 — cas — acy — cay)

+yly — 1) - T(r, B — cas — acy — coy ) + yPE =11 —4)
=yly—1) -T(s, B — acy — cay)

+y2 Tt B — cas — acyy — coy)

+y-T(r, 8 — acy — cay) +yPE-1(1 —y) by (D3) and (D8)
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=y T(s, B — car) + T(r, f — cay) + yPPA =11 —y) by (D7) and (D6).

Case 16: {as, op) = —1, {as,ap) = =1, {ay, ) =0, a > b, a > ¢, and b+ ¢ > a.
We cannot have dp(3) < 3 in this case. Suppose dp(/3) > 4. Then, by induction,

y-T(s, 5 = bow) + T(t, 5 — baw) +5™PD 1 (1 —y)
=yly—1)-T(s,8 — bay — car,)
+ 42 - T(r,8— (b4 ¢ — a)ag — bay — cay)
+y-T(t, B —bay — cay) +yPE (1 —y) by (D7) and (D6)
=y 1y 12442 . T(r,B— (b+c— a)os — bay — coy)
+y2~T(t7/5’—(b+c—a)aS —bay — cavy)
+y-T(s,8—(b+c—a)as —bay —ca,) + yIP(A)=2(1 _ 4
+ ydp(ﬂ)—l(l —y) by (D3) and (D9)
=y -T(s,f—ca,)+T(r, 5 —ca,)+ ydpw)_l(l —y) by symmetry.

Case 17: {ag, o) = —1, {as,ap) = —1, {ay,a,) = 0, and a = b+ ¢. We cannot
have dp(3) = 2 in this case. Suppose dp(83) > 3. Then, by induction,

y-T(s,8—bay) +T(t, 8 —bay) +yPP) =11 —y)
=y -T(r,f —boy —cay) +yly — 1) -T(s, 5 —boy — cay)

ty - T(t, B — by — cop) + yPB=1(1 —y) by (D8) and (D6)
=y T(s, = cap) + T(r, B — co.) +y¥PA 11 —y) by symmetry.
Case 18: {ag, o) = —1, {as, ) = —1, {a,ar) = 0, and a > b+ ¢. We cannot

have dp(/3) = 2 in this case. Suppose dp(3) > 3. Then, by induction,

y - T(s,8—bay) + T(t, 8 —bay) +y™ P71 (1 —y)
=42 “T(s, 8 = bay — cay)

tyT(r, B — by — car) +y PP L1 —y)

+y-T(t, B —bay — ca,) +yPPE 11—y by (D9) and (D6)
—y-T(s,8 = cop) + T(r, B — co) + y®P =11 —y) by symmetry.
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