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The double Coxeter arrangement

Louis Solomon and Hiroaki Terao*

Abstract. Let V be Euclidean space Let W C GL(V) be a finite irreducible reflection group
Let A be the corresponding Coxeter arrangement Let S be the algebra of polynomial functions
on V For H G A choose ajj G V* such that H ker(ajj) The arrangement A is known to
be free the derivation module D(A) {9 G Derg | d(an) G Sajj} is a free S-module with
generators of degrees equal to the exponents of W In this paper we prove an analogous theorem
for the submodule E(A) of D(A) defined by E(A) {d G Ders | d(aH) G Sa2H} The degrees
of the basis elements are all equal to the Coxeter number The module E(A) may be considered
a deformation of the derivation module for the Shi arrangement, which is conjectured to be free
The proof is by explicit construction using a derivation introduced by K Saito in his theory of
flat generators

Mathematics Subject Classification (1991). Primary 52B30, secondary 05E15

Keywords. Hyperplane arrangement, free arrangement, Shi arrangement, reflection group, basic

invariants, Coxeter number, Jacobian matrix

§ 1. Introduction

Let V be a Euclidean space of dimension / over R Let denote the positive
definite symmetric bilinear form on V Let W Ç GL(V) be a finite group generated

by orthogonal reflections [Bou, V 2 3] Let A be the corresponding Coxeter
arrangement, the set of hyperplanes H <ZV such that W contains the orthogonal
reflection which fixes H Let S be the algebra of polynomial functions on V The
algebra S is naturally graded by S 0 >0 Sq where Sq is the space of
homogeneous polynomials of degree q Thus Si V* is the dual space of V Let Deis
be the A-module of R-denvations of S We say that 9 G Derg is homogeneous of
degree q if 9{Si) Ç Sq Choose for each hyperplane H G A a linear form an G V*
such that H kei(an) Define Q G S by

q= n
HeA

* Second author partially supported by NSF Grant DMS9504457
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The polynomial Q is uniquely determined, up to a constant multiple, by the group
W. Let

D{A) {9e Deis | e{aH) G SaH} (1.2)

K. Saito [Sail, Theorem], [Ter,Theorem 2] proved that D{A) is a free S-module
of rank / and that a set of basis elements for D(A) as S-module may be described
as follows. Let R Sw be the algebra of ^-invariant polynomials on V. By a
theorem of Shephard, Todd, and Chevalley [Bou, V.5.3, Theorem 3] there exist
algebraically independent homogeneous polynomials f\,... /; G R such that R
R-[/l, • • • i/i]- Let xi,... x; be an orthonormal basis for V*. Let dt be partial
differentiation with respect to xt. Define 90 G Ders by 90 5Z»=i (<^/j)<9« for
1 < i < ^ Then {#i,... ,0;} is an Ä-basis for D{A). Note that 93 is homogeneous
of degree deg(/j — 1. The integers m3 deg(/j — 1 for 1 < j < I are the exponents
of W [Bou, V.6.2, Proposition 3].

In this paper we will prove an analogous theorem for the submodule E{A) of
D{A) defined by

E(A) {9e Ders | 9{aH) G Sa%} (1.3)

Note that we have replaced San in (1.2) by So?H in (1.3), which explains the
phrase "double Coxeter arrangement" in the title of this paper. If 9 G D(A) and

a aH then 9{Q) 9{a-Q/a) {Q/a)9{a) + a9{Q/a) G Sa so that 9{Q) G SQ.
On the other hand, it may happen that 9 G E(A), but 9{Q) g SQ2.

To state our theorem we need some preliminary définitions. Assume that W
is an irreducible subgroup of GL(V). The form on V induces a positive
definite symmetric bilinear form on V*, sometimes called the inverse form, which
we also write as Let e\,e<2,... ,e; be a basis for V. We do not assume that
ei,e2,... e; is an orthonormal basis unless orthonormality is explicitly stated.
Let xi,X2, • • • ,x; be the dual basis for V*. Let F be the matrix of the inverse
form with respect to the chosen basis x\,... ,x;. Thus TlQ {xl,x0). Number the
invariant polynomials j3 so that deg(/i) < • • • < deg(/;). Since W is irreducible,
the Coxeter number h of W is defined [Bou, V.6.1] and h deg(/;) [Bou, V.6.2].
Let K be the quotient field of S. K. Saito [Sai2, 2.2], [SYS, (1.6)] studied an R-
derivation D G DerK such that Df0 0 for 1 < j < I - 1 and Dfi G R*. This
derivation is uniquely determined, up to a constant multiple, by the group W and
does not depend on choice of basic invariants /i,... /;. Define rational fuctions
h3 G K for 1 < j < I by

Let J{h\,... ,hi)he the Jacobian matrix, labeled so that drh3 is its (i,j) entry. We

will prove in Corollary 3.32 that J{h\,... ,h{) is invertible over K. This is perhaps
the most difficult point in the paper. Furthermore J{h\,... ,/ii)^1 has entries in
S. The structure of the A-module E{A) is given by the following theorem.

Theorem 1.4. Let W Ç GL(V) be a finite irreducible group generated by reflec-
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tions. Define an I X I matrix P by

P TJ{h1,...,hl)-1. (1.5)

Define £i,.. ,& G Ders by £, Y,l=l V13 9,, for 1 < j < I, where pl:J is the (i,j)
entry of P. Then £t G E(A), and E(A) is a free S-module with basis £i,.. £;.

Note that if x\,... x; is an orthonormal basis for V* then F is the identity
matrix and (1.5) becomes P J{h\,... hi)~^. We will see that all entries of P
are homogeneous of degree equal to the Coxeter number h. Thus all derivations
^1,... £; are homogeneous of degree h. We will prove in Proposition 4.7 that the
homogeneous component E{A)u of degree h is isomorphic to V* as M^-module.
The rational functions h\,... ,hi may be computed as follows. Let J(/i,... ,/;)
be the Jacobian matrix of f\,... /;. Since f\,... /; are algebraically independent,
J{f\-> ¦ ¦ ¦ ; fi) is invertible over K. Then [h\,... hi] is, up to constant multiple, the
Z-throwofJt/i,...,/,)"1-

Remark 1.6. Define polynomials u\,... ,ui G S by ut Qht for 1 < i < I.

Invertibility of the matrix J{h\,... ,h{) is equivalent to invertibility of the matrix
J{u\,... ,ui), which was conjectured in [Sol2].

Remark 1.7. The définition (1.3) of E(A) is due to Ziegler [Zie, Définition 4]

who developed the theory of multiarrangements. A double Coxeter arrangement
is a multiarrangement with multiplicity two for each hyperplane belonging to the
Coxeter arrangement.

Remark 1.8. We were led to study the double Coxeter arrangements by an
attempt to understand the Shi arrangements [Shil], [Sshi2]. Suppose that W is a

Weyl group. Choose a crystallographic root system in V* and choose the linear
forms a.H so that ±otu is a root for each H G A. Let a\,... an G V* be a system
of positive roots. The Shi arrangement A of type W is an affine arrangement with
2n hyperplanes whose defining polynomial is Q Yl™=i(ai ~ 1) YÜ=1 a*- ^n^ ar~

rangements have been studied by Stanley [Stal], [Sta2] and others. A special case
of a conjecture due to Edelman and Reiner [EdR, Conjecture 3.3] states that the
cone [OrT, p. 14] cA of each Shi arrangement is a free arrangement with exponents
{l,h,... ,h} [OrT, Définition 4.15, Définition 4.25]; the module D(cÀ) is a free
module over R[xo, • • • x;]. Athanasiadis [Ath] verified this conjecture for type A;.
Note that the restriction (as a multiarrangement) of cA to the infinité hyperplane
xq 0 is the double Coxeter arrangement. Therefore, if the conjecture is true,
then, by Ziegler's theorem [Zie, Theorem 11], we may conclude that the double
Coxeter arrangement is a free arrangement with exponents {h, h,... h}, which is

true by our main result, Theorem 1.4. So Theorem 1.4 may be regarded as a piece
of evidence supporting the conjecture.

Here is an outline of the paper. In Section 2 we introduce more notation and
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state some elementary facts. In Section 3 we prove the invertibility of J{h\,... ,h{).
In Section 4 we complete the proof of Theorem 1.4. In Section 5 we compute the
matrix P in case / 2 and in case VF has type B;. In Section 6 we use the invertibility

of the matrix J{u\,... ,u{) to describe the differential 1-forms which are
anti-invariant under VF

§2. Notation and preliminary definitions

In this Section we fix more notation, state some elementary facts about derivations
and differential forms, and introduce some of the main constructs in the argument.
We often use the notation of Section 1 without comment. When convenient we
choose a basis e\,... e; for V and let xi,... x; denote the dual basis for V*. Let

} : V* x V —s- R denote the natural pairing. Thus (xt,ej) 5lQ. Let Ders be
the A-module of R-derivations of S. For each v G V let dv G Ders be the unique
derivation such that dvx (x,v) for x £ V*. Define dt G Deis by dt de%. Then
dtXj ötJ and Deis is a free A-module with basis d\,... ,9;. There is a natural
isomorphism S (g) V —s- Derg of ^-modules given by

f®v^fdv (2.1)

for / G S* and v G V. Let Q^ Horns(Der^S*) be the A-module dual to Derg.
Define d : S -^ Q^ by d/(0) 6»(/) for / G S and é» G Ders. Then d(ff') (df)f'+
f(df') for /, /' G S. Furthermore, QÎ, is a free S-module with basis dx\,... ,dxi
and df J2t=i (9tf)dxt. There is a natural isomorphism S (g) V* —> Çl\, of S-
modules given by

/®îh /dx (2-2)

for / G S and x G V*. The modules Derg and Çl\, inherit gradings from S which
are defined by deg(fdv) deg(/) and deg(fdx) deg(/) if / G S* is homogeneous.

We define several M^-module structures which stem from the given M^-module
structure on V. If / G S define wf G S by (wf)(v) fiw^v) for u G V. This
makes S* a M^-module and VF acts as a group of R-algebra automorphisms of S. In
particular V* S\ has a VF-module structure, and (wx,wv) (x,v) for w G VF,

ié F' and w G V. The spaces S ® V and S* (g) V^* have VF-module structures
given by w(f (g) w) w/ (g) «w and w(/ (g) x) wf (g) ira. We give Deis a VF-

module structure by defining (w6)(f) w(6(w~^-f)) for w G VF, 6 G Derg and

f & S. Then wc\, c^ for w G VF and w G V. To check this it suffices to check
that both derivations wdv and dwv have the same effect on V*. This is so since

(wdv)(x) dv(w^x) (w~^x,v) (x,wv) dwv(x). We give Çl\, a VF-module
structure by defining w(fdx) (wf)d(wx) for w G VF, / G S and i e F*. In
particular, w{dx) d{wx). The isomorphisms in (2.1) and (2.2) are VF-module
isomorphisms.

Define an S'-bilinear form : fls x QÎ, —s- S by
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{fdx,f'dx')=ff'[x,x') (2.3)

for /, /' G S and x,x' G V* where [x,x') denotes the form on V* inverse to the
given form on V. In particular, (dx,dx') (x,x') for x,x' G V*. If w G W then,
since (wx, wx') (x, x') for w G W, it follows from (2.3) that w(iv,iv') (wiv,wiv')
for lü,lü' G QJj.

Let K be the quotient field of S. We make various conventions about matrices
over K which will be used throughout the paper. Let M;(if) denote the set of
/ x / matrices over K. We use similar notation for matrices over other rings. If A
is any rectangular matrix over K we let AtJ denote the (i,j) entry of A and let
AT denote the transpose of A. It is sometimes convenient to define a matrix as

A [al3]. When we do this, it is understood that i is the row index and j is the
column index, so that AtJ al3. If w G W we define the matrix w[A] by

w[A}%3 w{A%3).

Then w[AB] w[j4]w[_B] when the matrix products are defined, and w[A]T
w[j4t]. Row vectors y G if' are viewed as matrices y [y\,... ,y{\. Column
vectors are viewed as matrices yT [y\,... ,yi]T. If A is a rectangular matrix
over K and d G Der^ we define the matrix d [A] by

d[A]l0 d{Al0).

Then d[AB] d[A]B + Ad[B] when the matrix products are defined. If y
[y\,... ,yi] G K1 we let J(y) denote the Jacobian matrix defined by

Let R {/ G S I wf f for all w G W} be the algebra of ^-invariant
polynomial functions on V. As in Section 1, choose algebraically independent
homogeneous polynomials f\,...,fi G R such that R R[/i,... ,/;]. Let f
[fl, • • • Ii\ € S1. For 1 < j < I define 63 G Ders by

03{g) {dg,df3)

for g G S, where is the bilinear form on QJj defined by (2.3). It is known
[Sail], [Ter, Theorem 2] that D(A) is a free A-module with basis 9\,... ,9i.

Let DeiR denote the R-module of R-derivations of R and define Der^ in similar
manner. Then DerK Kd\®- ¦ -®Kdi. Define flW,... ,£>W G DerfibyL>W/,
5l3. Let DeiR denote the if-vector space of R-derivations of K. We may extend
£>W : R —> R uniquely to an element of Der^ which we also call £>W. Since
D{t) Y,3=i(DMx3)d3 we have ölk D« fk E'J=l(D^x3)(d3fk). Thus

[dMx3] J(f)-1 (2.4)
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Recall, from the Introduction, that we number the exponents m3 deg(f3) — 1

so that mi < • • • < m;. Since W is irreducible we have m;_i < m; [Bou, V.6.2,
Corollary 2], and m; + 1 h is the Coxeter number ofW [Bou, V.6.2, Theorem 1].

It follows from the inequality m;_i < m; that the one-dimensional space R£>W

is uniquely determined by W and is independent of the choice of /i,... /; [Sai2,
(2.2)], [SYS, (1.6)]. This remark of Saito is fundamental for the proof of our
theorem. We make the following

Definition 2.5. A Saito derivation is a nonzero element

Thus Saito derivations are characterized by the property

Dfi Df2 --- Dfi-l 0, Dfi G R*. (2.6)

We choose a Saito derivation D and fix it throughout the paper. Define h3 G K
for 1 < j < I and h G Kl by

hj =Dx3 and h= [hi,... ,h,]. (2.7)

It follows from (2.4) that h is, up to constant multiple, the last row of J(f)^1 :

(2.8)

Here and elsewhere means equality of vectors (or matrices or polynomials) up
to a nonzero constant multiple. By [Bou, Proposition 6 (ii)] we have

detJ(f) Q. (2.9)

It follows from (2.9) that D^(S) C Q-XS for 1 < i < I. Thus

hj G g"1^ (2.10)

for 1 < j < 1. If g G S is homogeneous, we define the degree of Q~^g G K by
deg(Q~^-g) deg(g) — deg(Q) deg(<?) — 5Z»=i TO* the second equality follows
from (2.9). From (2.8) we have

deg{h3) =-mi. (2.11)

Define L\,... ,Li G Der^ by

Lt [dt,D] dtD-Ddt. (2.12)

Then Ltx0 dtDx0 — Ddtx0 dtDx0 — D5lQ dtDx0 dji3 so that

J(h) [L,x3] (2.13)
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Define a matrix N G M; (5) by

Nt3

Let
T [(xt,x3)]

be the matrix of the form on V* with respect to the basis x\,..

n r j(f

(2.14)

(2.15)

,X(. Then

(2.16)

Thus, if xi
M, (tf) by

x; is an orthonormal basis then N J(f). Define a matrix B G

B -NTJ(h)J(f) -J(f)TIV(h)J(f). (2.17)

The matrices J(h) and _B are the key constructs in our argument. Note that h
depends only on the chosen derivation D and not on the chosen basic invariants

/l,... ,/;. On the other hand B does depend on /i,... ,/;. We will prove in
Corollary 3.33 that if W is not of type D; with / even, and we replace D by — D if
necessary, then it is possible to choose a basis x\,... x; for V* and basic invariants

/l,... /; so that B has the form

B

- o

0

0

-TOI

0 •••
0 •••

TO2 • • •

*

0

*
*

mi
*

*
*

(2.18)

where the entries * lie in R. The reason for the possible sign change in D will
become clear in the proof of Corollary 3.33. In Section 5 we give examples of a
matrix B of the form (2.18) in case / 2 and in case W has type B;.

Remark 2.19. K. Saito introduced the concept of flat generators for the ring of
polynomial invariants of an irreducible real reflection group W [Sai2]. A system
of basic invariants f\,... /; is called a system of flat generators if the matrix
D[(dft,df3)] is a constant matrix. It is known [Sai2] that the space R/i + • • • + R/;
is uniquely determined by W. In [SYS], Saito, Yano and Sekiguchi explicitly
determined a system of flat generators for each irreducible Coxeter group except
E7 and Eg. We will see in (3.28) that D[(dft,df3)] B + BT. So the matrix B
may be regarded as a refinement of D[{dfl,df3)} in the sense that B determines

D[{dfl,df3)}. The study of B therefore seems intriguing. For example we do not
know if B is a constant matrix for a system of flat generators. It is known [Sai2,
(5.1)], [SYS, (1.12)] that D[(dft,df3)] is an invertible matrix. The invertibility
is important because it gives a linear structure on the quotient variety V/W
Spec R[/i,... /;] [Sai2]. In Lemma 3.9 we will show that B is also invertible.
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§ 3. Invertibility of B and J(h)

In this Section we will prove that the entries of B are ^-invariant polynomials
and that detS G R* is a unit. It follows then from (2.9), (2.16) and (2.17) that
det J(h) Q~2.

Lemma 3.1. B G Mt(R).

Proof. Let p : W —> GL;(R) be the matrix representation of W afforded by the
W-module V relative to the basis e\,... e;. Thus

i i

wcj \ p(w)lJel and wx3 y p(w~ )jA ¦ (^-2)

Since wdv dwv for w G W and v £ V we also have

{w)t3dt. (3.3)

To prove that the entries of B are ^-invariant we need transformation rules for
the action of w G W on certain matrices defined by basic invariants f\,... /;.
These rules are

w[N] p{w-l)N (3.4)

w[J(f)} p(w)T J(f), (3.5)

w[h] hp(w-1)T (3.6)

w[J(h)] p(w)T J(h)p(w-1)T (3.7)

We sketch the proofs of these formulas. To prove (3.4) note that w[./V]jj
w(Nij) w((dxt,df])) {w{dxl),w{df3)) (d(wxt),d(wf3)) (d(wxt),df3)
T?k=1 piw-^kidxk^fj) {p{w-l)N)%]. To prove (3.5), note that w[f] f and
use (3.3). To prove (3.6), note that «^(f)"1] J(f)-1p(w-1)T and use (2.8).
The last transformation rule (3.7) follows from (3.6) and (3.3). It follows from
(3.4)-(3.7) that w[B] w[NT]w[J(h)]w[J(f)} NTJ"(h)J'(f) B. Thus the
entries of B are ^-invariant. To complete the proof we must show that the
entries of B are polynomials. It follows from (2.13) that Lt J2k=l (LtXk)dk
T,lk=i(d,hk)dk. Then (J(h)J(f))tJ Efc (dthk)(dkf3) LJ3 [dt,D\f3
dtDf3 - Ddjj -Ddjj -D[J(f)l3]. This shows that

J(h)J(f) -D[J(i)] (3.8)

Since J(f) G Mi(S>), it follows from (2.10) that D[J(f)] G Mi(g-1S>), so QB G

M; (5). Since BtJ G R and Q is an anti-invariant polynomial, it follows that QBtJ
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is an anti-invariant polynomial and hence [Bou, V.5.5, Proposition 6(iv)] lies in
QR. Thus Bn e R. D

The next lemma asserts, in particular, that det_B is a non-zero real number.

Lemma 3.9. 1) IfW is not of type D; with I even then

B

0

0

0

Bn

0

0

0 Bu

#i-l,i
#n

(3.10)

where

Bl0 0 if i + j < I + 1

Bl3 £ R* if i + j I + 1

rrijBji if i + j' / + 1.

(3.11)

2) If W is of type D; with I 2k then the 2x2 block in rows and columns

k,k-\-\ of the matrix (3.10) - the center of the matrix - is to be replaced by a 2x2
block

Bo gk'k 5Bfc'fc+1 j (3.12)

with constant entries, where B^^k+l #fc+l,fc and detBo G R*. The statement
(3.11) still holds true outside the 2 X 2 block Bo.

Proof. We agree in this argument that summation indices range over 1,... /. From
(2.17) and (3.8) we have

B J(f)TI\D[J(f)]. (3.13)

If y G if let grad(y) [d\y,... diy] G Kl denote the gradient vector and let
Hess(y) G M;(if) denote the Hessian matrix, defined by Yiess(y)%J dtdjy. Then

Bt3=^2(dpft)(dxp,dxq)D(dqf3)
p,q

p,q (3.14)

dp ft) (dxp, dxq) (dqdrf0)hr

gradCfOFHessC/^hT.
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It follows from (3.14) and (2.11) that

deg(B^) ro, + rrij - 1 - mi m, + m3 - h (3.15)

when BtJ =/= 0. Thus BtJ 0 whenever mt + m3 < h. Also BtJ G R by (3.15)
whenever mt + m3 h.

We remark, parenthetically, that if i + j < I then j < I — i + 1 so mt + m3 <
mt + 77i;_j_|_i /i by duality in the exponents [Bou, V.6.2]. If equality holds in
the last formula then, since j ^ / — i + 1, it follows from list of exponents in [Bou,
VI.4] that W is of type D; with / even. Thus in Case 1) the matrix B has the form
(3.10). We do not know, at this stage, that the entries B%i_%^\ on the second

diagonal are nonzero. Now return to the main line of argument. Define the row
vector

g(^) grad(/î)rHess(/J) G S1. (3.16)

Then deg(g(-*'J-> rnl + rn3 — 1 when g(*>J) ^ 0. By arguments like those used in
the proofs of (3.4)-(3.7) we have the following transformation rules:

r w[r} p(w-1)rP(w-1)T, (3.17)

W[grad(/,)] grad^VH (3.18)

From these transformation rules, we have

wrg(*.j)i g(l<3)p(w). (3.20)

If g [g\,... ,gi] £ Sl and w[g] gp{w) for all w G W then g\dx\ + • • • + gidxi
[g][dx\,... ,dxi]T is W-invariant. It is shown in [Soil, Theorem] that every W-
invariant 1-form g\dx\ + • • • + gidxi with gt G S lies in ^fc Rdfk- Thus, by (3.20),
we may write

g(*.j) ^2 r^giad(fk) (3.21)

with homogeneous r^3' G R. It follows from (3.14) and (3.15) that

and
deg(r^'j) m, + m3 - mk - 1 (3.23)

when rj.* ¥" 0- Let x [x\,... ,xi\. Since deg(<9j/j) m% for 1 < j < I, it follows
from (3.16) and the Euler formula that

TOîgMxT =TOîgrad(/î)rmJgrad(/J)T

m3 grad(/,) Fm, grad(/,) m5 g^'^x
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because F is a symmetric matrix. On the other hand, by (3.21) and the Euler
formula, we have

k

rjf'j)grad(/fc)xT m, ^ r^o) (mk + l)fk. (3.25)

Combine (3.25) with (3.24). This gives

for all 1 < i,j < I. It follows from (3.23) that both sides of (3.26) are homogeneous
polynomials of degree mt + m3. Suppose now that i,j satisfy mt + m3 h

deg(/;). Then deg(rjf'j)) < h and thus rjf'j) G R[/i,... fi-i]. Since the invariant
polynomials /i,... /; are algebraically independent, we can equate the coefficients

of /; on both sides of (3.26) and conclude that rnl r; (mi +1) rn3 r; (mi +1).
This proves

mtBtJ rrijBjt whenever mt + m3 h (3.27)

because of (3.22). Note that BtJ G R by (3.15) whenever mt + m3 h. On the
other hand

B + BT J(f)TTD[J(f)} + D[J(f)T]TJ(f) D[J(f)TTJ(f)} D[(df%,df0)}
(3.28)

where the last equality follows from (2.3). The matrix on the right is non-singular,
as shown in [Sai2, (5.1)], [SYS, (1.13)]. Thus

det(S + ST)^0. (3.29)

Case 1) Assume that W is not of type D; with / even. If i + j < / + 1, then

mt + m3 < h and thus, as we have already remarked, BtJ 0. Note that

det(B + BT)= fi (Br3+B3r)- (3-30)

By (3.29) and (3.30) we have BtJ + B3l ± 0 whenever i + j 1 + 1. It follows from
(3.27) that BtJ =/= 0 whenever i+ j l + l. This proves the desired result in Case

Case 2) Assume that W is of type D; with / 2k even. \îi + j<l+l with
(hj) ¥" (k,k), then mt +m3 < h and thus BtJ 0. Let Bq be as in (3.12). Then

det(S + BT) det(B0 + S0T) JJ(StJ + B3t), (3.31)

where the product is over the set {(i,j) \i+ j 1+1 and \i — j\ > 1}. By (3.29)
we have BtJ + BJt ^ 0 whenever i+j 1 + 1 and \i—j\ > 1. It follows from (3.27)
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that BtJ =/= 0 whenever i + j I + 1 and \i — j\ > 1. Since rrik Tifc+i, we have

Bk,k+1 Bk+l,k by (3.27). Thus Bq is a symmetric matrix. By (3.29) and (3.31),
we'have 4det Bo det(2S0) det(S0 +B^)^0. Thus det Bo ^ 0. D

Corollary 3.32. The matrix J(h) has determinant det J(h) Q~2. Thus J(h)
is mvertible and h\,. ,hi are algebraically independent.

Proof. We have det J(h) (det T)-1(det J(f))-2(det5) Q~2 by (2.17), (2.9)
and Lemma 3.9. D

Corollary 3.33. IfWis not of type D; with I even, then it is possible to choose a

Saito derivation D and basic invariants f\,.. /; so that B has the form (2.18).

Proof. Choose any basis x\,... ,xi, and basic invariants /i,... ,/;• Then B has

the form (3.10) where

m«S.,!+l-« mi+l-«5i+l-»,« for 1 < i < /. (3.34)

Suppose first that / 2k is even. Define ct m%/Bi^\_%% for 1 < i < k and ct 1

for k + 1 < i < I. Then c%ci+\_%Bi+\_%^ m, for 1 < i < I by (3.34). Define

// cjt for 1 < i < I and let f [/{,..'. //]. Let B' -J(f )TLJ(h)J(f and
let C diag(ci,... q). Since J{f) J(f)C we have B' CBC so B'l+1_t %

CjC;_|_i_j.B;_|_i_m mt. Thus replacement of f by f' gives us (2.18). If / 2k + 1

is odd we must modify the argument slightly. Note that the condition (3.34) is

vacuous for i k + 1. If -Bfc+i^+i < 0 we replace D by — D. Thus, by (3.13),
we may assume that -Bfc+i^+i > 0. Define ct m,JBi^i_t/l for 1 < i < k and

ct 1 for k + 2 < i < I by analogy with the case / 2k. Choose Cfc_|_i so
that c2+1_Bfc-|_ifc-|-i mfe_|_i. Let // Cj/4 for 1 < i < I. Then D and the basic
invariants /{,... // have the desired property. D

We use the fact that B is invertible to give the following alternative expression
for the matrix P in Theorem 1.4.

Proposition 3.35. Define A B~x G Mt(R). Then

P= -NANT.

Proof By (2.16) and (2.17) we have N TJ(f) and B -NTJ(h)J(f). Thus
NANT NB-XNT -TJ(f)J(f)-1J(h)-1(NT)-1NT -IV(h)-1 -P. D
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§ 4. Proof of Theorem 1.4

In this Section we will prove Theorem 1.4. We will also determine the graded
W-module structure of E{A). It turns out that its homogeneous component of
degree h is WMsomorphic to V*.

Recall that the matrix P YJ(h\,... hi)~^ of Theorem 1.4 is defined using
a basis e\,... ,e; for V and the dual basis x\,... ,x; for V* together with Saito's
derivation D. We will study how P is transformed if e\,... ,e; is replaced by
another basis for V. Suppose a basis e'1;... ,e[ for V is connected with e\,... e;

through an invertible matrix M G GL;(R):

The new objects, which are defined using the new basis e'1;... ,e[, will be denoted
by x'r&rY' etc.. As in (3.2)-(3.7) and (3.17)-(3.19), we have

T' M"1r(MT)-1, h' h(MT)"1, J'(h') MTJ{h){MT)-1. (4.3)

Thus

1T)-1. (4.4)

Recall that the derivations £i,... £; G Derg of Theorem 1.4 are defined by ^
5Z«=l P*j ^* where ptJ is the (i, j) entry of P. By (4.2) and (4.4), we have

In other words, ^i,... £; satisfy the same base change rule as xi,... ,x;.

Lemma 4.6. If H e A then ^(aH) G S1«^. T/ims ^ € S (.A) forl<i<l.
Proof. Because of (4.5), we may assume that an x\ and that x\,... ,x; is

an orthonormal basis. Then P J(h)^1. It is thus enough to show that each

entry of the first row of P is divisible by x\. Since x\,... x; is an orthonormal
basis we have 63 'Y^l=\{dlf3)dl G D(Ä), as remarked in the Introduction. Thus

&lfj ^j(xl) € ^xi, so each entry of the first row of J(f) is divisible by xi.
Thus, outside the first column, each entry of adjJ(f), is divisible by x\. Since
det J(f) Q is divisible by x\ exactly once, each entry of J(f)^1 Q^1adjJ(f),
outside the first column, has no pole along x\ 0. In particular, h3 (2 < j < I) has
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no pole along x\ 0. It follows that each entry of J(h) outside the first column
has no pole along x\ 0. Therefore, each entry of the first row of adj J(h) has

no pole along x\ 0. Recall that J(h) Q~2 from Corollary 3.32. This implies
that each entry of the first row of J(h)^1 Q2 adj J(h) is divisible by x\. D

Now we may complete the proof of Theorem 1.4. By Corollary 3.32 we have

(z,)] detP det(rj(h)-1) Q2.

By Ziegler's generalization [Zie, p.351] of Saito's criterion [Sai3, p.270], [OrT,
Theorem 4.19] to multiarrangements, we can conclude that £i,... ,£; G E(A)
form a basis for the S-module E(A). This completes the proof of Theorem 1.4.

The space E(A) inherits a grading from Derg. Let E(A)q C E(A) denote the

space of homogeneous elements of degree q. Then E(A) ®„>o E(A)q It follows
from Theorem 1.4 that

E{A) S®n E{A)h

and that

Thus the W-module structure of E(A) is determined by that of E{A)h- The W-
module structure of E(A)h is given by the following:

Proposition 4.7. The H-hnear map S : V* —> E(A)h defined by E(xt) £4 for
1 < i < I, is a W-isomorphism.

Proof. We have already remarked in (4.5) that £i,... ,£i satisfy the same base

change rule as x\,... x\. Thus the assertion follows from (4.5) with M p{w). D

Since W is assumed irreducible, it follows from Schur's lemma that an arbitrary
W-isomorphism from V* to E(A)h is a nonzero constant multiple of the map S.

Proposition 4.8. If H £ A then S(«ff) G a/f Derg.

Proof. Write aH c\x\ + • • • + qx; with ct G R. Then E(aH) J2k ck ^(xk)
XlfccfcCfc- For 1 < i < I, let e^ G R' be the i-th elementary unit vector. Then,
by Proposition 3.35, S(«ff)(xj) ^fc Ck£,k{x%) etPgr&d(aH)T —etNANT
grad(«ff)T -etNA(gY&d(aH)N)T G SaH because grad(aff)^ [#l(«#")> • • • ¦>

0i(o.H)\ G (SaH)1. D
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§ 5. Examples

In this Section we will study two examples: the two-dimensional double Coxeter
arrangements and the double Coxeter arrangements of type B;.

1. The two-dimensional case: Let V be two dimensional Euclidean space. Let
W C GL(V) be a finite irreducible reflection group. Thus W is a dihedral group of
order 2n where n > 2. Let A be the corresponding Coxeter arrangement. Choose

Q as in (f.f). Then deg(Q) n. Choose an orthonormal basis e\,e<2 for V. Let

x\,x2 be the dual basis for V*. Then F is the identity matrix. The exponents
of W are m\ l,m2 n — 1. To construct the matrix P we must find a Saito
derivation. Define A G Çl\, by A x\dx\ -}-x<2dx<2- Define a G ü| by a dx\Adx2.
Let w G W. Then wX A and wa det(w)a. Define the star operator * : V* —> V*
by x A y (*x, y)a for x, y G V^*. Extend * to an S-module map * : QJj —> QJj by
^-linearity. Then *(df) —{d2Î)d,x\ + {d\f)d,X2 for / G S. Since wer det(w)a
we have w(*6») det(w) *{w9) for Ö G QJj. Suppose f € R. Then w(X,*df)
(w\,w(*df)) det(«;)(A,*d/) so -x2(9i/) + xi(ö2/) (A, *df) G QÄ. Define
L> G DerK by

jD 4t(-x29i+xi02). (5.1)
nQ

Then _D maps R ^ R. Now let /i,/2 be basic invariants with deg(/i) 2 and
deg(/2) n. Since deg(Q) n > 2 deg(/i) we have _D/i 0. Since deg(/2)
n deg(Q) we have _D/2 G R. If -D/2 0 then Dx\ 0 Dx%, a contradiction
because Dfk {Dx{){difk) + (Dx2)(d2fk) for k 1,2 and J(/i,/2) ^ 0. Thus

Dfi 0 and _D/2 G R* so D is a Saito derivation by (2.6). We use this D and
follow the procedure in Sections 2 and 3 to construct the matrix P, the derivations
Cljfe an(i the matrix B. From (2.7) we have

nQ

We compute
i [ ^gi

-X1Q2

where Q^ ô^Q for i 1,2. Since det J(h) (1 — n)/v?Q^ we have

xlQ2 Q-

and
£i ^^t {^iQ2ôi + (x2g2 -

{(g - xlQl)dl - x
n — 1
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By Theorem 1.4, the derivations £1 and £2 form a basis for E(A). Note in (5.2)
that the matrix P depends only upon choice olx\,x<2 and Q. The reader may have
noticed that the group W is peripheral to the computations in this section. In
fact we can use the derivations defined by (5.3) to prove a proposition about any
central arrangement in a real two dimensional vector space V.

Proposition 5.4. Suppose V is a real vector space of dimension 2. Let A be

an arbitrary central arrangement in V and let Q be its defining polynomial. Let
n \A\ degQ. Define an S-module E(A) as in (1.3). Then the derivations £1

and £2 given by (5.3) form a basis for E(A).

Proof Note that det[£j(xj)] det P Q2. Thanks to Ziegler's generalization [Zie,
p.351] of Saito's criterion [Sai3, p.270], [OrT, Theorem 4.19] to multiarrangements,
it is enough to show that £4 G E(A) for i 1, 2. Let H G A. Write o.h ax 1 +6x2
with a, b G R. Then

£l(«ff) a,x\Qi + b{xiQi -Q) Q-hQi -bQ a^d^Qja.H) G a%S.

So £1 G E(A). Similarly £2 € E(A). D

Now we return to the case of Coxeter arrangements. Since fi=xf+ x\ we

may choose f\ {x\ + x|)/2. If n is even, then the invariant fi is not uniquely
determined up to a constant multiple. We make a special choice of fy. Define

h -Q(DQ) ¦

We will find the matrix B J(f)TT_D[J(f)] in (3.13) and check that /i,/2 is a

system of flat generators in the sense of K. Saito; see Remark 2.19. First note that
/2 is an invariant because Q2 G R and D : R —> R since D is a Saito derivation.
Since the Laplacian A <92 + ô2. commutes with the action of W, and Q is an
anti-invariant, AQ is also an anti-invariant. Since Q is an anti-invariant of minimal
degree, we have

0 AQ Qn+Q22. (5.5)

To compute J(f) use (5.5). Calculate nd\fa — d\{—x^Qi + X1Q2) x2Qll —

Qi ~ X1Q12 -(x2g22 + Q2 + X1Q12) -((n - l)g2 + g2) -«Q2. Thus
Ö1/2 — Q2- Similarly ^2/2 Qi- Thus

J(f)=[X1 "g2

To compute D[J(f)] use (5.1) and (5.5). Calculate nQ{DQ\) -X2Q11+X1Q12
X2Q22 + X1Q12 (n - l)g2. Thus DQi (n - l)Q2/nQ. Similarly
-(n-l)Ql/nQ. Thus

[xi (n_1)Q2j
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The alternative expression of P given in Proposition 3.35 is:

P=-

This agrees with (5.2) via the Euler formula. By (3.28),

-Q2] [ o i i i
Ql J Lïï^T °J L-Q2 Ql

D[(dft,dfJ)]=B

It follows that /i,/2 is a system of flat generators. Note, by (5.5), that A/2
d\(—Q2) + d^Qi 0. Thus ji is harmonic.

2. The case B;: Let W be the Coxeter group of type B; acting on an /-dimensional
Euclidean space V by signed permutations of an orthonormal basis e\,... e;. Let
A be the corresponding Coxeter arrangement. Let x\,... x; be the dual basis for
V*. Then F is the identity matrix. Define

pt pt(xi,. ,xi) -
lk=l

for i > 1. Define po 1. Let ft p%_ ¦ We will use the basic invariants f\,... /; to
find the matrices B,A, and P. To simplify formulas we use the following notation
[Mac, pps.26-27]: if a {a\,... ,at) G Nl, let Aa [x^] and let aa det Aa.
Then

x\

xf
J(f)

Define a derivation D G Der^ by

1

A (1,3, ,2i-l)

xf

Xl xf di y

(5.6)

for y G K. Since L>/i L>/2
derivation. For i > 0 let

;_i 0 and 1, L> is a Saito

»1+ +*!=*
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be the i-th complete symmetric polynomial; it is not possible to use the now
standard notation ht of [Mac] since ht has already been used. Let

Then ct is a W-invariant polynomial of degree 2i. Define ct{x\,... ,x;) 0 if

Lemma 5.7. The derivation D satisfies -D(p2i+2») ct(x\,... ,x{) for i > —I.

Proof. From (5.6) we have

-. _ a(l,3, ,2l-3,2l+2t-l) _ a(0,2, ,2i-4,S

a(l,3, ,21-1) a(0,2, ,2i-2
(5.8)

Define Ö (I - 1,1 - 2,... ,1,0) G N' and define A (i,0,... ,0,0) G N*. Then
A + (5 (/ + i - 1, / - 2,... ,1,0). The right hand side of (5.8) is thus ax+s/as
with x% replaced by x^. By [Mac, (1.3.1), (1.3.9)] we have a\-\-g/ag ct(x\,... ,x;).
Thus the right hand side of (5.8) is ct{x\,... ,x{). D

Since J(f)tJ x^"1, the entries of B J(f)TD[J(f)} in (3.13) are

by Lemma 5.7. Thus

B

ro
o

o

0

0

0

0

0

0

3

0

0

0

5

5ci

0 2/-1
21 - 3 (2/ - l)ci

(2/ - 3)5! (2/ - l)c2

(2/-3)c«_4 (2/-l)c«_3
(2/-3)c«_3 (2/-l)c«_2
(2/-3)c,_2 (2/-l)c,_i

1 0

h l
c2 ci

0 0 0

0 0 0

0 0 0

1

ci
0 0

1 0

0 0

0 0

0 3

1 0

0 2/-1
21 -3 0

0

0
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On the other hand, it is known [Mac, p.21] that

-1

255

1

Cl-3 Cl-4

LC;_1

1

-el
62

0
1

èl

-4g
-3ë
~2è

0

0

0

1

ci

4

-3 •

-2 •

0

0

0

0

1

0"
0

0

0

0

0

0

0

1

-è
è2

0

0

0

0

1

-èl

0

0

0

0

0
1

where ët è%{x\,... x;) et(xf,... ,x2) is the i-th elementary symmetric
polynomial in x?,... ,x2. Therefore A B~^ is equal to

0 1/(2/-3)
.1/(2/-1) 0

1

-ël
62

0

1/3

0

0

0

0

0

1

-ëi

l/ll
0

0

0

0

0

0

0

1

-èl

o-
0

0

0

0

1.

Since F is the identity matrix we have N J(f). Thus, by Proposition 3.35, the
matrix P in Theorem 1.4 is given by

P -JVAJVT _ j(f)A/(f)

with A as above.
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§ 6. Anti-invariant differential 1-forms

If M is an R[VF]-module let Mw {x G M | wx x for all w G W} denote the

space of invariant elements in M. Let Mdet {x G M | wx det(w)x for all w G

VF} denote the space of anti-invariant elements in M. In this section we use the
fact that det J(h) =/= 0 to prove the following Proposition. Recall that D denotes
a Saito derivation and that ht Dxt.

Proposition 6.1. Let W C GL(V) be a finite irreducible group generated by

reflections. Let ut Qht. Define an H-hnear map d : S —> QJj by

I

df J2 (dJ)du* (6-2)

for f G S1. Let f\,.. /; be basic invariants. Then

(f4)det R dfx® ...0 Rdfi.

Proof. Choose an orthonormal basis x\,... x; for V*. By Corollary 3.32, /ii,... ,hi
are algebraically independent. By (2.10) we have Qht G S. Let u [u\,... ,m] G

S1. Since u Qh it follows that u\,... ,ui are algebraically independent. Thus
det J(u) ^ 0. To show that df% G (ü^)det we must check

w(df) det(w)d(wf) (6.3)

for all w G W and / G S. Let x [x\,... ,x;]. Let p : W -^ GL;(R) be the matrix
representation of W defined in (3.2). If w G W then w[x] x/o(w^1)T. Since Q
is anti-invariant and u Qh, it follows from (3.6) that w[u] det(w) u/o(w^1)T.
Thus w(dxj) det(w)d(wxj) for j 1,... /. This proves (6.3) for / x3. Since

the map / \-^ df is R-linear and d(fg) f dg + g df, for all f,g G S, the set of all

/ G S which satisfy (6.3) is an R-subalgebra of S which contains x\,... ,x; and
is thus equal to S. This proves (6.3). Thus (Q^)det 2 Rdfi -\ \-Rdfi.

Now argue as in [Sol2, Theorem 3] to show that df\,... dfi are linearly
independent over S. If not, then we have a relation 5Zî=i 9'1- df% 0 where gt G S and

g\, say, is not zero. Multiply the relation by df\. This gives df\ A • • • A dfi 0.

Let f [/i,... ,/,]. It follows from (6.2) that

dfi A • • • A dfi det( J(f)) det(J(u)) dx\ A • • • A d,xt

which is not zero since det J(u) ^ 0. This contradiction proves the linear independence.

Thus the sum Rdfi + • • • + Rdfi is direct, so

(Q^)det DRdfi®---(&R dfi (6.4)



Vol 73 (1998) The double Coxeter arrangement 257

To prove equality in (6 4) we show that both graded vector spaces have the same
Pomcaré series Let n deg(Q) By (2 11) we have deg{u%) n — mi for 1 < i < I

Thus (\eg(du%) n — h where h is the Coxeter number Since deg(dft) mt we
have

i i

Poin(0 Rdft,t)=tn-h(J2tm*) Pom(R,t) (6 5)

i=\ i=\
Let üg be the space of differential / — 1 forms on V with coefficients in S
Grade Ü^T in the natural way Define the star-operator * QJj —> Ü^T by
*{fdx%) {-\y-Xfdxi A A dx^t A dxl+1 A A dxH [Fla, p 15, p 82] Then
*(w6) det(w) w(*6) for w G W Since * QJj -^ Q^T is an isomorphism of graded
S'-modules, it follows that the restriction of * to (Qg)det defines an isomorphism

(fi|)det ~ (fi£-1)w (6 6)

of graded vector spaces It is shown in [Soil, Theorem] that (ÇllçT)w is a free
R-module with basis ^ df\ A A df%_\ A df%+\ A A dfi for 1 < i < I Define

Pi G üg by *ipt ipt It follows that ip\, ,<pi is an R-module basis for (ü|,)det
Since deg(ipt) n — mt we have

(6 7)

Compare (6 5) and (6 7) By duality in the exponents we have n — h + mt

n-mi_l+1 for 1 < i < I Thus Poin(0'=1 Rdft,t) Pom((Q^)det,t) This
completes the proof D
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