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KAM theory in configuration space

DIETMAR SALAMON and EDUARD ZEHNDER

Abstract. A new approach to the Kolmogorov—-Arnold—Moser theory concerning the existence of
invariant tori having prescribed frequencies is presented. It is based on the Lagrangian formalism in
configuration space instead of the Hamiltonian formalism in phase space used in earlier approaches.
In particular, the construction of the invariant tori avoids the composition of infinitely many
coordinate transformations. The regularity results obtained are applied to invariant curves of
monotone twist maps. The Lagrangian approach has been prompted by a recent study of minimal
foliations for variational problems on a torus by J. Moser.

1. Introduction and results

In this paper we shall prove existence and regularity results of invariant tori
having prescribed frequencies. For this purpose we use the Lagrangian formalism
instead of the Hamiltonian formalism previously used. This leads to a con-
siderable simplification of the existence proofs both from a conceptual and from a
technical point of view. As outlined in the next paragraph the construction of
invariant tori avoids in particular the familiar technique of infinitely many
coordinate transformations. Instead a nonlinear functional equation is solved in a
family of linear spaces. Moreover, we point out that an annoying analyticity
assumption required so far for the unperturbed equation is removed by using a
new technical device. On the other hand, our approach requires slightly more
derivatives for the functional to start with. This is due to the fact that not the full
algebraic structure of the problem is taken into account.

The Lagrangian approach has been prompted by the recent work of J. Moser
[21], [23] on minimal solutions of variational problems on a torus which can be
viewed as an extension of the Aubry—Mather theory [4], [7], [12], [13], [14], [16]
to partial differential equations.

In order to describe the results we start with the Hamiltonian system

i =J VH(z) (1.1)

This research has been supported by the Nuffields Foundation under grant SCI/180/173/G and by
the Stiftung Volkswagenwerk.

84



KAM theory in configuration space 85

on T" X R"” where T"=R"/Z" denotes the n-torus and J denotes the skew
symmetric matrix

Jz(-oﬂ g)

In the covering space we denote z = (x,y)eR” XR"” and assume that H is
periodic with period 1 in the x-variables so that H(x +j, y) = H(x, y) for j e R".
The aim is to construct invariant tori for (1.1) with prescribed frequencies. To be
more precise, for a given frequency vector w € R" we are trying to find an
embedding.

w=wv):T">T"xXR" (1.2)

which maps the constant vector field &= on the torus T" into the given
Hamiltonian vector field (1.1). This means that the solutions

E0)=vy'(5)=§5+wt
of & = w are mapped into solutions

z(t) = ¢'(w(§)) = w(& + wr) (1.3)
of the Hamiltonian system (1.1). We also assume that u is a diffeomorphism of T"
satisfying u(& +j) = u(§) +j for j € Z". In particular, the embedded torus w(T")
is a graph in T" X R" and consists of quasiperiodic solutions of (1.1). Differentiat-
ing the identity (1.3) we obtain the nonlinear partial differential equation

Dw=JVHew (1.4)

where D denotes the following linear first order partial differential operator with
constant coefficients

D=3 wa/3 (L.5)

Hence Dw =dw - w represents the derivative of w in the direction of the
frequency vector w € R". As a side remark we point out that (1.4) is the Euler
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equation of the variational principle defined by the functional
Iw)=| G(-IJDw,w) —How)dE (1.6)
T"

for the embedding w. Indeed, one verifies readily that the gradient of I with
respect to the L? inner product is given by

Vilw)=—JDw — VHow (1.7)

so that the critical points of I are precisely the solutions of (1.4). This variational
principle is however highly degenerate and has so far not been used for existence
proofs quite in contrast to the analogous variational principle for periodic
solutions for which we refer to [6] and [8]. In fact, without further conditions on
H global critical points of I cannot be expected.

The breakthrough in the existence problem for invariant tori came in the
sixties with the development of the famous KAM theory which considers the local
perturbation problem for equation (1.4). More precisely, we assume that the
Hamiltonian differential equation (1.1) is close to an integrable system which in
our case means that

H(x,y)=H"(y) + eH'(x, y; )

with a small parameter &£ and that the unperturbed system satisfies the
nondegeneracy condition

det H), = 0.

Under these hypotheses KAM theory asserts that for ¢ sufficiently small and H
sufficiently smooth there exists an abundance of invariant tori corresponding to
- those frequency vectors @ € R” which are rationally independent and satisfy, in
addition, the Diophantine conditions

ljrolzyl|jI”, 0#jeZ", (1.8)

for two fixed constants ¥y >0 and T = n — 1. These invariant tori continue the ones
which for £ =0 are given by the trivial embeddings

w(8) = (u(§), v(8)) = (&, y)
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where w = VH®(y) is the prescribed frequency vector for the corresponding
torus. For this theory we refer to Kolmogorov [10], [11], Arnold [1], [2], [3] and
Moser [18], [19]. Subsequently their work gave rise to many papers and results
among which we mention [5], [9], [26], [27], [28], [29], [30], [31].

We point out that a perturbation theory for invariant tori having rationally
independent frequency vectors which do not meet the diophantine conditions
(1.8) cannot be expected in the differentiable case. Indeed, quite recently J.
Mather [17] proved for the special case of monotone twist maps that every
invariant curve whose rotation number is only of Liouville type can be destroyed
by a C” perturbation which is arbitrarily small. For rational rotation numbers this
was already known to Poincaré. We also recall that a differentiable solution of
(1.4) necessarily requires an excessive number of derivatives for H. For this
subtle phenomenon we refer to M. Herman [9] and the literature therein. Finally,
examples in [15] show that for sufficiently large € the smooth tori might disappear
too.

In order to reformulate the existence problem for a single invariant torus in
the Lagrangian framework we make use of the well known fact that under the
nondegeneracy condition

det H,, =0

the Hamiltonian differential equation (1.1) can be transformed into the varia-
tional problem

f F(x, %) dt

where the Lagrangian F(x, p) on T" X R" is related to the Hamiltonian H(x, y)
by

H(x’Y)+F(x’p)=.Y'p) p=Hy(x’Y)’ y=ED(x’p)'

It is, of course, well known that every solution z(¢)=(x(¢), y(¢)) of the
Hamiltonian differential equation (1.1) corresponds to a solution x(t) of the
Euler-Lagrange equations

d/dtF,(x, %) = F(x, %). (1.9)

In particular, it follows that if the embedding w given by (1.2) satisfies (1.4) then
for every & € R” the function x(¢) = u(& + wt) is a solution of (1.9). Thus we are
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looking for a diffeomorphism u:T"— T" such that u(&) — & is of period 1 in all
variables and the following nonlinear partial differential equation is satisfied

DF,(u, Du) = F.(u, Du). (1.10)

Conversely, every solution u of (1.10) determines an embedding w = (1, v) which
satisfies (1.4) if we define

v = F,(u, Du).

We point out that (1.10) is the Euler equation of a variational principle for
diffeomorphisms of T”. Namely defining the functional

I(u)=1p(u)=wa(u, Du) d& (1.11)

for diffeomorphisms u one verifies readily that the L*-gradient of I is given by
VI(u) = —E(F, u) where

E(F, u) = DF,(u, Du) — F,(u, Du) (1.12)

so that the solutions of (1.10) are indeed the extremals of the variational problem
(1.11). This variational problem for invariant tori was first mentioned by Percival
[24], [25] and has been used for numerical purposes. In the case of two degrees of
freedom and under the additional Legendre condition

F,>0 (1.13)

such a variational principle can be used for the existence theory of Mather sets
[71, [12], [13]. So far it has however not been used for existence proofs in the
higher dimensional case n =2 where there is indeed no global existence theory
for equation (1.10). In the following we do not impose condition (1.13).

Our aim is to solve the Euler equation (1.10) as a perturbation problem.
Assuming the existence of a reference solution E(F", u") =0 we are looking for a
solution u of E(F, u) =0 for a given Lagrangian F near F' and a fixed frequency
vector w € R”. This requires a stability condition on the pair F', u’.

DEFINITION. The pair (F, u) is called stable if the matrix function a(&) on
T" defined by

a(§)=U'F,,(u, Du)U, U = u,
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satisfies
deta(&)#0, EeR",

detf a(&) ' dE+0.

In the following the frequency vector w € R” entering the definition of the
operator D is fixed and assumed to satisfy the Diophantine conditions (1.8).
Moreover, we shall denote by C'for | ¢ Z the space of Holder functions.

THEOREM. Let (F°, u®) be a stable pair satisfying E(F°, u”) = 0 and suppose
that F'e C' and u’e C™' where =4t +2+ u for some constant >0 and
| — 2t — 2 is not an integer. Moreover, let us define the neighbourhood

Bs={FeC'||F—F'x=é}.
Then there exists a constant

6 = 6(‘)” T, a()’ IF0|C" 'uol(‘“') >0

such that for every F € B, there exists a C'~*"~? diffeomorphism u of T" solving the
equation

E(F, u)=0.

Moreover u, Du, D*u € C**** and the solution is (in this class) locally unique up
to translation in T". It depends continuously on F in the C° topology for
s <l—2t—2. Moreover, if F is of class C™ with m =l and m — 21 —2 is not an
integer then u is of class C™ **"2. In particular, F € B, N C* implies u e C~.

Finally, if F € B, is real analytic then u is real analytic.

For a quantitative version of a stronger result we refer to section 4 and section
5. Moreover, note that the reference solution E(F’, u”) =0 need not come from
an integrable system and that neither F* nor 4" are assumed to be real analytic.

It is an immediate consequence of the above theorem (in the formulation of
section 4) that the invariant torus represented by u° is not isolated. It is a cluster
point of other invariant tori for F° corresponding to frequencies which are close
to w and satisfy the same Diophantine conditions (1.8).

We illustrate the theorem by the simple example

F(x, p)=f(p) + eV (x),
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where V is of period 1 in all variables. For ¢ =0 we have E(F° id)=0 and,
moreover, the pair (F’, id) is stable provided that

det f,,(w) #0.
Therefore, if V € C’ with />4t + 2 and if ¢ is sufficiently small then the equation
D Vf(Du)=¢€ VV(u) (1.14)

has a solution u € C'~"~% which is a diffeomorphism of T” close to the identity.
Moreover, up to translation the solution u is locally unique.

The above existence theorem together with a local uniqueness result will be
used in section 5 in order to derive the following regularity theorem for invariant
tori.

THEOREM. Let (F, u) be a stable pair satisfying E(F, u) =0 and suppose
that u is of class C' with | >4t + 3. Then F € C” implies u € C*. Moreover, if F is
real analytic then so is u.

Observe that the smoothness assumption on u agrees with the smoothness
required for the continuation of u under a perturbation of F.

As an application of the above theorem we shall derive in section 6 a
regularity result for invariant curves

P:S'->S' xR
of an exact symplectic C* diffeomorphism
d:S'xR—->S'xR.
We shall assume that v is a solution of the nonlinear difference equation
Y&+ a)=Doy(§)
with an irrational rotation number « satisfying the Diophantine inequalities
lp+aql=vlq|™"
for all integers p € Z and g > 0 and some constants y >0 and T =1+ ¢ with € = 0.

We shall prove that if ¢ € C' with [>7 + 4¢ and @ € C* satisfies a monotone
twist condition then y must be of class C~.
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The proof makes use of the observation due to Moser [19] that & can be
interpolated by a smooth Hamiltonian vector field depending periodically on time
and satisfying in addition the Legendre condition

H,(t. x,y)>0.

In section 6 we will in fact prove a stronger statement where the number of
derivatives needed is reduced to

[>5+2¢.

This, however, also requires a stronger existence and uniqueness theorem for
invariant tori with only />27t + 3 derivatives. Such a result can so far only be
proved by using the Hamiltonian approach in phase space involving the
composition of infinitely many coordinate transformations [20], [26], [27], [30].

2. Outline of the proofs

The existence proof is based upon a quantitative iteration technique of
Newton type in a family of linear spaces. The method is familiar in KAM theory
and was invented in order to overcome the socalled small divisor difficulty. We
rely on the analytic smoothing technique introduced by Moser [19], [20] and
abstracted in [31] in order to prove the existence result in the differentiable case.
It turns out that the functional equation meets the assumptions of the abstract
implicit function theorem in [31]. This theorem will however not be applied
directly since a minor but very crucial technical modification already used in [30]
allows to weaken the smoothness requirements for the unperturbed equation and
this plays a central role in the proof of the regularity theorem.

In order to describe the method in more detail let us first recall the idea of the
Newton iteration. Assuming E(u) = E(F, u) to be small one seeks a correction
term v such that u + v is a better approximation of the desired solution and
E(u +v) is closer to zero. From the Taylor formula

E(u+v)=E(u)+dE(u)v + R(u;v),
with
dE(u)v = d/deE(u + &v)|. -0,
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and the remainder term satisfying a quadratic estimate in v one concludes that
|E(u+v)| = O(IEu)])

provided that the linear equation
E(u)+dE(u)yv =0 (2.1)

can be solved for v with suitable estimates. Now the linearized operator is
computed to be

dE(u)v = D(E,,Dv) + (F,, — F,,)Dv + (DF,, — F,,)v (2.2)

where F,, = F,,(4, Du) is to be understood as a function of &, the argument of u;
similarly for the other terms.

One of the difficulties in solving equation (2.1) comes from the operator D.
Due to the small divisors, entering the representation of this operator with
respect to the Fourier expansion of functions on T”, its inverse is unbounded.
More precisely, we have the following well known estimate in the space W, of
real holomorphic functions in the complex strip |Imx|=r, x € C", which are
periodic with period 1 in all variables. The norm is denoted by

Ifl,=sup {(|f ()| | x €C", Imx| =<r}.
LEMMA 1. Let w € R" satisfy the Diophantine conditions
lj-olzy|jI™5, 0#jel’,

for some constants y >0 and t=n — 1. Then for every g € W, with mean value
zero the equation Du = g has a unique solution u € W, for p <r with mean value
zero. Moreover, u satisfies the estimate

ulp <colr—p) " 1Dul,,  p<r, (2.3)
with ¢, = c/y and a suitable constant ¢ = c¢(t, n) > 0.
Existence and uniqueness for Hélder functions: assume g € C'(T") with > 1

has mean value zero. Then there exists a unique u € L*(T") having mean value
zero and satisfying

—f u-DpdE= Tug-(pd&, @ € C*(T").
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Moreover, u € C'"*(1") and

lulc—==c |glc (2.4)
with a constant ¢ = c(n, 1, y, [) > 0 provided that | — t is not an integer.

For the proof of the first statement we refer to Riissmann [29]. The second
statement is readily deduced approximating Holder functions by holomorphic
functions using Lemma 3 and 4 below.

Lemma 1 shows that there are two more obstacles for solving equation (2.1).
First we have to eliminate the terms of order zero and one in equation (2.2) and
then the remaining second order partial differential equation requires a com-
patibility condition, namely that the inhomogeneous term in the equation be of
mean value zero. In order to overcome these difficulties let us first consider the
very special case that u = id is an approximate solution of E(F, id) =0. Then it
follows from direct considerations that the coefficient matrices of v and Dv in
(2.2) are small and can be neglected. In fact the coefficient matrix of v is precisely
the Jacobian of E(F, id) and for the Dv-term we refer to statement (ii) in Lemma
2 below in connection with the estimate in Lemma 1. Therefore equation (2.1)
can be replaced by

D(F,,Dv) = —E(F, id)

and, by Lemma 1, this equation can indeed be solved since E(F, id) must always
be of mean value zero. We conclude that if u = id is an approximate solution of
(1.7) then (2.1) admits an approximate solution v so that the first step of the
Newton iteration can be performed in this case. Now the following observation
allows us to reduce the general case to the one where u is the identity on T".
Abstractly speaking, the group of diffeomorphisms « of the n-torus T" acts
contravariantly on the space of Lagrangians F by means of the operation

u*F(x, p) = F(u(x), U(x)p)

where U(x) e R"*" denotes the Jacobian of u and is therefore of period 1 in all
variables. One verifies easily that indeed

(uev)*F =v*u*F, id*F=F

for two diffeomorphisms u and v. The functional (1.11) is compatible with this
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group action in the sense that
Ip(uov) =1,p(v) (2.5)

and, moreover, it is invariant under the subgroup of translations. Differentiating
equation (2.5) with respect to v and recalling that the L* gradient of I is given by

VIg(u) = —E(F, u)
one finds that
UTovE(F, uov) = E(u*F, v). (2.6)

In order to reduce equation (2.1) to the case of the identity transformation on T"
we again differentiate equation (2.6) with respect to v in the direction of a
tangent vector w: " — R"” to the group of torus diffeomorphisms at v =id and
"obtain

UTdE(F, w)Uw = dE(u*F, id)w — (dU - w)"E(F, u). (2.7)
Moreover, note that (2.6) with v = id reduces to the identity
UTE(F, u) = E(u*F, id) (2.8)

which will be frequently used later on. Of course, this equation can also be
verified directly by an easy computation.

It now follows from (2.8) that whenever u is an approximate solution of
E(F, u) =0 then also E(u*F, id) is small and hence the above considerations
about the case u = id show that there exists an approximate solution w of the
equation dE(u*F, id)w = —E(u*F, id). Combining this observation with the
identities (2.7) and (2.8) we conclude that equation (2.1) indeed has an
approximate solution v =Uw in the sense that errors of quadratic order are
ignored. In this context we point out that multiplication with the Jacobian of u
naturally transforms a tangent vector w to the group of torus diffeomorphisms at
the identity into a tangent vector at u. Abstractly speaking we have used the Lie
group structure of the torus diffeomorphisms Diff (T") and transformed equation
(2.1) from the tangent space at u to the tangent space at the identity element
namely the Lie algebra X(T") of vectorfields on T".

In order to derive precise estimates for the approximate solution of the
linearized equation (2.1) we summarize some consequences of the above
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considerations in the lemma below which is crucial for our approach. There we
make use of the abbreviations

Fye = 3/ 98K, (u(§), Du(§)),
Egy = 6/38E(F, u),

U=u:(§).
LEMMA 2
(i) UTdE(F, u)Uw = D(aDw) + bDw + cw
where a, b and c are the following n X n matrix valued functions on T"
a=U'E,U, b=U"F,:—FLU, c=U"E..
(i) Db=c—c".

(i) | bdE=0.
-

(iv) | UTE(F, u)dE=0.
-

Proof. Statement (i) follows from equation (2.7) by inserting the expression
(2.2) with F and v replaced by u*F and w, respectively.

Statement (ii) can be verified by a direct computation which we leave to the
reader. Observe, however, that (ii) expresses the fact — well known in variational
theory — that the operator

Lw = D(aDw)+ bDw + cw

which represents the Hessian of the functional (1.11) is formally self adjoint.
Indeed, since a” =a and b” = —b, the formal adjoint operator of L given by

L*w=D(a™Dw) - D(b"w) +c'w
= D(aDw) + bDw + (c” + Db)w

so that L* = L if and only if ¢7 + Db = ¢ as claimed.

Statement (iv) simply reflects the fact that the functional I(u) defined by
(1.11) is invariant under the subgroup of translations of the n-torus T". Indeed,
this implies that VI(id) = —E(F, id) is orthogonal to the corresponding subal-
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gebra X°(T") of constant vectorfields for any Lagrangian F. Choosing the
Lagrangian u*F the statement follows from (2.8). Alternatively, statement (iii)
can be verified directly using partial integration

f UTE(F, u)d& = | (U'DE, - UE,) d&

]

- | (DUE, +U'F)ds

— | 8/3&F(u, Du) d&

]rn

=0.

A similar argument can be used to establish statement (iii). We will however
give an interpretation of this identity in terms of the embedding w = (u, v) of T"
into T” X R" defined by v = F,(u, Du). Observing that

b =ufv: —viug
we obtain that the pullback of the standard exact symplectic 2-form dA on
T X R” with

A= 21 y; dx;

jou

is given by

wHdi) = 3 b, d&, A dE,.

ij=1
This 2-form is exact since w*(dA) = d(w*4) which implies that
bij(g) = aﬁ'/agj - afj/agi

for some function f:T"— R"” so that indeed the integral of b over T" vanishes.
This finishes the proof of Lemma 2. 0O

It follows from Lemma 2 that if u is a solution of E(F, u)=0 and the
frequency vector w € R" is rationally independent then ¢ =0 and b =0. In fact,
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since Db = 0 the function b(&) is constant along the dense line & = wt. Hence it is
constant on T” and it follows from Lemma 2(iii) that b =0. In view of the
remarks in the proof of Lemma 2 the condition b =0 reflects the fact that the
embedded torus w(T") is Lagrangian which means that w* dA = 0. Thus we have
reestablished the well known fact that every solution w of (1.4) defines a
Lagrangian invariant torus if the frequencies are rationally independent. As a
particular consequence the linearized operator is given by

UT dE(F, u)Uw = D(aDw)
in the case E(F, u)=0. As we shall see later this operator can be inverted
provided that the pair (F, u) is stable.

Returning to the Newton iteration we shall now replace the linearized
equation (2.1) by

UTE(u) + D(aDw) =0
ignoring the terms of order zero and one. As a consequence of Lemma 1 and
Lemma 2 this equation has a unique solution w of mean value zero provided that

(F, u) is a stable pair as defined in the introduction. Moreover, in the analytic
case w satisfies an estimate of the form

wl, =K(r —p)™ |E(u)l,

with a constant K which is independent of p, r and u. Multiplying the Taylor
formula for E with U” and inserting v = Uw one finds that

UTE(u +v)=bDw + cw + U'R(u; Uw).

Now it follows from Lemma 2 and Lemma 1 that both ¢ and b can be estimated
by |E(u)|. Combining this with the above inequality for w one concludes that
E(u + v) satisfies a quadratic estimate

E(u+v)l, =K(r = p) " [E@)[Z

This suggests a modified Newton iteration in a family of spaces

W, r=r(1+27)/2.
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Starting with an approximate solution u, € W, such that

|E(uo)l, = 6r*° (2.9)
one constructs recursively a sequence u, € W, by

Uy =u, +Uw, D(a,Dw)=-UTE(u,).

Then it follows from (2.9) in connection with the quadratic estimate above that
the functions u, converge in the region [Im §| <r/2 to a solution u of E(u)=0
provided that 6 >0 has been chosen sufficiently small. Moreover, this solution
satisfies the estimate

|t — wol, = cr™* |E(uo)|, (2.10)

with a constant ¢ which is independent of r. This summarizes the existence proof
in the analytic case. It will be carried out in detail in section 3.

In order to prove the existence result in the differentiable case we shall apply
an analytic smoothing technique invented by Moser [19], [20]. It is based on the
observation that the Holder spaces C'(R") can be characterized in terms of their
approximation properties by holomorphic functions. More precisely, for l =k + u
with k an integer and 0<u <1 we denote by C'(R") the space of k-times
continuously differentiable functions f with

|fler=1flce + | fleu <o

where

| lk,u = sup |9°f (x) = 3°F (y)I/Ix — y|*

the supremum being taken over all a € Z" with |a| =k and all x, y e R" with
0<|x—-yl=1L

LEMMA 3. There is a family of convolution operators

sf=r| Kea-pfmdy,  0<r=1,

from C°(R") into the linear space of entire functions on C" such that for every | >0
there exist a constant ¢ = c(l) >0 with the following properties. If f € C'(R") then
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for |la|<land |Imx|=r

%S, f(x)— D, 3**Pf(Rex)(iImx)P/B!|=c|f|cr ™™ (2.11)

1BI=i—|«|
and in particular for p <r
0°8,f ~ 38, flo <clfleir' ™. e
Moreover, in the real case

Isrf —-fICSSC If'C' r"s; A Sl,
IS, fle=<clflcr'™, I=s. (2.13)

Finally, if f is periodic in some variables then so are the approximating functions
S, f in the same variables.

For the proof of this result as well as Lemma 4 we refer to [19], [30], [31].
Moreover we point out that from (2.13) one can easily deduce the following well
known convexity estimates which will be frequently used later on

Ifler=clfla™IfIE™,  k=m=], (2.14)
If - gle=c(flc: Iflco+ Iflco8ler), 520, (2.15)

As a partial converse of Lemma 3 we shall need

LEMMA 4. Assume that f :R"— R is the limit of a sequence of real analytic
functions f,(x) defined in the complex strip |Imx|=<r,=2""r, xeC", with
0<ry=<1and

If(®) = frax)=Ar,  |Imx|=r,.

Then f € C°(R") for every s =l which is not an integer and moreover
|f = fole=cA(6(1 - 6))'rg™

for 0< 0 =5 —[s] <1 and a suitable constant c = c(l, n) >0.

The existence result of invariant tori for differentiable Lagrangians as
formulated in the introduction can now be proved as follows.



100 DIETMAR SALAMON AND EDUARD ZEHNDER

We first observe that the algebraic identity (2.8) allows us to reduce the
existence theorem to the case u’ =id. For a given function F € C'(T" x R") with
l=41+2+ u we may therefore assume that E(F, id) is sufficiently small. In
order to solve the equation E(F, u) =0 we shall now proceed as follows.

Using Lemma 3 we approximate F by a sequence of real analytic Lagrangians

E,— F.

The functions F, are chosen as to satisfy the estimates of Lemma 3 in the
decreasing complex strips |Im x| = 8r,, |Im p| < 8r,, where

r,=27"r (2.16)
and the small number r,> 0 is defined by
|E(F, id)|co=ri"*". (2.17)

We then construct inductively a sequence of real analytic diffeomorphisms u, of
T" in |Im §| =r, solving

E(F,, u,)=0 (2.18)

and, in addition, satisfying suitable estimates. In the first step of the iteration,
which is crucial for the regularity statement, we make use of (2.11) together with
(2.14) and the definition of r, in (2.17) in order to show that the pair (F, id)
satisfies the following estimate in the complex strip {Im x| = 2r,

|E(Fy, id)|zn < c |F|cir§(2ro)** (2.19)

The point now is to choose E(F, id) so small that the width r, defined by (2.17)
satisfies ¢ |F|crf =<6 and hence the assumption (2.9) of the analytic existence
theorem is satisfied in the strip |Im x| = 2r,. We therefore find an analytic solution
Uy in |Im §| =r, of E(F,, uy) =0. Having constructed a solution u, of (2.18) in
Im §| =r, we will then use the estimate (2.12) for F, ., — F, in order to verify
that E(F, .., u,) is sufficiently close to E(F,, u,) =0 so that the pair (F, ., u,)
meets the requirements of the analytic existence theorem in the complex strip
|Im &|=r,. This guarantees the existence of a solution u,,; of (2.18) in
ImE&|=<r/2=r,,. In addition the inequality (2.10) of the analytic theorem
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shows that u, ., satisfies an estimate of the form

luv+1 - uvl = Cr;2t IE(FV+]’ uv)‘rv

Tv+1

=cr;* 2 |Fyp — Ela,

<cry 2 |F|c

with a generic constant ¢ >0 which is independent of v. Hence it follows from
Lemma 4 that the analytic functions u, converge on R” to a solution u € C'~**2
of

E(F,u)=0.

The details of this argument will be carried out in section 4.

3. The analytic case

This section is devoted to the proof of the following quantitative existence
result for invariant tori for analytic Lagrangians. We make use of the abbreviating
notation

lull, = |ul, + |Dul, + |D?ul,
for bounded, real analytic functions #(§) in |Im &§| <r.

THEOREM 1. Let w € R" satisfy |w| =M and

lj-olzy|jI™% 0#jel’,
for some constants M =1, vy>0, t=n—1 and let F(x, p) be a real analytic
function in the domain |Imx|=<2Ar, |Imp|=2Ar which is of period 1 in the
x-variables and satisfies

laaF|2)\.rSM’ Ials47 (31)
with suitable constants 0<r=<1 and A=1. Moreover, let x =u,(E) be a real
analytic diffeomorphism of the n-torus defined in the region \Im §| <r such that

uy(§) — & is of period 1 and

lluo — id|l, + | Uhll, = A. (3.2)
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We assume that u, is a stable approximate solution in the sense that

lDFl;(uO’ DuO) - Et(uO, DuO)Ir = 6’.4:,
lU(’)rF;p(uo, Duo)Uo“a|rS o] (33)

where a(§) is an invertible n X n matrix in |Im E| <r (not necessarily analytic)
which is of period 1 and satisfies

w@ =M, |([ a@ta) |=m G4

for Im g} =r.

Then there exist constants 6* = 8*(y, t, M, A,n)>0and c=c(y, 1, M, A, n) =
8M? such that c6* <1 and the following statement holds. If § < 8* then there exists
a real analytic torus diffeomorphism x = u(&) mapping the strip |Im | <r/2 into

|Im u(&)| =2Ar, |Im Du(&)| = 2Ar such that u(§) — § is of period 1 and
DF,(u, Du) = F.(u, Du). (3.9)

Moreover, the pair (F, u) is stable and satisfies the estimates

llw — uoll, 2= cor’,
WU — Ul = cor**~",
lUTF;p(u’ Du)U—air/25C6/4M3- (36)

Remark. If T and S are complex n X n matrices such that 7 is nonsingular and
|S— T||T~'| <1 then S is nonsingular and

ST =T =IT"'PIS-TIA-ITIS-TN"

Hence it follows from (3.4) and (3.6) that the matrix A(E)= U"F,,(u, Du)U
satisfies the inequalities

A" = a7, =< (c6/4M)(1 — cb/4M*) ™' < c8/2M,

( AT d§)~l - ( f a! dé‘)—ll =< (Mcd/2)(1 - c8/2)™" < coM.

In order to prove Theorem 1 we shall need the following two Lemmata.
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LEMMA 5. Let w € R" satisfy the Diophantine conditions of Theorem 1 and
let a(§)eC™™" and g(§) e C" be real analytic functions defined in the strip
[Im &| <r =1 which are of period 1 in all variables. Moreover, assume that g is of
mean value zero and that a satisfies

=M

i, ([ a@rag)”

for |Im &| <r with some constant M = 1.
Then there exists a unique real analytic function w(§) € C" in |Im §| <r which is
of period 1 with mean value zero and solves

D(aDw)=g.
Moreover, w satisfies the estimate
W, + |Dwl, vy~ (r — p) "= coy °M(r — p) " lg|,

or 0 < p <r with a suitable constant cy= cy(t, n) >0.
P

Proof. By Lemma 1 there exists a unique real analytic solution f(&) e C",
|Im §| <r, of Df =g which is of period 1 and mean value zero. Now we choose
a € R" such that a™'(f — &) is of mean value zero and define the real analytic
function w(&) e C" (again of period 1 and mean value zero) to be the unique
solution of Dw = a~'(f — &) so that D(aDw) = g. In order to derive the estimate
for w we denote by ¢ = c(t, n) the constant of Lemma 1 and obtain

| fler+pyz = cy 2%(r—p) " gl

Now the identity

[ a@yaza=] a@ (e d
shows that

le| =cy 'M22%(r — p)~" Igl,
and hence

la™'(f = @)|grpz=<cy™'M(M>+1)2%(r — p) " Ig|,
<cy”'M27(r—p)" gl
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We conclude that w satisfies the estimate

'wlp = cy_lzt(r - p)_t |le(r+p)/2
< c2,y-2M322r+l(r _ p)—ZT Iglr

and this proves Lemma 5. [

LEMMA 6. Let F(x, p) be a real analytic function defined in the region
Imx|=R, xeC", [Imp|=R, p eC", and satisfying

10°F|lx <M, |al=4.

Moreover, let u and v be real analytic mappings of C" such that |Im u(§)| +
Im v(&)| =R and |Im Du(&)| + |Im Du(E)| =R for |Im | <r. Then there exists a
constant ¢ = c(R, M) > 0 such that

|E(u +v) — E(u) — dE(u)v], < c [vf? (1 + |ul,)
where E(u) = E(F, u) = DF,(u, Du) — F,(u, Du).

Proof. The statement of the Lemma is an immediate consequence of Taylor’s
formula

E(u+v)—E(u)—dE(u)v

= DF,(u +v, Du+ Dv) — FE.(u +v, Du + Dv) — DF,(u, Du) + F,(u, Du)
— D(F,,(u, Du)Dv) — (F,,(u, Du) — F,,(u, Du))Dv
~ (DE,(, Du) = Foi(u, Du))v

= (F,,(u + v, Du + Dv) — F,,(u, Du))D*v
+ (F,(u + v, Du + Dv) — F,,(u, Du))Dv
+ (F,,(u +v, Du+ Dv) - F,,(u, Du) — F,, (u, Du)Dv — F,, (u, Du)v)D’u
+ (E,«(u + v, Du + Dv) — F,,.(u, Du) — F,, ,(u, Du)Dv — F, . (u, Du)v)Du
— (E(u+ v, Du + Dv) — F,(u, Du) — F,,(u, Du)Dv — F,.(u, Du)v). O

Proof of Theorem 1. We shall construct a sequence of real analytic torus
diffeomorphisms x = u,(§), v € N, defined in the complex strip |Im §| =r, with

rn=r(+27)/2, n=r
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such that E(u,)= E(F, u,) converges to zero. These transformations are defined
inductively by

U, =u, +Uw
where w(&) is of period 1 with mean value zero and satisfies
D(a,Dw)=-UTE(u,), a, = UJF,,(u,, Du,)U,. (3.7)

In each step of the iteration we shall prove that the pair (F, u,) is stable and
satisfies the estimates

lluy = ugll,, < c,0r*" =4, (3.8)
Uy, = Upll,, = ,6r*" ' =4, (3.9)
la, — al, =c,6/4M°, (3.10)

with a suitable constant ¢, = ¢,(y, 7, M, A, n) =8M". The remark after Theorem 1
shows that (3.10) implies

la;'—a7 Y, =c,6/12M =M,

(L“v(@" "5)_‘ -( f a(®)”! ds)"'l = oM =M,

provided that ¢,;0 =1. Combining these inequalities with (3.4) and (3.8-9) with
(3.2) we obtain

\lu, —id||, =24, WU, =24,

lay, =2M, I(L"av(g)“'dg)—l‘ <2M. (3.11)

Observe that these inequalities are, by assumption, satisfied for v =0 provided
that ¢ = 8M> and cé = 1. Moreover, it follows from (3.11) that the transformation
x =u,(&) maps the strip |Im &|<r, into |Imu,(§)| =2Ar. |Im Du,(§)| =2Ar so
that the expression E(u,) is well defined in this region. The convergence proof is
based on the quadratic error estimate

lE(uv+1)!rv+| = CZ(rv - rv+1)_‘4t |E(uv)|i, (3 12)



106 DIETMAR SALAMON AND EDUARD ZEHNDER

in connection with the inequalities

”uv+l - uv”rvﬂ = CZ(rv - rv+l)~2t lE(uv)I,v, (3 13)
”Uv+! - Uv”rv,,, Sc2(rv - rv+l)—-2r—l |E(uV)‘rv’ (314)

with a sufficiently large constant ¢, =c,(y, 7, M, A, n) =1. The constants 9§, c,
and ¢, will be determined in the course of the iteration.

Let us now fix an integer N =0 and assume that the torus diffeomorphisms
u,(5) have been constructed for v =0, ..., N such that the inequalities (3.8-11)
are satisfied for 0=v =N and (3.12-14) forO=sv=<N - 1.

In order to construct the next approximant uy,, = uy + Uyw we recall from
Lemma 2 that the right hand side of (3.7) is of period 1 and mean value zero.
Moreover, the inequality (3.11) shows that the matrix function a,(&) satisfies the
requirements of Lemma 5. Hence there exists a unique solution w(§) of (3.7)
with v = N which is of period 1 and mean value zero and satisfies the estimate

Wlo +1DWl, (rn = rn)) "= c(rn = rva) 7 LE(up)l,y (3.15)

with p =(ry +ry41)/2. Here—and in the following—we denote by ¢>0 a
generic constant depending only on y, 7, M, A and n. Using Cauchy’s estimate we
obtain

ID?*w|, < c(rn = rnv+) " HE(un)ly
with p = (ry + 3ry41)/4 and hence

|Unwl, =24 |w|,
=< c(rn = rne1) " IEun)loy
|ID(Uxw)l, = [(DUn)w + Un(Dw)|,
=2A(lwl, +|Dwl|,)
<c(ry = rn+1) 2T LE(un)ls
D> (Unw)lo = (D*Un)w + 2(DUN)(DW) + Upn(D*W),

<4A(|w|, +|Dw|, +|D*w|,)

<c(ry = rne1) T IE(un)l,y

Thus we have established (3.13) for v=N in the region [Im&|=p=(ry+
3ry+1)/4 and hence (3.14) follows from Cauchy’s estimate. We point out that we
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have only used (3.11) in order to derive (3.13) and (3.14) so that the constant c, is
independent of the previous steps in the iteration.

In order to derive the quadratic estimate (3.12) for v = N we make use of the
hypothesis that it holds already for 0=v =N —1. We define ¢, =|E(u,)|, for
v=0, ..., Nso that (3.12) can be written in the form

Evi1=Co(r, — 1) eV = afE}
with a = c,(4/r)* and B =2*". Defining

8, =aB " e, =c,(2/(r, — r,41)) e, (3.16)
for 0 =v =< N we obtain

Oyr1=af e, = &’fP 2L =0

for 0= v <N — 1 so that §, will converge to zero provided that 6, < 1. In fact, we
will choose 6* so small that

c10*=<1, ¢, =c, 8" A*M*=8M". (3.17)

In view of g, =r*"6 and 6 < 6* this leads to the inequality
8o =c,(8/r)*eo =86 = 1/64A*M* (3.18)

and in particular we have 6,=1/2 so that 6, =279, for v=N.
Now (3.13) has already been established for v = N. In combination with (3.16)
this leads to the estimate

”uv+1 - uv“rvﬂ = Cz(’v - rV+1)—2tEv
=c,r¥*2/(r, — r,01)) Ve,

=r?%§,

< r212—v (5()
for v=0, ..., N. Likewise we obtain from (3.14) that

NUvs1= Ul =718, =r*77'2776,.

v+l =
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these two inequalities in connection with (3.18) show that

lunsr — uoll,y,, = r’28,=r’22-8c,6 =1 (3.19)
and
HUn+1 = Uollsy., = 1Uns1 = Unllsn., + 1Un = Ul
=r’"" 126,
=r’*12.8%c,8
<A (3.20)

Moreover, it follows from (3.17-20) that

la — ansilry.,
Zlg— a()er,,, + |ay — aN-leNH
=6+ |U(TFpp(u0y Duy)U, - Ul7\;+1F;)p(uN+h Duy . )Unaiiln,,
=0+ IUolfm. |F,p (1, Duy) — B, (Unsy, Duyii)l,, .,

+ IUKF;)p(uN+Ir DuN+l)er+| Uy — UN+1|rN,.

+ U, — UN+l|r~+| |P;;p(u/v+1, DuN+l)UN+IIr~“
=6+ A°M |lug— Uniillry,, + 3AM Uy — Uyl
<6 +2A°M 8, + 6AM b,
<6 + 8A*Mc,8*6
=6 +c¢,6/8M>
=c,6/4M°.

Thus we have established the inequalities (3.8-10) for v=N +1 and we have
already seen that (3.11) follows from (3.10). Therefore it remains to prove the
crucial estimate (3.12) for v = N. For this purpose we recall from Lemma 2 and
(3.7) that

U;}dE(uN)UNW + U%E(uN)
= D(ayDw) + byDw + cyw — URVE (uy)
=byDw + cyw (3.21)

where cy = UNE(uy):. In view of (3.11) the matrix cy satisfies the inequality

lenlo < 2A |E(un)elp, =4A(ry — rnaa) ™' [E(up)ly, (3.22)
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with p = (ry + ry+1)/2. Since by is of period 1 with mean value zero and satisfies
Dby =cxn — ¢ (Lemma 2) we obtain from Lemma 1 that

16Ny, =2%o(rn — Ine1) T len — c,’&lp

SC(rN—rN+l)—t—l IE(uN)|rN' (3.23)

Here ¢ =1 again denotes a generic constant depending only on v, 7, M, A and n.
Moreover, observe that by (3.1) and (3.11)

\UR,, = lan'ULE,,(un, Duy)|,, <4AM?

and hence it follows from (3.21) in combination with the estimates (3.15) and
(3.22-23) that

|dE(un)Unw + E(”N)L,,,H
= |(UR) ™' (bxDw + cyw),,.,
=c(ry — ’N+1)—zr_I |E(”N)‘3N- (3.24)

Recalling from (3.20) and (3.2) that
WUnllry., + 1 Un+1 = Unllry,, =24 (3.25)

we observe that the transformations u = uy and v = uy,, — uy meet the require-
ment of Lemma 6 with R =2Ar. Hence it follows from (3.24) and Lemma 6 that

IE(UN+1)|rN+, = |E(un+1) — E(uy) — dE(un)(uns) — “N)Ir,.,H
+ |E(un) + dE(un)Unwl,,,,
=c |luy+ — u~llfN+. +c(ry — "N+1)—2r‘l |E(”N)|§N

=c(ry — rN+1)_4t |E(“N)|%N

and thus we have established (3.12) for v=N. We point out that the last

inequality is based on (3.13) with v = N so that the constant ¢, from (3.13) and

(3.14) has to be enlarged in order to derive (3.12). However, all three estimates

(3.12-14) have been obtained from (3.11) and (3.25) only so that the constant c,

is independent of the constant ¢, defined by (3.17). This finishes the induction.
Finally, the inequality (3.13) for v € Z shows that

Nuysr = lls,,, = ca(r, — ) |E(u,)|,, <6, =2776,
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and hence u,(§) is a Cauchy sequence in the domain |Im §| =r/2 =<r,. It follows
from (3.8-10) that the limit function

u(§) = lim u,(§)
satisfies the inequalities (3.6). Moreover, the above estimate shows that E(u,)

converges to zero in |Im &§| =r/2 so that u is a solution of (3.5). This finishes the
proof of Theorem 1. O

4. The differentiable case
In the theorem below we make use of the abbreviating notation
lullc: = lulc: + | Dulc: + | D?ulc
THEOREM 2. Let w € R” satisfy |w| =M and
j-olzy|jI™"  0#jel”
for some constants y >0, T=n—1 and let F(x, p) be a function of class C' with

l=4t+2+u, u>0. We assume that F is of period 1 in the x-variables and
satisfies

|Fles=M,
|E,(x, )"'|=M, xeR"

(] o)

Then there exists a constant € = €(y, T, u, M, n) >0 such that if

=M. (4.1)

|F|ci |DF,(x, w) — F(x, o)|*** W <¢ (4.2)

for x € R" then the equation
DF,(u, Du) = F.(u, Du). (4.3)

admits a solution x = u(§) such that u(§) — & is of period 1. If 2t + pu is not an
integer then u, Du and D*u are of class C*"** and satisfy the estimate

lu = idl| - = ¢, |Fles|ECF, id)|& /e (4-4)
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for 0<s=2t+u, s¢Z, where c,=c/0(1—0) and 0<0 =5 —[s]<1 with a
suitable constant ¢ = c(y, t, u, M, n) = 1. Moreover, if F € C™ for some m =1 and
m —2t—2 is not an integer then u, Du and D*u are of class C™" 2. So in
particular F € C™ implies u € C*. Finally, if F is real analytic then so is u.

Proof. We approximate F(x, p) by a sequence of real analytic functions

F(x,p), v=0,1, ..., which are of period 1 in the x-variables and defined in the
strip

Imx|=8r,, |Im p| =8r,, r,=2""r,
where the small constant r,>0 is given by
ro™ = |E(F, id)| co.

If €>0 is sufficiently small then, in view of (4.2), we may assume that
0<r<1/2. By Lemma 3, the function F, can be chosen as to satisfy

Fy,(x, o) — Y, 3%, (Rex, w)(iImx)°/o!|=<cy|F|cry? (4.5)

lojsi{-2

for |Im x| = 8r, with a suitable constant ¢, = cy(/, n) >0. Analogous inequalities
hold with E,, replaced by F,, or F,. Moreover, Lemma 3 allows us to assume that

|aar1;; _aaFv—IISrvSCO|F|C’r1v—|a|» |a/|Sl, Vzlx (46)
|9°FE ler, =Co|Flcy,  |a|=4,  v=0. (4.7)

We will then construct inductively a sequence of real analytic functions x = u, (§)
in the strip |Im §| =r, such that u,(§) — & is of period 1 and

DF,,(u,, Du,) = F,.(u,, Du,). (4.8)
For v =0 we shall use the estimates (4.2) and (4.5) in order to verify that the
pair (F, id) satisfies the requirements of Theorem 1 with r = 2r, and A = 2. First,

it follows from (4.1), (4.7) and (4.5) that

10°Folgn =coM,  |a|=4,
|Fopp(x, @) — F,,(Re x, w)| < cg |F|crf, |Im x| < 4r,. (4.9)

Moreover, denoting by ¢,>0 a generic constant depending only on /, M and n,
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we obtain from (4.5) that for |Im x| = 4r,

|DFy,(x, ®) — Fy.(x, )]

< |DE,(x, ®) - .2‘-2 3¢DF,(Re x, w)(i Im x)"/o!l

+ | Fy(x, @) —' |21—2 7F.(Re x, w)(i Im x)"/a!l

+‘ |<21~z |07(DF,(Re x, w) — F.(Rex, w))| - |(i Imx)°/a!|
<co|Flari?+ ¢ k(_}{; ré |E(F, id)|+

<cy|Flary 2+ ¢y Z ro |E(F, id)|{a% 22 |E(F, id) |52

k=I[-2

<colFlery 2 +cy D rbri ¥ 2|FIE?
k=I1-2

=cy|F|c "5(2"0)“-

Observe that we have used the interpolation inequality (2.14). Moreover, note
that this estimate in connection with (4.1) and (4.9) shows that the pair (F), id)
satisfies the requirements of Theorem 1 with r=2r,, 6 =08,=c¢,|F|~rf and
a(§) =F,,(Re &, w) provided that

0o = co|F|cirl=co|Fle |[E(F, id)|¢d* ) < 6*

where 6* = 8*(y, 7, cyM, 2, n) is the constant of Theorem 1. But this inequality
is indeed satisfied if (4.2) holds with € = 6*/c,. Hence there exists a real analytic
diffeomorphism x = u,(&) of the n-torus defined in the region |{Im &| < r, such that
uy(&) — & is of period 1 and (4.8) holds for v = 0. Moreover, Theorem 1 yields the
estimates

lluy — id||,, =< cocy |F|c raTt,
Uy — IH,”SC(,C, IF’("’(Z)H“*I,

IU(T;E)[)[J(u()) Du,)U, — Fpp(Re £ w)'n.scucl |F | r(‘f/4M3, (4.10)

where ¢, =c(y, 7, ¢y, M, 2, n) is the constant of Theorem 1 enlarged by the
factor 2", For later purposes we assume that

C](S* =1-2*
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and, moreover, we permit oursleves to enlarge the constant ¢, in the forthcoming
estimates, if necessary.

Now suppose that the solutions x = u,(§), |Im &§|<r,, of (4.8) have been

constructed for v=0, ..., N such that u,(§) — & is of period 1 and
llu, = uy_1ll,, = cocy |Fle EARDS
WUy — U, -ll,, = cocq |Fl e parmel v=1...,N,
la, — ay,_il,, = cocy |Flerh/4M?, (4.11)

where a,(§) = Ufvap(uv, Du,)U, for |Im &| =r, and U, denotes the Jacobian of
u,. In order to make sure that the expression F,(u,, Du,) is well defined in the
domain |Im &} = r, we point out that

coCy |Fle E rit=cocy |Flc ro/(1-2"")=c¢8*/(1-2"")=1.

j=0

It therefore follows from (4.10) and (4.11) that

v
lu, — id||,, = cocy |Flc 2 it =rit=1/2,
=0

and likewise

WU, = 1|l,,=r3""'=1/2

so that

lu, —id|,,+ U, =2, v=0,...,N. (4.12)

This shows that u, maps the strip |Im&|<r, into |Imu,(§)|=2r, =4r,,,,
|Im Du,(§)| = 2r, so that both F,(u,, Du,) and F, ,,(u,, Du,) are well defined in
this region. It also follows from (4.10) and (4.11) that

v

la,(§) — F;Jp(Re E, w)|=cyc, |F|¢ 2 "}“/41"13 < 1/4M’

j=0

for v=0,..., N and |Im §| =r,. Combining this inequality with (4.1) we obtain
from the remark after Theorem 1 that

la,(5)"'|=2M, [Im§|=r,

< L a,(8)” dg)_ll <M, v

0,...,N. (4.13)
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We will now verify that the pair (Fy.,, uy) satisfies the requirements of
Theorem 1 with r =ry, 8 =cy|F|ct i+, and a(§) = an(&). First it follows from
(4.1) and (4.7) that

|0%Fns1l2ary = 19 Fn+1lgry,, = coM (4.14)

where A =2. Moreover, enlarging the constant ¢, where necessary, we obtain
from (4.12) and (4.6) that

lb,ITVFN+1,pp(uN’ Duy)Uy — aNer
= IUNlEN | Fyn+1,pp(Un, Duy) — FN,pp(uN’ Duy)|,,
<co|Flarvé

=co|Flcirh+s (4.15)

and

IDFN+1,p(uN) Duy) — Fyiy 2(un, DuN)er
< |Fn+1,pp(Uns Duy) = Fy pp(un, Duy)l,, lDZuNer
+ IFN+1,px(uN, Duy) — FN,px(uN’ DuN)er lDuNer
+ |Fy1..(un, Duy) — Fy (un, DuN)er
=cg |Florvii(ID?upl,, + |Duy — ol +1+ o))
=co|Floiriviy

<co |F|ci 17 n- (4.16)

The estimates (4.12-16) show that the assumptions of Theorem 1 are indeed
satisfied with F = Fy ., uo=uy, and 6 = ¢y |F|crhv+1 = 6*. Hence there exists a
real analytic solution x = uy, (&), |Im &| =ry/2 =ry,,, of (4.8) and this solution
satisfies the estimate (4.11) with v = N + 1. This finishes the induction.

It follows from (4.11) that «,(&) is a Cauchy sequence for & € R” and, by
Lemma 4, the limit function u(&)=1lim u,(&) is of class C**** provided that
27 + u ¢ Z. Moreover, Lemma 4 shows that u satisfies the estimate

lu - idlc's = (CZ/B(I _— 6)) 'F'Cl r(2)1'+y—s

for 0<s=2t+pu and 0<O=s5s—[s]<1 with a suitable constant c,=
cx(y, T, u, M, n)>0. This proves (4.4) and it follows from (4.8) that u is a
solution of (4.3).

In order to prove higher differentiability of u let us now assume that F e C™
for some m =I. Then the inequality (4.6) is satisfied with [ replaced by m and ¢,
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replaced by a larger constant c,,. The same holds for the inequalities (4.15) and
(4.16) where in addition u has to be replaced by m — 4t — 2. Hence Theorem 1
can be applied in the v-th step of the iteration with & =c,, |F|c-r7 *"72 and it
follows that

'uv - uv—l‘rv =CCh ’FC"‘ rT_ZI_z

for v=1,2,.... In connection with Lemma 4 this estimate shows that ¥, Du and
D?u are of class C" %772,

Finally, in order to prove that u is real analytic, let us suppose that F is real
analytic and recall from Lemma 3 that

3°Fn(x, p)— O 3*PF(Rex, Rep)(i(Imx, Imp))P/B!| = criy'™

1Bl=l—|a|

for a € 7" X 7" with |a| <! and |Imx|=8ry, |Imp|=8ry. The same estimate
holds with Fy replaced by F if ry > 0 is sufficiently small so that

|0%F — 3%Fn g, = e, la| =1,

where the constant ¢ > 0 is independent of N. This shows that the estimates (4.15)
and (4.16) can be performed with Fy,, replaced by F leading to the inequalities

IU;E,p(uN, DuN)UN - aNl,-NS Cr%,

|DE, (un, Duy) — F,(uy, Duy)|,, =< criry.

It follows that for large N the pair (F, uy) satisfies the requirements of Theorem 1
with r =ry and 6 = criy = 6*. Hence there exists a real analytic diffeomorphism
x =v(&) of the n-torus defined in the strip |Im §| <r,.,, such that v(§) — & is of
period 1 and E(F, v) = 0. Moreover, v satisfies the estimate

v — unl,,., <cri e

IN+1 T

Combining this estimate with (4.11) we obtain from Lemma 4 that
v —ul|lc=<(c/0(1 — @))rif++—s

for 0<s=<27+pu and 0<6=s—[s]<1 where the constant ¢ >0 does not
depend on our choice of N. Choosing s ¢ Z such that 2t <s <27+ pu and
assuming that ry > 0 is sufficiently small we can apply the uniqueness result from
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the next section (Theorem 4) and obtain that u(§) = v(§ + &,) for some constant
vector &, € R" so that u is real analytic. This proves Theorem 2. O

We will use the abstract Lie group structure as described in section 2 in order
to derive the perturbation theorem for invariant tori in general position
represented by a diffeomorphism u, which is not necessarily close to the identity
map. For this purpose we shall need the following composition estimate.

LEMMA 7. Let u e C'"**(R", R") and v, w e C'(R", R") be given such that
|lu—id||cr2=M,  |lv—idl|c=M, |w-id||c=M

and let w € R" satisfy |w| <M. Then
luev —uewl|cr=c|lv—w|lc

with a suitable constant ¢ = c(l, M, n). The same statement holds with ||-|| replaced
by ||
Proof. We first prove the result with the standard norm |-| and observe that

u(x) —u(§)—u(y)+u(n)
=Il lau/é?x-(Jc—g—y+77)dsdt

0 J0

+fl l(«‘,’—n+t(x—§—y+n))-<‘92u/é7x2‘(y—n+S(x—E—y+n))dsdt
=0(x—&-y+nl+|E—nl|-|ly—nl)

where Su/0x and &°u/dx* are to be understood with the argument n + s(& —
n) +t(y —n) +st(x — & —y + n). This shows that for 0 <|E — n| =1 we have the
estimate

lu(v(§)) — u(w(8)) — (w(v(n)) —u(w(n)))l
=c(lv(§) —w(8) —v(n) + w(n)| + Iw(§) — w(n)| - [v(n) —w(n)l)
=c|&E—-n|"(Jv—w|cx+ [W|cu [U — w]|c0)

=c|E—nl*lv-wlc

with a suitable constant ¢ depending on the C?> norm of u —id and on the C*
norm of w — id. Thus we have proved the statement for 0 </<1.
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Now we proceed by induction. Assuming that the statement has been shown
for [ =0 we mke use of the identity

n n
(uev),, —(uow),, = 2 (Un, V) (Uyy, — Wo,) T+ 2 (U, oV — U, o W)W,
v=1

v=1

and obtain from (2.15) that
((Uov)y, — (Uow),, lc=c|v—w|cn

with a constant ¢ >0 depending on n, [, the C'** norm of u —id and the C'*'
norm of v —id and w — id. This proves the statement of the lemma in the case of

the standard norm |-|. In the case of the norm ||-|| the statement follows from the
identities

D(uev)—D(uew)=Ue-v)(Dv—Dw)+ (Ucv—U>°w)Dw
D*(u°v)— D*(ueow) = (Uev)(D*v — D*w) + D(U°v)(Dv — Dw)
+(Uev—Uew)D?*w+ (D(U°v)—D(Uew))Dw. O

THEOREM 3. Let w € R” satisfy |w| =M and
lj-olzy[jI”, 0#jel”,
for some constants y >0, t=n — 1. Moreover, let F(x, p) be of period 1 in the

x-variables and let x =uy&§) be a diffeomorphism of the n-torus such that

uo(&) — € is of period 1. We assume that F € C' and u, e C'*' where [ =4t +2 + p,
u >0, and

|F|C’SM) Iu()_idl(leSM_

Finally, suppose that the pair (F, u,) is stable and let M be such that

@ =M ([ e de) |=m

for € e R" where ay(E) = UgF,,(uy, Duy)U.

Then there exists a constant € = €(y, T, u, M, n) >0 such that if |E(F, uy)|cv=< €
then the equation E(F, u) =0 admits a solution x = u(&) such that u(§) — & is of
period 1. If | — 2t —2 is not an integer then u, Du and D*u are of class C'~*"~?
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and satisfy the estimate
lu — ugles =< ¢; |E(F, ug)|&s 2292 (4.17)

for 0<s=1-21-2, s¢Z, where c,=c/0(1—0) with 0<0=s5s—[s]<1 and a
suitable constant c = c(y, t, u, M, n) = 1.

Proof. Recall from (2.8) that the function

G(x’ P) = u(’;F(x’ P) = F(uo(x)’ UO(x)p)
satisfies

E(G’ ld) = UgE(F’ u())’ Gpp(gr (0) = a0(§)°

This shows that the pair (G, id) satisfies all the requirements of Theorem 2
provided that the constant € >0 has been chosen sufficiently small. Hence there
exists a diffeomorphism x = v(§) of the n-torus such that v(§) — § is of period 1
and E(G, v)=0. Moreover, Theorem 2 shows that v is of class C'"2""2 and
satisfies an estimate of the form

lv —id|e=c, |E(G, id)|¢2T 2902

with a constant ¢, >0 as above. It follows from (2.6) and det U,# 0 that the
function u =uyov satisfies E(F, u)=0. Furthermore, Lemma 7 yields the
estimate

lu — uples = |upo v — up| e
=c|v—id|e
< cc, IE(G, id)lgl‘(‘—ZT—-Z——s)/(l-—Z)

<ce,(|Uy |0 - |E(G, id)| o) ~27"2790=2D)

and hence the inequality (4.17) is a consequence of the fact that Uj'=
a({‘U{,rE,,,(un, Du,) is in norm bounded by M*. This proves Theorem 3. O
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5. Uniqueness and regularity

In order to prove the uniqueness result for invariant tori we need the
following differentiable version of Lemma 5. We recall that

llulics = |ulcs + |Dulc: + |D?ul .
LEMMA 8. Assume w € R" satisfies |w| = M and the Diophantine conditions
j-wlzyljI”5 0#jel’,

for two constants y>0, t=n—1 where n=2. Let ae C*"*(R"; R"™") be an
invertible matrix function of period 1 and let the constant M be chosen such that

=M.

atem=m, ([ a@rag)

Moreover, let g € C****(T"; R") be of mean value zero and suppose that u >0 and
T + u are not integers. Then there exists a unique function u € C*(T", R") of mean
value zero such that Du and D*u are also of class C* and

f W'D@ D) dE= | gwdE,  @eCHT" R (5.1)
n ‘u‘n
Moreover, u satisfies the estimate

lullce=c lg|czrs (5.2)

with a suitable constant ¢ = c(y, T, u, M, n).

Proof. We proceed as in the proof of Lemma 5 and define f € C***(T"; R")
to be the unique function of mean value zero which satisfies Df = g (Lemma 1).
Then choose « € R™ such that a™!(f — a) e C*"*(T"; R") is of mean value zero
and define u e C*(T"; R"), again of mean value zero, to be the unique weak
solution of Du =a~'(f — «). Then u of course satisfies (5.1).

Conversely, let u € C*(T", R") be of mean value zero such that Du and D’u
are also of class C* and (5.1) is satisfied. Then the function

M

f&) =a@Du®+a  a=-| aDude
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is of mean value zero, of class C* and satisfies Df = g in the weak sense. Hence
Lemma 1 shows that f € C*** and

|fleru=c |glceren
with a suitable constant ¢ = c(y, 1, u, n) > 0. Moreover, the identity

| aey dse=| ace)re) s

yields the estimate

la| =M

[ a@rr ey de| = 042 10 Mgl

and this implies

uler=c [Dutlern= ¢ [a™'(f = @)l cron

<c(la™ oo |f = @lern+ @ Jern | f = o)
< 2Mc(|f|cron+ |])
< 2Mc(c |gleann + MP¢ Ig|cren).

In connection with the inequality
ID?ulcw= M |Dulcron <M |Dit| cres

this proves the estimate (5.2). Finally, the uniqueness is an immediate conse-
quence of (5.2). This proves Lemma 8. [

THEOREM 4 (Uniqueness). Let w € R" satisfy |w| =M and
j-olz=zyjI”",  0#jel",

for some constants y>0, t=n —1, M =1. Moreover, let F e C*"**(T" x R")
be given with u >0 and let x = u(&) be a C****** diffeomorphism of T" such that

u(&) — & is of period 1 and E(F, u)=0. We assume that the pair (F, u) is stable
and satisfies the estimates

la™ =M,

-1
([ a@rag) |=m.
LIk
|Fl(~2t+4+/x§ M, Iu - id‘(yg,,;," << M.
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where a(E)= U'F,,(u, Du)U. Finally, let x =v(E) be another solution of
E(F, v) =0 such that v, Dv, and D*v are of class C**** and v(E) — & is of period
1.

Then there exists a constant 8 = 8(y, t, u, M, n) >0 such that if |v — u|ceru =<
then v(&) = u(& + &) for all § € R" and some constant vector §,€ R".

Proof. 1t follows from the periodicity of u(&) — & that
[uE+erds= | uae+s
T" n

and hence we can assume without loss of generality that v(§) — u(&) is of mean
value zero. Changing u > 0 if necessary we can also assume that u and 7 + u are
not integers.

We consider first the case u =id and recall from section 2 that under the
assumption E(id) = E(F, id) =0 we have

dE(id)w = D(aDw).

Hence it follows from Lemma 8 and the differentiable version of Lemma 6
(obtained from the remainder formula in the proof of Lemma 6 in connection
with the estimate (2.15)) that

v = id|| =< ¢ |D(@aD(v — id))|crren
= ¢ |E(v) - E(id) — dE(id)(v — id)| -+

<c v —idlls l[v = id]] e

with a generic constant c=c(y, 1, u, M,n)>0. We conclude that if
¢ ||lv —id||¢2+u<1 then v =id.
In the general case it follows from (2.6) that

E(u*F,id)=0, Eu*F,u"'ov)=0.

Moreover, Lemma 7 shows that

1°'U - id”C‘21+ySC “U - unc2r+u

llu™
with a constant ¢ > 0 depending on ||u~"||cz+2++. But a bound on this norm as well
as on the C****** norm of u*F is guaranteed by the assumptions of Theorem 4.
This shows that the pair (u*F, id) satisfies the requirements of the theorem in the
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case of the identity transformation and therefore u~'ov is a translation provided

that 6 > 0 has been chosen sufficiently small. This proves Theorem 4. [

THEOREM 5 (Regularity). Let w € R" satisfy the conditions of Theorem 4
and let F € C'(T" X R") be given with | >4t + 2. Moreover, let x = u(&) be a C'**
diffeomorphism of T" such that u(§) —§ is of period 1. We assume that u is a
stable solution of E(F, u) =0.

If F is of class C™ with m >1 and m — 2t — 2 is not an integer then u, Du and
D?u are of class C™~**2. In particular, F € C* implies u € C*. Moreover, if F is
real analytic then so is u.

Proof. Let us choose u >0 such that 4t +2+2u =<1/ and 2t+ u ¢ Z. Then
Lemma 3 shows that for any 6 >0 we can find a real analytic diffeomorphism
x =v(§) of T" such that v(&) — & is of period 1 and

IU - uic4f+3+2u < 6.

Hence we can make v*F —u*F in the C**2** norm as small as we please.
Making use of the fact that the pair (u*F, id) is stable and satisfies E(u*F, id) =0
we conclude that with a suitable choice of 6 the Lagrangian v*F satisfies the
requirements of Theorem 2 with u replaced by 2u. In particular the pair (v*F, id)
is stable. Hence there exists a diffeomorphism x = w(§) of T" such that w(§) - &
is of period 1 and E(v*F, w) = 0. Since det vz #0 it follows from equation (2.6)
that E(F, vew) =0. Moreover, Theorem 2 shows that the transformation w and
hence vew has the required regularity properties. It therefore remains to show
that u = vew up to a translation.

For this purpose note that, again by Theorem 2, there exists a constant ¢
depending on w, F and u such that

”W - id“c'21+“ <c IE(U*F, idl%(:&r-rzu)

(replace u by 2u in that theorem and choose s =27 + u ¢ Z). Since, by definition
of v, there is an upper bound for

“'U - id”c2r+2+n =cC |'U - id|C4r+3+2u

we obtain from Lemma 7 that

= v o wl|caren = ||t = Ul asen+ [V = voW]|caren
= “u - v“cznu + c "W - id“c21+p

< || — V|| czeen +  |E(U*F, id)|1ig4e+2w)
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with a suitable constant ¢ > (. By choice of 6 >0 we can make the right hand side
of this inequality as small as we want. Moreover, in view of T=1, we have
F e C***** and u € C****>**_ This allows us to apply Theorem 4 and we conclude
that

u(@)=vow(§ + &)

for all £ e R” and some fixed vector &, e R". This proves Theorem 5. [

6. Time dependent Hamiltonians and monotone twist maps

We first point out that all the results obtained so far remain valid for a
Lagrangian F(t, x, p) which depends periodically on time ¢ In this case we are
trying to find solutions of the Euler equation which can be written in the form

x(t)=u(ty+1t, &+ wt)

where the function u(t, §) — & is periodic with period 1 in all variables. Moreover,
for every fixed t € R we assume that the map §—x = u(¢, §) is a diffeomorphism
of T". This leads to the nonlinear partial differential equation

DF,(t, u, Du) = F,(t, u, Du) (6.1)
for functions x = u(¢, §) where the first order differential operator D is now given

by

D =05/3t+ D, w;3/3§;.
=1

J

The frequency vector w € R" is required to satisfy the Diophantine conditions
j-w—klzy|(, ™"  jeZ', kel (j, k) #0, (6.2)

for some constants y >0 and 7 = n. Note that (6.1) is the Euler equation for the
variational problem defined by the functional

I(u) =I(u) = F(t, u, Du) dtd§

T’l o o
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whose gradient with respect to the L* inner product is given by VI(u) = —E(F, u)
where

E(F, u) = DE,(t, u, Du) — F(t, u, Du).
In this context the pair (F, u) is said to be stable if the matrix function

a(t, &) =ulF,,(t, u, Du)u;

satisfies the conditions
deta(t, £)#0, (t, E) e R™,

det f a(t, )~ de dE £0,

One verifies readily that with these changes in the notation the existence,
uniqueness and regularity statements (Theorems 1-5) remain valid.

We shall use the time dependent version of Theorem 5 in order to prove the
regularity theorem for an invariant curve of an area preserving C~
diffeomorphism

D:S'XR->S'XR

of monotone twist type. In the covering space R’ this map is given by
D(x, y) =(f(x, y), g(x, y)) and is assumed to satisfy the following conditions

fx+1L,y)=f(xy)+1, glx+1,y)=f(x,y),
the 1-from @*A — A with A =y dx is exact on §' X R,

af /3y > 0. (6.3)
We assume that the invariant curve is given by an embedding
v=(uv):S'>S' xR

such that, in the covering space, u(§) — § and v(§) are of period 1 and

u'(§)>0
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for all & e R. Moreover, y solves the nonlinear difference equation

Y(E+a)=Poy(§) (6.4)

for an irrational rotation number o € R which satisfies the Diophantine conditions

lp+aql=vlq|™" (6.5)

for all integers p € Z and g > 0 and some constants y >0 and 7 = 1. Note that this
condition is equivalent to (6.2) with w = a.

A result due to J. Moser [22] shows that @ can be interpolated by a time
dependent Hamiltonian differential equation

x=H,(t x,y), y=—H/t x,y), (6.6)

where H(t, x,y) is a smooth (C) Hamiltonian vector field which depends
periodically on ¢ and x and, in addition, satisfies the Legendre condition

H,(t,x,y)>0. (6.7)
The time-1-map of H agrees with the given mapping & that is

@'(x, y) = P(x, y) (6.8)
where @’ € Diff (S' X R) denotes the flow of H defined by

d/dtg' =J VH(t, ¢'), ¢’ =id.
We use this flow in order to extend the invariant curve y to an invariant torus

w(t, &) = (u(t, &), v(t, §)) = ¢'oy(§ — a1) (6.9)
for (6.6). This function satisfies the nonlinear differential equation

Dw =J VH(t, w) (6.10)
where D = /3t + a 3/3& is defined as above with n = 1 and w = a. Moreover, it
follows from (6.4) and (6.8) that u(t, §&) — & and v(¢, &) are of period 1 in f and &.

The Legendre condition (6.7) allows us to transform the Hamiltonian system
(6.6) into the Euler equations of the varitional problem corresponding to a C*
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Lagrangian F(t, x, p) which is of period 1 in ¢ and x and it follows that the
function u(t, &) solves the Euler equation (6.1). If u meets the assumptions of
Theorem 5 in the time dependent case, we can conclude that u and

v=F,(t, u, Du)

are C”~ functions proving our claim. We therefore have to verify that (F, u) is a
stable pair as defined above. For this purpose observe that, by (6.7),

F,(t x,p)>0
so that it remains to show that u:(t, §) >0.

LEMMA 9. Let H e CXT*xR) satisfy the Legendre condition (6.7) and
suppose that the embedding y = (u, v):5'—> S' X R satisfies u'(€) >0 and (6.4)

with @ = @' and some number o € R. Moreover, let u(t, E) be defined by (6.9).
Then

ug(t, §) >0.

Proof. The proof of this statement is based on an argument due to Moser
[22]. We define

X, 8)=u(t,E+ar), Y@ &)=v:(t, §+ an),
and observe that

(X%, 8), Y(t, 5)) = (@' y)'(85) =de'(v(8)y'(§) #0 (6.11)
for all  and & since u'(£) > 0. This allows us to introduce the angle

6(1, §) = arg (X (1, §) +iY (1, &))

as a continuous function of ¢t and &. Since X (0, &) > 0 for all £ we may choose the
function @ as to satisfy

-1/2<6(0, §) <nx/2. (6.12)
Moreover, X(1, £) = X(0, £ + &) >0 and hence

2aj— x/2<6(1, &) <2mj + /2 (6.13)
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for all £ e R and some integer j. We shall prove that j =0 and observe for this
purpose that @'oy(&+¢€)# @'eoy(E) for all (¢, &) e R? and all €>0. We can
therefore define for € >0 a continuous function

0:(t, ) =arg (@' cy(§ + &) — @ oy(8))
satisfying

—n/2<6.(0, §) <m/2. (6.14)
for all £>0 and all & e R. Observing that

0.(1,5)—0.(0, 5§+ a)e2nZ
and, by definition,

6(t, &) =lim 6, (1, £)

we obtain from (6.13) and (6.14) that
2nj—m/2<6.(1, §)<2mj + n/2. (6.15)

for all e >0 and all £ e R. Now we make use of the fact that

PopE+) -9 =]

for all t and & and hence
0.(t, &) =2nk

for some fixed integer k. Combining this observation with (6.15) and (6.14) we
obtain that j = k = 0 and therefore it follows from (6.13) that

—n/2<6(1, E)<n/2 (6.16)

for all £ € R as claimed.

We shall use (6.16) in order to prove that (¢, §) > —n/2 for every § e R and
every te[0,1]. We proceed by contradiction and assume that there were a
t€(0, 1) such that 6(t, §) = —n/2 for some § € R. By (6.16), there is a largest
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such ¢ which we denote by ¢* and we choose £* € R such that 0(¢t*, £*) = —x/2.
This implies that

X(t*, £*) =0, Y(t*, §*)<O.

It now follows from (6.11) that X and Y, considered as functions of ¢, satisfy the
linearized differential equation

.

X=H,X+H,Y, Y=-H,X-H,Y.
In view of the Legendre condition (6.7) this shows that
X(t*, E*)<0

and hence 6(¢, §*) < —m/2 for t > t* close to t*. This contradicts the definition of
t* and we conclude that indeed (¢, §) > —x/2.

A similar argument using (6.12) shows that 0(¢, &) < /2 and hence X (¢, §) >
0 for all ¢ and &. This proves Lemma 9. O

The stronger regularity statement for ¥ promised in the introduction is based
on a regularity result for the partial differential equation (6.10) which we describe
next.

We consider a function H(t, x, y) on R X R" X R" which is of period 1 in the ¢
and x variables and define the functional

E(H,w)=Dw —J VH(t, w)
for mappings

w=(u,v): T""'->T" xR"

such that u(¢, §) — & and v(¢, §) are of period 1 in all variables.

DEFINITION. The pair (H, w) is said to be stable if the matrix ug(¢, §) is
nonsingular for all (¢, £) e R**' and

detf uz'Hy, (1, u, v)(uz")" dt d& #0.
T'”"

The following existence theorem extends a result due to J. Moser [20] to the time
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dependent case improving, its regularity assumptions on the unperturbed
Hamiltonian H°.

THEOREM 6. Let w € R" satisfy |w| =M and the Diophantine conditions
(6.2) for some constants y>0, T=n and M = 1. Moreover, let H" e C'(T"*! x
R™), u’e C'"*/(T"*', T") and v' e C'(T", R") be given with | =2t +2+ u, u>0,
such that w’ = (u°, v°) is a stable solution of E(H’, w") = 0.

Then there exists a constant 8 > 0 such that for every Hamiltonian H of class C'

satisfying
|H— H’|< 6
the equation
EH,w)=0

admits a solution w = (u, v): T""' > T" X R " withue C'"> ' and vou ' e C'~ 7!
provided that | =2t —1 and | —t— 1 are not integers. In the space C**"~'x
C*™*"! with s<1 the pair (u,vou™") depends continuously on He C'. If, in
addition, H € C™ with m =1 and m — 2t — 1 and m — 1 — 1 are not integers then
ueC™" > ' and vou='eC" "'. In particular, HeC* implies weC™.
Moreover, if H is real analytic then w is real analytic.

Combining this existence statement with a corresponding uniqueness result as
in section 5 one derives the following regularity theorem.

THEOREM 7. Let w € R" satisfy the Diophantine conditions (6.2) and let
H e C'(T*"'xR") be given with [>2t+2. Moreover, let w=(u,v):T""'—
T” x R” be a stable solution of E(H, w) =0 such that u € C'*! and v € C'. Then
H € C” implies w € C™ and if H is real analytic then w is real analytic.

Note that the smoothness assumption in Theorem 7 again agrees with the
smoothness required for the perturbation theorem.

We do not carry out the proofs of Theorem 6 and Theorem 7, they will appear
elsewhere. We do, however, point out that in contrast to the method described in
sections 2-5 the proof is based on the transformation theory for Hamiltonian
systems. The interation procedure requires the composition of infinitely many
symplectic transformations. This quite familiar technique is more complicated,
allows however to replace the number 47 in the statement for the Lagrangian F
by the number 27 for the Hamiltonian H. Moreover, equation (6.10) involves
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only first derivatives of H as opposed to second derivatives of F in (6.1) so that
the loss of derivatives in the perturbation theory for (6.10) is only 27 + 1.

We can now apply Theorem 7 to the special case where the Hamiltonian
H e C*(T* x R) has been obtained by interpolating a monotone twist map

D:S'XR->S'XR
and the invariant torus w:T?>— S! X R is related to an invariant curve
Y=uv):S'>5' xR

via (6.9). It follows from the above considerations that if @ and vy satisfy the
requirements of Theorem 8 below then H and w satisfy those of Theorem 7. In
particular, ¥ € C'*! implies w € C'*' and Lemma 9 shows that if u'(&) > 0 for all
& then the pair (H, w) is stable in the sense of the above definition. This allows us
to conclude that w € C* and hence y € C™. Thus we have proved the following
regularity result for invariant curves.

THEOREM 8. Let @ satisfy the conditions (6.3) and suppose that
Yy=uv):8'">S' xR

is a parametrized curve such that, in the covering, u(§) — & and v(§) are of period
1 and u'(§) >0 for all E € R. Moreover, assume that 1 satisfies the nonlinear
difference equation (6.4) for an irrational number o € R satisfying the Diophantine
inequalities (6.5) with some constants y>0 and tv=1. Finally, suppose that
®eC*and y e C'* with | >2t+2. Then y € C~.

We point out that the map @ in the above theorem is not required to be close
to an integrable mapping.

It is an open question whether the regularity of an invariant curve ¥ can be
concluded under weaker differentiability assumptions on .
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