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Invariant theory of G; and Spin,

GERALD W. SCHWARZ*

§0. Introduction

(0.0) Let G be a semisimple complex algebraic group. An invariant theory for
G is a faithful representation ¢:G— GL(V) together with generators and
relations for the algebras of invariants C[nV]%, neN, where nV denotes the
direct sum of n copies of V. Given an invariant theory for G, one can use the
symbolic method [W] to garner information about the invariants of any
representation of G.

If G is one of the classical groups SL,, SO, etc. with its standard
representation on V =™, then classical invariant theory (CIT) tells us gener-
ators and relations for C[nV]% neN, i.e. CIT is an invariant theory for the
classical groups. There remains the problem of finding an invariant theory for the
non-classical simple connected complex algebraic groups, i.e. for the exceptional
groups G,, F4, Eq, E; and Eg, and the spin groups Spin,,,, m =7. The first cases to
consider are G, and Spin, (also denoted B;) which have faithful irreducible
7-dimensional and 8-dimensional representations, respectively. In this paper we
establish an invariant theory for G, and B;. Our results for G, were announced in
[S4].

(0.1) The invariant theory for G, fits into the following general framework:
Let A be a finite dimensional central C-algebra, not necessarily associative. Let G
denote the group of algebra automorphisms of A, and let tr(a)=
(dim A) ! trace (R,) where R,:A— A is right multiplication by a € A. Then the
trace (i.e. tr) of any product of elements in nA, n €N, is an element of C[nA]°.

Suppose that A = M, (C) = k X k complex matrices. Then G = PSL, acting on
A by conjugation. In this case, Procesi ([Pr1], [Pr2]) and Rasmyslov [R] showed
that traces of products give all the generators of C[nA]°. Moreover, the relations
among these generators all result from the Cayley—Hamilton identity — the

““standard” identity for M, (C).

* Research partially supported by the NSF. AMS(MOS) subject classifications 1980. Primary
14L.30, 17A36, 20F29, 20G05.
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(0.2) Suppose that A is the usual (complex) Cayley algebra. Then the
automorphism group G is G,. We will show that traces of products of at most 4
elements give generators of C[nA]°. (J. Ferrar has informed us that he has also
proved this result.) Moreover, in analogy with the case of M,(C), we show that
the relations among these generators are a result of the standard quadratic
identity and alternative laws for the Cayley algebra. The alternative laws are
the Cayley algebra’s analogue to the associativity of M,(C). The faithful 7-
dimensional representation of G, is its action on the trace zero Cayley numbers.

(0.3) Spin;=B; is also connected to the Cayley algebra A: There is a
non-degenerate quadratic form 6 on A and a 4-form € on A, both G,-invariant,
such that B; is isomorphic to the subgroup of GL(A) preserving 6 and €. The
algebras C[nA]® have generators of degrees 2 and 4 corresponding to & and €
(see §2), and the relations are a consequence of the identities of A.

(0.4) Let ¢:G— GL(V) be faithful. A first main theorem (FMT) for ¢ (or
G) gives generators for the algebras C[nV]°, neN. A second main theorem
(SMT) is a determination of the relations among these generators. We use the
tools of ‘“modern’ invariant theory and commutative algebra to determine a FMT
and SMT for G, and for B;. Then we show that the generators and relations
arise, as sketched above, from the structure of the Cayley algebra. We would be
surprised and pleased if there were a purely “Cayley theoretic”” way to establish
an invariant theory for G, and B,.

(0.5) The contents of this paper are as follows: In §§1-2 we recall the
construction and basic properties of the Cayley algebra A and the actions of G,
and B; on A. We list the generators which figure in the FMT’s for G, and B;. In
§3 we recall general results on FMT’s, and we apply them to establish the FMT’s
for G, and B;. In §8§4-5 we recall results on SMT’s, and we list proposed SMT’s
for G, and B;. We show that our proposed SMT for G, (resp. B;) is correct if it
is correct for 6 (resp. 7) copies of the fundamental representation ¢ : G — GL(V).
In §6 we show that our proposed SMT’s result from the identities of A.

To establish the SMT for small numbers of copies of ¢ we used Poincaré
series techniques. For example, consider the case § = C[6V]€ where G =G,. In
§7 we show that S is a finite free graded module over a subalgebra generated by
18 elements of degree 2 and 10 elements of degree 3. Thus the Poincaré series
P(S) is (1 —3)~3(1 - )" Li_ga;t' where the g; are in N and we assume that
a,#0. Moreover, [ =24, and q; =q,_;, 0<i=24.

Let S’ denote the algebra given by the generators and proposed relations for
S. In §9 we compute the Poincaré series of an algebra S§” which maps onto a
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certain associated graded algebra to S’. (This involves finding finite free
resolutions of certain modules over polynomial rings.) We find that P(S") =
A-"B1-)"°5%, bt where b;=b,_;, 0<i=<24. In §10 we compute
(rather easily) that a;=b; for i=<12. It follows that P(S")=P(S')=PF(S),
establishing the SMT for G,. The techniques used in the case of B; are similar.

(0.6) I thank the Institute of Advanced Studies of the Australian National
University, the Institut des Hautes Etudes Scientifiques, and the Mathematisches
Institut der Universitdt Basel for their hospitality while this paper was being

researched. I thank R. Sharpe, G. Seligman, Th. Vust and J. Weyman for their
help and encouragement.

§1. The Cayley algebra, G, and trace invariants

(1.0) We recall the construction and properties of the Cayley algebra and G,.
([Sf] is a general reference for what follows.) We exhibit the trace invariants
which play a fundamental role in the invariant theory of G,.

(1.1) Let A be a finite dimensional simple central algebra over C (not
necessarily associative). Assume that A is an alternative algebra, i.c.

(1.2) xGy)=(2y;  (x=y@E’) xyeA

Let tr(x)=(dimA) 'trace(R,) as in (0.1, and let b(x,y)=
(dim A)~! trace (R,°R,) for x,y € A. Then b is a non-degenerate symmetric
bilinear form satisfying b(xy, z) = b(x, yz) for all x,y, ze A ([Sf] p. 44). Since
tr (x) = b(x, 1), we have b(x, y) =tr (xy), hence

(1.3) tr(xy)=tr(yx) X,yEA
(1.4) tr((xy)z)=tr(x(yz2)) X, y,Z€A.

Define an endomorphism of A, x - X, by
(1.5) x=2tr(x)—ux, X€EA,

where we have identified tr (x) with tr (x)- 1€ A. Assume further that A is a
quadratic algebra, i.e. assume that xx lies in the center of A for every x € A.



Invariant theory of G, and Spin, 627

Define norm (x) to be tr (xx). Then

(1.6) x*—2tr(x)x +norm(x)=0 xeA.
(1.7) xy=yx x,y€eA.

The identity (1.6) is called the standard quadratic identity, and it is immediate
from our assumptions. One can derive (1.7) from (1.6).

(1.8) Up to isomorphism, there is only one non-commutative, non-associative
algebra A as above ([Sf] pp. 70, 73), the 8-dimensional Cayley algebra. It can be
constructed directly as follows: Let A denote the set of ordered pairs of
quaternions with co-ordinatewise addition and the following multiplication:

(a, b)(c, d) = (ac — db, da + b¢),

where a > a is the usual conjugation of quaternions. Then Ay is a central simple
non-associative, non-commutative algebra of dimension 8 over R satisfying the
same identities as A. If x =(a, b) € Ay, then ¥ = (@, —b) and tr (x) = Re a, the
real part of a. Our algebra A can be taken to be the complexification of Ag.

(1.9) Let K denote the group of algebra automorphism of A. Then K acts
trivially on C-1, hence faithfully on A’'=Kertr. The Lie algebra of K is
isomorphic to that of G, ([Sf] p. 82), hence K°, the identity component of K, is
isomorphic to G,, and the representation G,=K°—> GL(A’) must be the
irreducible 7-dimensional representation. Since G, has no outer automorphisms,
Schur’s lemma implies that K/K° is generated by scalar multiplications. But the
only scalar which gives an automorphism of A is 1. Hence we have:

(1.10) PROPOSITION. G, = Aut (A) acts irreducibly and faithfully on A’'.
From now on we will identify G, with Aut (A).
(1.11) The form B(x, y) = tr (xy) is symmetric, non-degenerate and preserved
by G,. Hence the representation of G, on A’ is orthogonal. The form B is positive

definite on Ag, hence a compact real form of G, is Aut (Ag).

(1.12) We end this section by exhibiting some important trace invariants of
A': Let neN and let (x4, ..., x,) € nA' be arbitrary. Define functions

(1.12. 1) &; = —tr (x,-x,-) 1= i: ] =n,
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(1.12.2) B = —tr (x;(x;x4)) 1=<i,j,k=n,
(1.12.3) vy = skew tr (x;(x;(x,x;))) 1=i,j,k, l=n,

where the last function is skew symmetrized with respect to its arguments. Clearly
the a;, etc. are in C[nA']®. Note that @; = a;;. Since the x; are in A’, we have
f,’ = —Xi. Thus

Bizz = —tr (x1(x2x3)) = —tr (x,(x2x3)) = tr ((x3x2)x,)

= tr (x1(x3x2)) = —Biz.

Similarly, B,,3 = —B.:3. Hence the B;; are skew symmetric in their indices as are
the y;, by definition.

In §6 we give a “Cayley theoretic” proof that the a;;, etc. generate the “‘trace”
invariants of nA’. In §3 we show that the a;;, etc. generate C[nA']®.

(1.13) Let W denote the dual (A')* of A'. We let a € (§°W)%, B e A}(W)®
and y € (A*W)® denote non-zero elements corresponding to the invariants a,
etc.

(1.14) Remark. Let H be the subgroup of GL(A') preserving a and f (or a
and y), and extend H to GL(A) so that H preserves 1. Then one easily shows
that H consists of automorphisms of A, i.e. H = G,.

§2. Spin, and the Cayley algebra

(2.0) We show that there is a natural action of B; on the Cayley algebra A.
We exhibit generators of the Bs-invariants of several copies of A.

(2.1) We consider various Lie subalgebras of $0(A) (resp. Lie subgroups of
SO(A)) where A is given the symmetric bilinear form x, y+—tr(xy). Let
[={L,;aeA’}andr={R,:ae A’} where L, (resp. R,) denotes left (resp. right)
multiplication by a. Let g, = Der (A) = derivations of A. Clearly, ¢, c 30(A) and
g, is the Lie algebra of G,. We have ([Sf] p. 81)

2.2) 30(A)=q,D[Dr.
Let

23) a=g,+{L,—R,:aeA'}.
24) b=qg,+{2L,+R,:acA'}.
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By (2.2), the sums in (2.3) and (2.4) are direct. Let n:b— a be the linear map
which is the identity on g, and sends 2L, + R,to L,— R,, ae A'.

(2.5) LEMMA. a and b are Lie subalgebras of 30(A), and n:b—a is a Lie
algebra isomorphism.

Proof. Let x,y € A, and let z denote yx —xy. From equations (3.2), (3.67),
(3.68) and (3.70) of [Sf] one obtains

3[L,,R,]=3[R,,L,]J= R,-L,-D,
3[L,, L,] = —2R,—-L,+2D,
3[R., R)] = R,+2L,+2D,

where D € q,, and
D=[L, L/J]+[L,, R]+[R,, R]

(The formulas above actually differ in sign from Schafer’s since he writes
operators on the right rather than on the left.) We then obtain

[L.~R,,L,—R)]=L,~R,+2D,
[2L, +R,, 2L, + R,] = L, + 2R, +2D,

and the lemma follows easily. O

(2.6) Remarks. (1) There is another Lie subalgebra ¢ =g, + {L,+2R,:a €
A'}, and a, b and ¢ are permuted by the “principle of triality”” of 30(A) ([Sf] p.
88).

(2) a annihilates 1 € A, hence a can be considered as a subalgebra of 30(A’).
Since dim a = dim 80(A’) =21, we have a = 30(A").

The Lie algebra b=30(7) acts irreducibly on A (since g,cb already acts
irreducibly on A’ and A' is not b-stable), hence there is an irreducible
representation p :B;— SO(A) such that the induced mapping p.:50(7)— 30(A)
has image b. By the classification of representations of B;, p is the (8-
dimensional) spin representation.
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(2.7) We now construct a B;-invariant function on A X A X A X A: Let

M:AXA—>A'
(x, )= 3(xy — yx) + tr (x)y — tr (y)x.

A rather tedious computation shows that
M(bx, y) + M(x, by) = n(b)M(x, y); beb;, x,yeA.
Since n(b) = 30(A’), we obtain a b-invariant (hence B;-invariant) function

F:AXAXAXA—-C
Y1, Y25 Y3» y,;*—’tl' (M(yb y2)M(y3: y4))

(2.8) We now exhibit the generators of C[nA]®: Let (y,,...,y,) €enA be
arbitrary. Then there are Bs-invariant functions

(2.8. 1) 6,, =tr (y,y]) 1= i, j = n,
(2.8.2)  €ju=skew F(y, ¥, Yk, y1) 1=i,j,k, I=n,

where the last invariant is skew symmetrized with respect to its arguments.

Write y;=x; +tr(y;): 1, so that x,e A’; i=1, ..., n. Then the Bs-invariants
can be expressed in terms of the G,-invariants of the x,. We obtain the following
two formulas, where the first is obvious and the second follows from proposition

(6.8) of §6:

(2.9) b;=tr(y)tr(y)+ ay.
(2.10) € = Yijia — T (¥:)Bjsa + tr (¥))Bira — tr (yic) Bijn + tr (y1) B

Note that (2.10) implies that the €, are not zero! In §3 we will show that the J;
and €, generate C[nA]®.

(2.11) Let 6 €(S°A4*)® and € e(A*A*)® denote non-zero elements cor-
responding to the 6, and €.

(2.12) Remark. B; is the subgroup of GL(A) preserving 6 and €: Since b
maps 1€ A onto A’, one easily sees that the orbit B;- 1 is open and closed in
X ={x € A:norm (x) = 1}. Since X is irreducible, B; - 1 = X. The isotropy group



Invariant theory of G, and Spin, 631

H of B; at 1 acts orthogonally on A’ and preserves B € A*((A")*)® by (2.10).

Then H = G, by (1.14). It follows that no subgroup of GL(A) strictly larger than
B, can preserve 8 and e.

§3. First main theorems

(3.0) We begin by recalling properties of integral representations of GL,
(those lying in tensor powers of C") and some results of classical invariant theory.
We then establish the FMT’s for G, and B;.

(3.1) Let y,(n) denote the standard representation of GL, on C", and let
Yi(n) = A'(y4(n)), i =0. Note that y,(n) =0 for i > n and that y,(n) is the trivial
1-dimensional representation. Let N* denote the sequences in N which are
eventually 0. If (a)=(a;, az,...)eN~, let ¢y (n) denote the highest weight
(Cartan) component in S (y,(n)) ® - - - ® S*(y,(n)) where k is minimal such
that a;=0 for j > k. If k<n (hence y)(n)+#0), we will also use the notation

T yp(n) or yi'-- - yYi(n) to denote Y y(n). If (a) is the zero sequence,
then Y ,)(n) = yPo(n). We will confuse the vy, (n) with their corresponding
representation spaces, and similarly for representations v, defined below.

(3.2) We embed C* < C**! as the subspace of vectors with last component
zero. Then for (a@) e N* we have inclusions ¥ ,)(n) € ¥ (,)(n + 1) compatible with
the actions of GL, < GL,.,. Thus GL =l_i__1p)GL,, acts on Y, = lim Ya(n). Let
U, denote the subgroup of GL, consisting of upper triangular matrices with 1’s
on the diagonal, and set U = lim U,. We identify GL,, U, and w(a)(n) with thelr
images in GL, U and vy, respectlvely If Yy(n)#0, then Y, = P y(n)
the space of highest weight vectors of ¥ ,)(n).

(3.3) Let (a) e N”. We define deg (a) = ¥ ia;, width (a) = ¥ a;, and ht (a) (the
height of (a)) is the least j =0 such that a; =0 for i >j. The height, etc. of y,
and y,(n) are defined to be the height, etc. of (a). (In the language of Young
diagrams ([W]) Ch IV), our notions of width and height correspond to the width
and height of diagrams, and degree just counts the number of boxes in diagrams.)
If (b) e N®, then (a) + (b) denotes (a; + by, ...) and YY) denotes P4+ )
We write (a) <(b) (and Y <yy), etc.) if a,<b, for the greatest / such that
a, F bl-

(3.4) Let (a), (b), (c) e N*. We say that y,(n) occurs in P (n) @ Yy(n)
(resp. Y, occurs in Y, ® Y, if the latter representation contains a sub-
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representation isomorphic to ) (n) (resp. v¥.)). We identify isomorphic
representations of GL (and GL,). Hence, for example, we have equalities
Y1(n) ® y.(n) = i(n) + w,(n) for all n, and the equality y, ® v, = Y? + y,.

(3.5) PROPOSITION (see [S5], [V3]). Let (a), (b), (c) e N*. Suppose that
Y(y(n) occurs in Y,y(n) @ Y y(n) for some n. Then

(1) deg ¥, = deg Y, + deg Y.

(2) ht Y), ht Y,y <ht Y, <ht Y, + ht g,

(3) width y,, width , ) < width ¥, < width y,, + width y,,.

(4) The multiplicity of Y y(n) in Y )(n) @ Y y(n) is independent of n as long
as n=ht y,.

(3.6) COROLLARY. There are (c'), ..., (c") € N* (not necessarily distinct)
such that

r

V() ® Yoy = @ Y(cy-

i=1

(3.7) Let ¢:G—>GL(V) be a representation of the complex reductive
algebraic group G. At times we denote ¢ by (V, G), (¢, G) or ¢(G). We
sometimes confuse ¢ with V, so that C[¢]° =C[V]° denotes the G-invariant
polynomial functions on V.

Let (a) e N™. As in (3.1), we obtain an irreducible representation (space)
Y@(V) of GL(V), and by composition a representation ¢, of G on ¥, (V).

(3.8) Let ¢ =(V, G) where dimV =m. Let P=S"(y,®V*) and P(n)=
S (¢1(n) ® V*) < P. Then P (resp. P(n)) is a graded direct sum of GL X G (resp.
GL, X G) representations. Let R = P® and R(n) = P(n)“. Note that P(n)=
C[nV], R(n)=C[nV]° and that P =lim P(n), R = lim R(n). We will use notation
R(¢) or R(n, G), etc. if it is necessary to emphasize the relevant representation
or group involved.

Cauchy’s formula ([Pr2], [S5]) gives us

(3.9) S‘W®V)= D i ®yu(V*).
eg(a)=d

Since Y ,)(V*) =0 if ht (@) > m, we may restrict the sum in (3.9) to those (a) with
ht (@) =m. We then obtain

(3.10) P= Q:(S)Zm Yy @ Yy (V*),
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(.11) R= © y,, ®y,(V*C,

ht(a)=m
and similarly for P(n) and R(n).

(3.12) Let R(n)* (resp. R*) denote the elements of R(n) (resp. R) with zero
constant term. Since R(n) is finitely generated ([Kft] p. 95), R(n)*/(R(n)*)*is a
finite dimensional GL,-representation €%?_; y(n). We can find invariants
f € Y@(V*)C such that the representation space ¥ ,(n)® f; = R(n) maps onto
the copy of Y(,(n) in R(n)*/(R(n)*)*; 1=i=p. Then the subspaces P (n) ® f;
minimally generate R(n), i.e. bases of these subspaces are a minimal generating
set for R(n).

(3.13) THEOREM ([W], [S5], [V3]). Suppose that {y(n)®f}i-,
minimally generates R(n). If k=n or n=m=dimV, then {yY,)(k)®f}
minimally generates R(k). In particular, if n=m, then {4 ® f;}¢_; minimally
generates R. O

Note that if ht (¢’) > k, then (k) ® f; is zero.

(3.14) Let {yy(n) @ f}7-, be as in (3.13). We say that the elements lying in
Ya(n) @ f; transform by v (n), and their height, width and degree are defined
to be the height, etc. of (a‘). We say that the minimal generators of R(n)
transform by Y1(n), . . ., Yary(n). If n=m, then R is generated by {y,,) ® f},
and we say that the minimal generators of R transform by v, . . ., Y»). Note
that the representations ,(n) are well-defined but that the subspaces
Ywh(n) @ f;-, etc. are usually not.

Let 0# w; € Y(,, be a highest weight vector, and define h, = w, ®f, i=
1,..., p. We call the h; (minimal) highest weight generators of R (and of R(n),
n =ht (a')). All elements of Y, (n) ® f; can be obtained from h; via the action of
the Lie algebra of strictly lower triangular n X n matrices. In Weyl’s language
[W], a minimal generating set of R(n) can be obtained from the elements h; by
polarization.

(3.15) Let 0#£h=w®f € Yu,(n)" ® y,(V*)°. Identifying R(n) with
C[nV]® in the standard way, one sees that k corresponds to an invariant
homogeneous of degree ¥,-;a; in the jth copy of V.

(3.16) EXAMPLE. Let G=0,, act as usual on V=C" and let
(x1, ..., x,) enV be arbitrary. Then CIT tells us that the G-invariant functions
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are generated by the inner product invariants p; = x; - x;. These invariants are a
basis for a copy of yi(n)=vyi(n)® (S?V*)° =8*(y,(n)®V*)°cR(n). A
highest weight generator h is p;;. Note that h has the degree of homogeneity
given in (3.15), and that the other generators obviously are obtained from h by
polarization.

(3.17) From (3.11) we see that the minimal highest weight generators of R
have height at most m = dim V. Sometimes one can improve on this estimate: We
say that a representation v ,)(n) is irrelevant (for ¢) if v ,)(n) = 0 or y,)(n) does
not occur as a subrepresentation of P(n)/R(n)*P(n)*. One similarly defines
when vy, is irrelevant, and if ht (a) <n, then v, is irrelevant if and only if
Yy(n) is also. Clearly, if ht (a) > m, then vy, is irrelevant.

(3.18) Remarks ([SS]). (1) If vy, is irrelevant, then no elements of a
minimal generating set of R transform by y,.

(2) If y(, is irrelevant and (b) e N*, then any irreducible representation
occurring in ¥, @ ¥, is irrelevant. In particular, 9., is irrelevant.

(3) If y, is irrelevant, then vy, is irrelevant for any n >k, and minimal
generators of R transform by representations of height <k.

(3.19) THEOREM ([W], c.f. [SS5]). Let ¢ =(V, G) where dimV = m.

(1) Suppose that V admits a non-degenerate G-invariant skew form (i.e. ¢ is
symplectic) and m > 2. Then ;. is irrelevant, where m = 2k.

(2) Suppose that V admits a non-degenerate G-invariant symmetric bilinear
form (i.e. ¢ is orthogonal) and m > 1. Then the representation Y, , is irrelevant if
k+1>m.

(3.20) LEMMA ([SS]). The representation v, is irrelevant if and only if
Akv* c Z Ai(v*)G A Ak—i(V*).

1=i<k

In particular, v, is irrelevant if and only if A'(V*)®#0 for some i with
l=i<m. O

(3.21) We now apply the results above to the determination of the FMT for
G, (see (3.24) for B;). Let ¢, (resp. ¢,) denote the irreducible 7-dimensional
(resp. adjoint) representation of G,. If a,beN, let ¢j¢p> or ¢i95(G,) or
(¢2¢3, G,) denote the Cartan component in S°¢, ® S°¢,. The ¢3¢5 exhaust the
irreducible representations of G,. We use 6, to denote a trivial representation of
dimension j.
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(3.22) PROPOSITION. The representation s is irrelevant for (¢,, G,).
Proof. From ([S1] Table 5b) we have

(1) S*p,=9¢1+06, A= ¢, + ¢,
A3¢1 = ¢% + ¢1 + 61, A4¢1 - A3¢1.

Let B e (A’V*)C and y € (A*V*)€ be as in (1.13), where (V, G) = (¢;, G,). Let
Lg denote left multiplication by 8 in A'V*. Clearly Lg(y) =B A y is a generator
of A’V*=0,. We show that Ls;(A*V*) = A°V*, and then (3.20) establishes the
proposition.

Recall that (V, G)=(V*, G) is orthogonal. By (1), (A’V* G)=(W,®
W,, G) where (W, G) =(¢;, G). Let b be a non-degenerate SO(V)-invariant
symmetric bilinear form on A?V. Since the (W, G) are non-isomorphic, b
decomposes as a direct sum b, ® b, where b; € (S°W,)¢ is non-degenerate. Let o
denote the orthogonal projection from S*(A%V*) to A*V*. Then o(b) =0 since
(A*V*)SOM =0. If o(b,) =0 or o(b,) =0, then both are zero, which would imply
that y is zero, since y must be a linear combination of o(b,) and o(b,). Hence
ob)#0;i=1,2.

Suppose that 0= Lg(W;) < A’V*. Since y lies in the image of W; ® W, in
A*V*, it would follow that Lz(y)=0, a contradiction. By Schur’s lemma,
Lg:W,— A°V* is injective. Similarly, Lg:W,— A’V* is injective, and hence
Lg: A*V*— A’V* is an isomorphism. [

(3.23) FIRST MAIN THEOREM FOR G,. Let (V, G)=(¢;, G,). Then a
minimal generating set of R transforms by y3, vy, and , with corresponding
highest weight generators a,, 123 and Yy, respectively. In other words, for any
n €N, R(n) is generated by the «;;, By and vy of (1.12).

Proof. Suppose that part of a minimal generating set of R transforms by v ,).
If ht(a)=<3, then ¥, =y? or ys, since in [S1] we showed that R(3) is a
polynomial algebra on ay,..., @3 and ;3. By (3.19.2) and (3.22) the
remaining possibility is Y ) = )4+ where ht (b) = 3. In this case, a correspond-
ing highest weight generator 4 lies in C[4V]¢ and has degree exactly one in the
last copy of V (see (3.15)). Thus h corresponds to a covariant in C[3V]
transforming by V = ¢,. By ([S2] Table 4, Theorem 1.1), as a module over
C[3V]C, the ¢,-covariants of C[3V]=S"(3¢,) are a free module on 7 generators.
It is easy to see that there are three generators each in S'(3¢;) and in
3A%p, = S*(3¢,), and that there is a generator in A’¢p, = $°(3¢,) (see (3.22.1)).
Hence deg (a) <4, i.e. Y, =y, O
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(3.24) We now consider the case G =B;. Let ¢, denote the usual repre-
sentation of B;=Spin, on C’, set ¢,=A%¢p, and let ¢, denote the (8-
dimensional) spin representation. As in (3.21), we denote the irreducible

representations of B, by ¢{@5¢5 or (9595, B;), etc. where ¢i¢ieS is the
Cartan component of $°¢, ® $°¢, ® S°¢5; a, b, c e N.

(3.25) PROPOSITION. The representation y, is irrelevant for (¢s, B;).
Proof. We have ([S1] Table 3b)

(1) S*¢;=¢5+86,, Alpy= ¢+ ¢,
Aps= 193+ @5, A'ps= i+ 9+ ¢, + 6,
3= A9,.

Let € € (A*V*) be as in (2.13), where (V, G) = (¢, B;). Exactly as in (3.22)
one can show that L_A’V* = ASV*. O

(3.26) FIRST MAIN THEOREM FOR B;. Let (V, G)= (¢, B;). Then a
minimal generating set of R transforms by Y3 and vy, with corresponding highest

weight generators 0,, and €514, respectively. In other words, for any n € N, R(n)
is generated by the 0, and €, of (2.8).

Y

Proof. Let vy, correspond to a subset of a minimal generating set of R. In
[S1] we showed that the §; and €,,;4 generate R(4), hence by (3.19.2) and (3.25)
we may assume that ¥, = Y«,,¥s where ht(b)<3. A corresponding highest
weight generator h then lies in C[SV]“ and is skew and of degree 1 in the last
two copies of V. Thus h corresponds to a covariant in C[3V]=S"(3¢,)
transforming by ¢, or ¢, (since A’p,= ¢, + ¢,). From ([S2] Table 2, Theorem
1.1) we obtain that the ¢,-covariants are a free module on three generators,
which are easily seen to be the three copies of ¢, in 3A’¢p; < S*(3¢-). In this
case, then, deg y,, =4, which is impossible.

The ¢,-covariants are a free module on six generators [S2]. There are three
generators in 3A%@; < $%(3¢5) (which again lead to the contradiction deg Yy =
4). Now ¢3=A’¢,, hence ¢3® ¢, = A9, ® ¢, contains a copy of A2¢p, = ¢,
(by contraction). Thus there are three copies of ¢, in 3(S°¢, ® A’P,) = $*(3¢5),
and these are the other three generators of the ¢,-covariants. Hence deg y,, = 6
and Y,y = ¥, Ys.

Now ¢, yscy,®@ys and A’¢;=A’¢p;=¢,¢p;+ ¢;. Hence our highest
weight generator A is the contraction of the first copy of ¢;=V with the copy
lying in the "exterior product of the five copies of V. But (3.25) implies that
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L.(V*) is the copy of V* in A’V*, hence h is not part of a minimal generating
set. (Brutally, & is a multiple of 6,;€,345 — 012€1345+ -« - + 15€1234.) O

§4. Second main theorems

(4.0) We discuss some general facts concerning second main theorems. In §5
we apply them to the cases of G, and B;.

Let ¢ =(V, G) and m =dim V as in (3.8)-(3.15). Let R=5"(y, ® V*) be
minimally generated by subspaces ¥, ®f, i=1,...,p. Let T=S(Dy),
and let & :T— R.be the canonical (given our choice of the f;) GL-equivariant
surjection. Define T(n) =S (D y(n)) < T. Then & induces x(n):T(n)— R(n),
and I(n) = Ker nt(n) lies in I = Ker #. We give elements of 2 Y (n) their
natural degree (=deg(a’)) so that & and m(n) are degree preserving homo-
morphisms of graded algebras. We use notation T(G), I(n, ¢), etc. if it is
necessary to emphasize the group or representation involved.

(4.1) Given n:T— R a relation is, of course, an element of I. It will be
convenient for us to use the same term to apply to irreducible subspaces of I:
A relation (of n:T— R) is an equivariant injection n:y,— I for some (b).
Note that n:y4y— T has image in [ if and only if n(h) € I where h is a highest
weight vector of y,,. We call such elements n(h) € I highest weight relations. We
also refer to equivariant injections o:vy)(n)—>I(n) as relations (of
n(n): T(n)— R(n)). A relation 7: 1y ,),— I induces relations n(n): Y,y (n)— I(n)
by restriction, and if o: y(n)— I(n) is a relation with n =ht (c), then there is a
unique relation n:y,—I with n(n)=0. We use the notation (¥ ), n) to
denote relations 7 : 1y ,— I, and similarly for I(n).

(4.2) Let n:vy4y— T be an equivariant inclusion. If ht (b) >m, then Imn </
by (3.11), hence 7 is a relation. We call such relations general. General relations
are ones which arise for dimensional reasons. We call a relation 7n:vy,)—1
special if ht (b) =m.

(4.3) It is now natural to consider a second main theorem for ¢ to be a
collection of relations (¥, 7;) whose images 7;({ () generate I. Equivalently,

the images 7;(n)(y s (n)) should generate I(n) for all n.

(4.4) THEOREM ([S5)). Let V,G, T=S§ (%=1 ) etc. be as above. Then
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there are a finite number of relations (Yi), m;), j=1, ..., q such that
(1) DB; n;(Yi) minimally generates I.
(2) ht (b’)=m + maxht(a’), j=1,...,q.

(4.5) COROLLARY. [ is generated by any collection of relations (Y ;)

such that Y 0,(k)(Y((k)) generates I(k) for some k =m + maxdeg(a’). In
particular, k =2m suffices.

(4.6) Let Ht, denote the direct sum of the subspaces of T transforming by
representations of height =r. By (3.5), Ht, is an ideal of T. Let Spc denote the
subideal of I generated by the special relations. Then I = Spc + Ht,,, ..

Assume now that generators of Spc (i.e. of I(m)) are known, and consider the
problem of finding generators of Ht,,,,, or more generally, of some Ht,, r e N.

(4.7) THEOREM ([S5]). Let T =S'(D?-1 ¥(y) and r eN. Then the gener-
ators of Ht, lie in the sum of subspaces Sy, ® - -+ ® S% Py where ¥ d, <
1+ max {0, r — t}, and t = max {ht (a*):d; > 0}.

(4.8) COROLLARY ([V2]). The generators of Ht, lie in the sum of subspaces
Sd‘w(al) - ® Sdp'(p(ap) where 2 d,- =r.

(4.9) EXAMPLE. Let (V, G)=(C™, O,,) as in (3.16). Then T =S y?:. By
[W] (or lemma (7.3) below) there are no special relations, and by (3.5),
representations occurring in $’yi have height =<j. Thus (4.8) implies that
I =Ht,,,, is generated by the height m + 1 representations in $™*!(y?), namely
Y21 S (y?) ([S1] Prop. 2.4). A highest weight relation is det (p;)75t] where
the p; are the basis of y3(m + 1) given in (3.16). Note that theorem (4.4) also
shows that I is generated by relations of height =m + 1.

§5. Some relations

(5.0) We first consider the case (V, G) = (¢,, G,). Then there is a surjection
n:T— R where T=S(yi+y;+vy,). We exhibit six irreducible subspaces
Rel;, . . ., Relg of I = Ker 7. We use them to show that [ is generated by Relg and
relations of height <6. In §§9 and 10 we show that Rel, (6),.. ., Rels(6)
generate 1(6), giving our SMT for G,. In §6 we show that Rel,, . . ., Relg follow
from the identities of the Cayley algebra. We derive similar results for (¢s, B;)
beginning in (5.11).



Invariant theory of G, and Spin, 639

(5.1) Let n:y,— S°yI® S°y; ® S%y, be an equivariant inclusion. In the
cases we consider, n will almost always be determined up to scalars by (a), b, ¢
and d (we will note the exceptions), so we will use the notation y,)(a”f°y?) to
denote 7(¥()), and we will denote a highest weight vector of n(y)) by
MYy (a’By?)). For example, there are copies 9, ys(ay) and y,y¥s(8%) of ¥,y
in 7, and one can compute that they have highest weight vectors:

A(Y1¥s(@y)) = a11Y2345 — 12V 1345 + X13Y 1245 — X14Y 1235 + X15Y1234-

AMY195(8%) = B123B1as — B124P13s + PrasBisa-

(5.2) Let r(y () (resp. t(y(,))) denote the multiplicity of ¥, in R (resp. T).
Then v, occurs in I with multiplicity ¢(y,)) — r(y (). Consider, for example,
the cases of y,;9s and 3 Using the Littlewood—Richardson rule [McD] and
([S1] Table 2b) one can verify that y,ys(ay) and y,ys(B%) account for all the
occurrences of y,ys in T, i.e. t(y,y¥s)=2. Similarly, there are occurrences
vi(a*), Yi(aB?) and Yi(y®) of y3, and t(y3)=3.

To compute the multiplicities r(vy)) we use the fact that r(y))=
dim Y, (V*)® =dim ¢ ,(V)¢ (use 3.11). Now v, ® ys=1y,¥s+ ¢ where
(We(V), G)=(¢1,Gy) and (ys(V), G)=(A’¢y, G)) = (¢, + ¢1, G). Thus
dim y,ys(V)° = dim (¢, @ (¢, + ¢,))** —dim ¢p2=1-0=1 and hence
r(yiys)=1.  Also, r(y3)=dim y3(V)’=dim p3(V)° =r(y3)=1t(y3) since
C[3V]€ is regular. Clearly ¢(y3) =2, hence r(y3) =2.

(5.3) Our computations show that I contains single copies of y,ys and yj3.
We can specify these subspaces by computing the corresponding highest weight
relations, which we now do for the case of y,9s. Note that the highest weight
relation must be a linear combination of the highest weight vectors A(y,ys(ay))
and A(y,ys(B?) given in (5.1).

Let 1, i, j, k denote the usual basis of the quaternions, and let 1, iy, . . .
denote the Cayley numbers (0, 1), (0, i), . . . (see (1.8)). As in (1.12), the ay;, etc.
are functions of Cayley numbers x;, x5, .... Let x,=1i, x,=j, x3=k, x4=1,,
and x5 = iy. Then A(y,¥s(ay)) has value —1 and A(y,ys(B?)) has value 1. Hence
Ay ws(ay)) + A(P,ys(B)) is our highest weight relation.

(5.4) Using the techniques above we computed the highest weight relations
given in (5.4.1) through (5.4.10) below. They are presented as linear combina-
tions of highest weight vectors A(y)(a”B°y?)) which we list in Table I. We use
the notation Rel; or Rel; (G;) (resp. Rel;(n) or Rel; (n, G;)) to refer to the
subrepresentation of I (resp. I(n)) with highest weight vector given in (5.4.j).



640 GERALD W. SCHWARZ

Table 1

LA = 3 0B,

5
2 My ps(ay)) = Z, (- ayg,

5
3 AMwws(BY)) =2 (—1)Bit;

i=3
4  My,ps(a®B))= 1 2 s ("l)Hi(a’lia’zj - “1;‘“2.‘)5.;
5 AMyve(BY)) = , 2 . (—1)i+jﬂlij?ii
si<js
6  AWI(Y)) = Yizs

4

7 AMy¥ep))= D (1)

8 A('Pi(“a)) = d‘;t (a’ij):j=l
9 My¥(rN= 2 Dyt

3Isi<js$S

10 A(y,ye(a’y)) = 2 (_1)i+j(alia’2j“alia’zi)?ij-

1si<j=6

11 Aye(y?) = 15i<,§<,sg D™ Yy

12 Myi(a®)) = det (a;);;-,

13 A(yiar)) = i (=1 a8,

14 My3e®B)= 2 X ()N auay, - ayeg)BiBu

Isi<j=S 1=k<I=S

4 5
15 Aways(aBy)) =2 2 (-D)Va,B9,

i=1j=1
16 A(ysys(a’y)) = i z« , (—=1)Y*%9,, det (apq K
si<j<k=
17 A(W39(B*Y)) = Bizs 1 Zk , (‘1)i+j+kﬂijkf’iik
si<j<k=

where Yy, w%@ Y SZW3 ® Y,

In Table I, we use ; (resp. #;;, i <j) to denote y,,., where a <b <c <d and
{a,b,¢,d,i}=(1,2,3,4,5} (resp. {a,b,c,d,i,j}=(1,2,3,4,5,6}). Symbols
9> B: and B, have analogous meanings.

(5.41) A1ys(B?) + Ay ws(ay)).
(5.4.2) A(y29s(BY)) + Ay, 9s(a’B)).
(5.4.3) A(¥196(BY))
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(5.4.4) AMyi(r?)) + Mvi(aB?) — A(yi(a?).
(5.4.5) AW296(Y")) + AMy296(a®y)).

(5.4.6) A(ys(v)).

(5.4.7) AMyi(a’)) - A(y3(ar?)).

(5.4.8) 2A(y3()) — AM(y¥(a’B?).

(5-49) A(yays(aPy)).

(5.4.10)  TA(ysy+(a’y)) — A(y39+(BY)),

where y;9:(8%y) c Y3 ® y,c S*y; ® y,.

(5.5) Let J(G;) or just J (resp. J(n, G,) or just J(n)) denote the ideal in T
(resp. T(n)) generated by Rel,, . . ., Relg (resp. Rel, (n), .. ., Relg (n)). Now we
can state, but not yet prove:

(5.6) SECOND MAIN THEOREM FOR G,. I(G,) =J(G,).

Note that Rel,, ..., Rels are special relations, while Relg is general. Thus
“most” of the relations for G, are special. For the classical groups most, if not all,
relations are general.

(5.7) At first glance, the relations Rel; are somewhat bewildering. However,
one can make the following rough statements immediately. Since S$%y,= y3+
Y.¥e + g, relations Rely, Rels and Relg imply that the y invariants all satisfy
quadratic equations over the subalgebra generated by the « and B invariants. In
other words, any monomial in the a’s, f’s and y’s can be reduced to ones of
degree 0 or 1 in the y’s. Note that theorem (3.19) says that there must be
relations like Rel, and Rels showing that ¥3(y?) and y,y¢(y?) are in the ideal of

vi(a).

Taking Rel,, ..., Rels into account one can see that, if n <6, there is a
surjection
(5.8) D  S'yin) @ piyk(n)— R(n),,
2i+3j+ak=d
k=<1

where R(n), denotes the elements of R(n) of degree d. The mapping in (5.8) is
not injective, and in §§9-10 we will see that Relg and Rel, account for the kernel.

The relations Rel,, . .., Rel;, will be useful in our proof of theorem (5.6).
They are consequences of Rel,, . . ., Rel, i.e.

(5.9) PROPOSITION. Rel,, Relg, Relg and Rel,, are in J.
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Proof. We first consider Rely. From Littlewood-Richardson we know that
there is a unique copy of Y,ys(afy) = ¥1(B) @ ¥, ¥s(ay). Thus tensoring Rel,
with y,(B) and considering the subspace transforming by ,ys we obtain a
relation involving y,ys(afy) (in a non-trivial way) and copies of y,y¥s in
Syy(B). But Sy, contains no copy of vy,ys (see [S1] Table 2b), hence
Vays(aBy) cJ.

Similarly, the subspaces transforming by ¥? in Rel, ® y,(y), Rel, ® y;(B)
and Rel, ® p¥(a) give relations indicating that y%(a®), v¥(ay?), ¥ «*8?) and
¥3(B%y) all have the same image in R. Thus Rel, and Relg are in J. The subspace
of Rel; ® y;(B) transforming by 9, is a nontrivial relation between the copies
of Yy, in Y3(B%) ® Ya(y) and y,¥s(B>) ® ya(y) (neither copy is a relation by
itself.) Then from Rel; ® y,(y) and Rels ® yi(a) we see that y;y,(a’y) and
P19+(By) € ¥19s(B%) ® y4(y) have the same image in R. Hence Rel,ocJ. O

(5.10) THEOREM. I(G,) is generated by Relg and relations of height <6.
Hence 1(G,) =J(G,) if I1(6, G,) =J(6,G),).

Proof. From theorem (4.7) and Littlewood—-Richardson, one sees that,
modulo J, the ideal Ht, is generated by:

Vi(a’), payp(a*B), vay(a’y) and y4(By).

Note that a highest weight vector of y,(By) is the determinant det € R(7). As in
the proof of (5.9), the y3 subrepresentations of Rel;o ® y,(7) and Rel, ® yi(a?)
show that, modJ, y3(a’) has det® as highest weight vector. Similarly, Rel, ®
¥1(B), Rel, ® y,y4(aB) and Rel, ® y3(a®) show that y,y,(a*B) has highest
weight vector y,,3,det, modJ, and Rel,, shows that y;y,(a’y) has highest
weight vector 8,3 det, mod J. Hence any representation in 7/J of height =7 is in
the ideal of y,(By). In particular, any relation of height 7 is a consequence of
relations of height =6. Also, one easily sees that elements of height >7 in T'/J lie
in the ideal of

V19s(aBy) < ¥3(B) @ v ys(ay).

Now Rel; @ y;(B) shows that y,yg(aBfy) is a sum of copies of y,yg lying in
$3y1(B), mod J. But one can check that S*y; contains no copies of 95, hence

Vv1¥s(aBy)cd. O

(5.11) We now describe analogous results for the case of B;. We omit all
proofs since they are similar and even easier than in the case of G,.
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Let (V, G) = (¢, B;). Then there is a surjection &:T— R with kernel I,
where T =S"(y1+ v,). As in (5.1), irreducible representations v, in S°yi ®
S°y, are denoted ) (6%€°), and their highest weight vectors are denoted

AP a)(8°€°)). Using the techniques of (5.2) and (5.3) we found relations with the
following highest weight vectors:

(5.11.1)  AMy29e(€?)) + Ay2ye(6%€)).
(5.11.2)  A(y3(8°)) — AM(3(5€?).
(5.11.3) A(yi(€?)).

(5.11.4)  A(y1yo(€?)).

The expressions for A(y,y¥e(€?)), A(Y.v6(6%€)), A(P3(6°)) and A(P3(6€?)) are as
in Table I, just replace a’s by 6’s and y’s by €’s. We leave it to the reader to
write out expressions for A(y,(€%)) and A(y,Po(5€?)).

(5.12) We use Rel; or Rel; (B;) to refer to the relations with highest weight
vector (5.11.j), 1 =j =4; and similarly for Rel; (n), etc. Let J =J(B;) denote the
ideal in T generated by Rel,, . . ., Rely; and similarly define J(n) = J(n, B;).

(5.13) SECOND MAIN THEOREM FOR B;. I(B;) = J(B5).

In §§8-10 we show that I(7) = J(7). This is sufficient to establish the SMT for
B, because of the following result.

(5.14) THEOREM. [(B,) is generated by J(Bs) and relations of height <7.
Hence I(B3) = J(B3) lf 1(7, B3) = 1(7, B3). O

§6. Generators and relations via the Cayley algebra

(6.0) We show that the relations Rel, (G,) and Rel; (B;) are consequences of
the identities satisfied by the Cayley algebra A. We also use these identities to
show that all trace invariants of several copies of A’ are generated by the ones of
type a, B, y. The only part of this section used in the rest of the paper is
proposition (6.8) which we used in establishing (2.10).

(6.1) Let a, b, c be elements of A. Then polarizing the identities (1.2) and
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(1.6) we obtain:

(6.2) a(bc)+ b(ac) = (ab + ba)c.
(6.3) (ab)c + (ac)b = a(bc + cb).
(6.4) ab +ba=2tr(a)b +2tr (b)a — 2 tr (ab).

We use these identities to study monomial mappings from n copies of A’ to A:
Let (x;, ..., x,) enA’ be arbitrary. As in (1.12), we set a; = —tr (x;x;), etc. Let
e and f be two expressions which are sums of terms p and tr (p)q where p and g
are products of the x;’'s. We write e ~ f if the identities of A show that e — f equals
a sum of products each of which has a factor «;;.. For example, (6.4) gives

(6.5) xi(xpxi) + (xpxi)xi ~ =2,
and from (6.2), (6.3) and (6.4) one derives that
(6.6) x;(x;x,) and (x;x;)x, areskewini, j, and kK, modulo ~.

(6.7) Let a, b, ce A. We use [a, b] to denote ab — ba and (a, b, c) to denote
(ab)c — a(bc). 1t follows from the alternative laws (1.2) that (a, b, c) is skew in its
arguments ([Sf]).

In the following proposition, the terms B;, etc. have the same meaning as in
Table I of §5.

(6.8) PROPOSITION.
(1) Y1234 ~ tr (X1(x2(x3x4))).
(2)  xi(x2(x3%4)) ~ Y1234 + ; (—1)Bix..

(3)  (x1x2)(x3X4) ~ Y1238 — Brsa¥1 + Bi3aXa + Bi2axs — Bi2aXs.
(4) x1((x2X3)x4) ~ = V1230 — BazaX1 — Braax, + Bi2ax3 — Braaxs.

5
©) ;("l)i?ixr““% 2 (=D)™Bylx;, x),

1=i<j=$§

in fact there is equality.

Proof. It follows from (6.2) and (6.4) that, modulo ~, x,(x,(x3x4)) is skew in
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its arguments, hence (1) holds. We also have

(6) x1(x2(x3x4)) ~ —x1((x2x3)x4) — 2B234x1,
(7)  x1((x2x3)x4) ~ —(x2X3) (x1X4) — 2B123%4,
(8)  x1(x2(x3x4)) ~ (x2x3)(x1X4) + 2B123%4 — 2B23aX1,
(9)  xa(x1(x4x3)) ~ (x1x4)(X2X3) — 2B124%3 + 2B 134%2,

where (6) follows from (6.5) and (6.6), we obtain (7) from (6.2) and (6.5),
equation (8) combines (6) and (7), and (9) results from (8) by interchanging x,
with x, and x; with x,. Now

(10)  (x1x4)(x2x3) + (x2x3)(xX1X4) ~ 271234

by (6.4), (8) and (1). The left hand sides of (8) and (9) are equal, mod ~, hence
(8), (9) and (10) combine to give (2). One then easily obtains (3) and (4) from (8)
and (6) after switching indices.

To establish (5) we need the following identity for alternative algebras ([Sf]

p.- 79):
(11) [a, (b, c, d)] = (bc, a, d) + (cd, a, b) + (db, a,c) a, b, c, d € A.

Substitute a =x,x,, b =x3, c =x,4, and d = x5, and let RHS (resp. LHS) denote
the resulting right hand side (resp. left hand side) of (11). Then

(12) RHS = (x3x4, X1X2, Xs) + (X4X5, X1X3, X3) + (X5X3, X1X2, X4).
(13) LHS =[x1x2, (x3, X4, x5)] ~ (x122)((x3x4)x5) + (x1x2)((x4Xx5)X3 + 2P145)
+ (x5(x3%4) + 2B345)(x1x2) + (x3(xax5))(x1x2).

Skewing the term (x;x,)((x3x4)xs) of (13) with respect to x;, x,, x3 and x4 we
obtain y;,34xs by (3), and similarly for the terms (x,x;)((x4Xs)x3), etc. Thus

5
(14) skew LHS~ —% 3 (-1)yxi—=% X  (=1)*Byxax;
i=1

1=i<j=$

where we skew with respect to x;,...,xs. Clearly skew RHS =0, hence
skew LHS = 0 and the right hand side of (14) is 0, yielding (5). O

Let C[nA']" denote the subalgebra of C[nA’] generated by all functions
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tr (p), where p is a product of the x;. We give a “Cayley theoretic” proof of
(6.9) THEOREM. C[nA']" is generated by the invariants of type «, f and y.

Proof. Let p be a product of k of the variables x;, ..., x,. We may assume
that the x; occurring in p are distinct. If kK =3, then tr (p) is in the subalgebra of
the a and B invariants. If k > 4, then using (6.8.2) through (6.8.4) one can easily
show that p, modulo a, B, and y invariants, is of the form qr where q or r is a
product of k' of the x;, with 4=k’'<k. For example, (x;x;)(x3(x4x5))=—
x3((x1x5)(x4xs)) modulo « and B invariants. By induction, we reduce to the case
p = qr where q or r is a product of 4 of the x;’s. But (6.8.2), (6.8.3) and (6.8.4)
and the corresponding conjugated equations show that any product of 4 of the x,’s
is zero modulo the a, B and y invariants. O

(6.10) THEOREM. The relations Rel, (G,), . . . , Relg (G,) are consequences
of the identities of A.

Proof. It is enough to derive the highest weight relations
(5.4.1),...,(5.4.6). Let LHS (resp. RHS) denote the left (resp. right) hand side
of (6.8.5). Then (5.4.1) is the relation —tr (x;(LHS)) + tr (x,(RHS)) =0, and
tr ((x1x,)LHS) — tr ((x,x,)RHS) =0 combined with (6.8.3) yields the relation
—3A(Y,¥s(By)) ~0. The representation ,ys has multiplicity two in T,
generated by y,ys(By) and y,ys(a?B). Thus the identities of A imply (5.4.2).

From (6.8.5) again, we obtain tr (x,(LHS)xe) —tr (x;(RHS)xs) = 0. Skewing
over the indices 2 through 6 and using (6.8), one obtains that }A(y,y(By)) ~O.
Since no subspace of S°'(y3+ v;+ y,) of positive degree in ¥} transforms by
Yy, We see that (5.4.3) is obtainable from the identities of A.

Relations (5.4.4), (5.4.5) and (5.4.6) are obtained as follows: Let a =x,x,,
b = x3x,, ¢ = xsxs. Then by (6.8.3),

Y1234Y1256 ~ tr ((ba)(ac))

and by (1.2) through (1.4),

tr (ba)(ac)) = tr (b(a(ac)) = tr (b(a’c)),

where a®= (x,x,)(x1x;) ~0. Thus ¥;33471256 ~0. The same argument works to
.show that y%,3, ~0, and as above, we see that (5.4.4) and (5.4.5) follow from the
identities of _A.
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Now

Y1234Ys678 ~ tT [ V1234 s(x6(x7x5))].

Skewing in x;, ..., xs and applying (6.8.5) we see that A(yg(y?)) must be an
expression in the « and B invariants. But no such expression can transform by
s, and we obtain (5.4.6). [

(6.11) THEOREM. The relations Rel, (B,), ..., Rel,(B;) are consequences
of the identities of A.

Proof. Lety,=x;+tr(y;)-1,i=1,...,nbe asin (2.8)-(2.10). By (2.9) and
(2.10) the relations (5.11.j) can be expressed as polynomials in the tr(y;)
multipled by relations of the «, f and y invariants of x,, . . ., x,,.. It is easy to see
that the relations of the G, invariants thus obtained are in J(G,), (or use the SMT
for G,), and then we need only apply theorem (6.10). O

§7. Poincaré series of algebras of invariants

(7.0) We recall some general properties of algebras of invariants and their
Poincaré series. We examine closely the cases of R(n, G,) and R(n, B,).

(7.1) Let E be a graded C-algebra. We use E, to denote the elements of E
homogeneous of degree n. Assuming that dim¢ E,, < for all n, we define the
Poincaré series P,(E) to be X, _o (dim¢ E,)t".

(7.2) Let H be a reductive complex algebraic group and W a representation
space of H. Let D = C[W]” and set d = dim D.

(7.3) LEMMA (see [Kft] pp. 100-101, [S3] p. 68). If H® is semisimple or the
representation (W, H®) is orthogonal, then d = dim W — max,, .y (dim Hw). O

(7.49) Iff,,...,f,eD, let (fi,...,f) denote the ideal fiD +---+f.D, and
let Z(f, ..., f) denote the zero set of the f; in W. A homogeneous sequence of
parameters (HSOP) for D is a sequence fi, . . ., fy of non-constant homogeneous
elements of D such that dim D/(f;, . . ., fs) = 0. Noether normalization implies
that D always has an HSOP.

(7.5) THEOREM. Letf,, ..., f, be non-constant homogeneous elements of D.
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(1) D is a free graded Clf,,...,f,]-module if and only if
dmD/(fi,...,f,)=d—r.
(2) Iffi, - . ., fais an HSOP for D, then

DzC[f],...,fd]®CDo

as graded C[f,, . . ., f,)-module, where D°=D/(f,, .. ., f,).
() If Z(fi, . . . , f,) has codimension r in W, then D is a free C[f,, ..., f]
module.

Proof. Part (1) is the fact that D is Cohen—Macaulay ([HR], [St1]), and (2)
follows from (1). The hypothesis of (3) implies that C[W] is a free C[f;, . .., f,]-
module (use (1) with H = trivial group), and projecting equivariantly from C[W]
to C[W]” we obtain (3). O

(7.6) Fix an HSOP f,,...,f, for D. Then D°=D/(f;,...,f;) is a finite
dimensional algebra, hence

0.1 POY= af

for some a; € N, where we assume that g, #0. Let ¢;=degf,, i=1,...,d. Then
(7.5.2) shows that

(7.8) PR(D)= IJI (1 = 1)7'P(D°).

(7.9) PROPOSITION. Assume that H is connected and semisimple. Then

(1) a;=a,_;, 0=i=Il

2)d=—-l+Ye=dimW.

(3) I=—dim W + Y ¢, if codimy, (W — W')=2, where W' denotes the union
of the orbits in W with finite isotropy.

Proof. By Murthy [Mur], D is Gorenstein, which implies (1) (c.f. [St1]). Parts
(2) and (3) are recent work of Knop [Kn] (c.f. [St2]). O

(7.10) After some preliminaries we find HSOP’s for the algebras R(n, G,) and
R(n, B;): Let B(n)=C[nC"]* and C(n)=C[nC*|°, n=1. By CIT (see (4.9)),
B(n)=S"y3(n)/(y}n)) where (y}(n)) denotes the ideal of yi(n)< S yi(n),
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and similarly C(n) = S y%(n)/(y%n)). The canonical surjection
0:B(n) =S yi(n)/(yi(n))— S ¥i(n)/(y3(n)) = C(n)

is induced by the standard inclusion of C* into C’. Let p;, 1=<i, j =n denote the
usual inner product generators of B(n).

(7.11) LEMMA. Let n =3 and set k =4n — 6. Then dim C(n) =k and there
are k linear combinations h,, . . . , h; of the p; such that

(1) Z(hy, ..., k) has codimension k in nC’.

(2) The o(h;) are an HSOP for C(n).

Proof. If n=3, then there are orbits in nC* of dimension 6 =dim O,, and
lemma (7.3) shows that dim C(n) = k. The techniques of ([S2] pp. 8-10) show
that the zero set of all the p; has codimension k. Let

S_(n+1>
2 ’

andlet Z=(C) ={z;:1<i<j=nand 1=r=k}. If {z;,} € Z, let h, = ¥ z;, py,
r=1, ..., k. Then there is a non-empty Zariski open subset Z' of Z such that all
the corresponding {k,} have a zero set of codimension k (see [ZS] Vol. I pp.
266-267). Similarly, there is a Z” such that the corresponding {o(h,)} are
HSOP’s for C(n). Choosing coefficients in Z'NZ" gives the required
hy,...,h. O

(7.12) Remark. One may replace B(n) by B'(n)=C[nC*]* in (7.11) and
obtain the same conclusions.

(7.13) THEOREM. Let n=4. Then

(1) dim R(n, G;) =7n — 14.

(2) R(n, G,) has an HSOP consisting of 4n — 6 elements of degree 2 and 3n — 8
elements of degree 3.

(3) degree P.(R(n, G,)°) = 10n — 36.

Proof. 1t follows from ([S3] Cor. 7.4, Table V) that (n¢,, G,) satisfies the
hypothesis of (7.9.3) when n=4. Hence (2) implies (3), and (7.3) shows that
dim R(n, G,) = 7n — dim G, = 7n — 14, establishing (1).

Let k =dim C(n) =4n —6, and choose h,, ..., h, as in (7.11) (identifying
¢1(G,) with C7 orthogonally so that the «; and p;; are identified). Let R(n)" (resp.
R(n)") denote the subalgebra of R(n) generated by the & and B invariants (resp.
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B invariants and the h;). As observed in (5.7), R(n) is finite over R(n)’, and by
Relg(n) and our choice of the h;, R(n)' is finite over R(n)". Thus
R(n)/(h,, ..., h) is finite over R(n)"/(h,, . . ., hi), where both have dimension
Tn — 14—k =3n —8 (use (7.11.1) and (7.5)). Now R(n)"/(hy, ..., h) is gen-
erated by the B invariants, hence by Noether normalization there are g =3n — 8
linear combinations Ay, . .., by, Of the B invariants which are an HSOP for
R(n)"/(hq, ..., k). Thus hy, ..., By, hAgyy, . . ., By, is our required HSOP for
R(n). O

(7.14) Remarks. We consider the Poincaré series of R(n, G,) for 3=n <6.

(1) P(RGB,G))=(1-A)°1-)"".

(2) P(R(4, G))=(1-)""01-)""1+19).

(3) P(R(5,G))=01-""1-2)7"1+2+3°+6¢
+30+ T+ 87+ T+ - -+ "),

4 P(R(6,G))=1-"801-)"1°1 + 32+ 108 + 21+
+ 306 + 75¢% + 12017 + 165¢% + 220¢° + 315¢1°
+330¢ + 330¢2 + 3306 + - - - +£2%).

We will establish (3) and (4) in §10. Since R(3, G,) is regular, (1) is immediate.
Note that the conclusion of (7.9.3) fails in this case. When n =4, the a;; and B,
form an HSOP, and P(R(4, G,)°) =1 + t* by Rel, (4). Hence (2) is as claimed.

Using techniques as above one establishes:

(7.15) THEOREM. Let n=5. Then

(1) dim R(n, B;) =8n —21.

(2) There is an HSOP for R(n, B;) consisting of 4n — 6 elements of degree 2
and 4n — 15 elements of degree 4.

(3) degree P(R(n, B;)®)=16n—-72. O

(7.16) Remarks. We will show that

(1) P(R(6,B3)=(1—-)""1 -1 + 32 + 12¢* + 28¢°
+ 5768 4+ 78110 + 92112 + 781 + - - - + 124,

(2) P(R(7,B3)=(1-)"2(1+ )1+ 66> + 43r* + 188¢

' + 70148 + 1966¢'° + 462112 + 870814 + 13818
+ 17976t + 19782t*° + 17976t + - - - + %),
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§8. Partial resolutions I

(8.0) Let R = R(Bs). Then R = T/I where T = §'(y? + y,). We want to show
that I =J, where J =J(B,) is generated by Rel, (B;), .. ., Rel, (B;) (see (5.11)).

Let M; be the ideal in T generated by $'yi. Then the M; induce decreasing
filtrations of R and T'/J, and the associated graded algebras satisfy the relations

(8.1) 0=1y,ysc Sy,
82) 0=yicyi®@Sy,

which result from Rel, (B;) and Rel, (B,).

Let K denote the ideal in T generated by the representations in (8.1) and
(8.2). We show that the Poincaré series of T(7)/K(7) is the one given in (7.16.2).
By (7.15.3), P(R(7)°) has degree 40, and in §10 we show that P,(R(7)) equals
P(T(7)/K(7)) up to degree 20. Thus, by (7.9.1) and (7.15.2), P(R(7))=
P(T(7)/K(7)), and it follows that P,(R(7)) = P(T(7)/J(7)), establishing the SMT
for B;. In §§9-10 we use similar techniques to establish the SMT for G,.

8.3) From now on we will often use the notation ¢,,, ¢%, etc. for Y (n),
(a) (a)
Y3(n), etc. Usually, n will be specified or clear from the context.
y P

(8.4) Let D denote T(7)/K(7). Then D =€Dj-,D; where D; is the S ¢3-
submodule of D generated by S'¢, (n =7!). It follows from (8.1) and theorem
(4.7) (or from the CIT of SL,) that D; is generated by ¢ = S'¢,.

In order to compute P,(D), we compute resolutions of the S°¢3-modules D;.
These resolutions and those of §9 are among ones established in [PW]. The
particular cases we need follow easily and directly from Bott’s theorem on the
cohomology of homogeneous vector bundles, as formulated by Lascoux [L], and
for completeness we sketch the details involved.

(8.5) Let S be a polynomial algebra over C, and f;, . . ., f, elements of S. If
(fiy-..,f)#*Sand dimS/(f;,...,f,)=dimS —r, then we say that f;, ..., f. is
a regular sequence in S. (For non-polynomial rings the definition above must be
changed.)

Let ¢ be a representation of GL, and § as above. We denote the free
S-module S ®¢ ¢ by {¢}. If GL, acts on S (e.g. S =S5"¢?), then we may single
out those S-module morphisms {¢}— {¢'} which are equivariant.

(8.6) THEOREM. Let n =7 and S =S"¢3. There are equivariant free resolu-
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tions of the modules D; as follows:

(1) 0— {@o} = Dy— 0
(2) 0— {¢s}— D, —0.
3) 0— {93} — {93} > D,—0.

(4) 0— {93} = {9306} = {Pa93} — {93} > D3 —>0.
(5) 0—>{9i'p7} > (i 0597} — {Ph'Dspigs) — {Phpig; + ¢ b2)
- {¢i P36} — (i *0% = {9} = D=0, j=4.

(8.7) LEMMA. Let n=3, let S be a polynomial algebra over C, and let
b:{¢3}— {¢o} =S be a morphism. Then, canonically associated to b, there are
complexes:

(1) 0—{P3}—= {9303} = {0193¢3) = {P10: + 93} = {$192) = {B7} > {0}
@ 0- {¢2¢§}"’ {91903} — {93} — {¢o).
(3) 0—>{@3}— {Pids} = (D192} — {91}

Let [b;] be the (symmetric) matrix of b relative to a basis of ¢,, and assume that
Y, byS #8. Then (1) is exact if and only if the b;, i <j, are a regular sequence in S,
and (2) and (3) are exact if and only if the ideal of 2 X2 minors [b;], of [b,;]
contains a regular sequence of length 3.

Proof. The Kozul complex of the b; has {A™¢$?} in the mth position. One
easily computes that A’ = ¢pip,, A’Pl=¢ip;+ ¢3, etc., yielding (1). The
exactness criterion is well-known. The complex (2) and its exactness criterion can
be found in [J]. Moreover, if (2) is exact, then S/[b;], is Cohen-Macaulay of
dimension dim S — 3, and (2) is a resolution of S/[b;],. It follows that the dual
(2)* of (2) is exact. But, modulo a character of GL3, (2)*is (3). O

(8.8) Remark. Let S =S¢} in (8.7). Then there is a canonical morphism

b:{¢3i}— {¢Po}, and the complexes of (8.7) are exact and equivariant (the
‘“generic’’ case).

(8.9) We use Bott’s theorem and the sequences in (8.7) to establish (8.6): Let
W =C"and Y = S*W*. Then C[Y]=S"¢3. Let M denote the trivial vector bundle
Y X W, let X = Grass; (M) and p: X— Y the canonical projection. There is an
-exact sequence of vector bundles

0—>L—->p*M—>Q—0
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where L is the tautological bundle of X. Let & and 2 denote the sheaves of
Ox-modules corresponding to L and Q, and let 4 similarly correspond to M.
Given (a) e N® we may construct vector bundles (L) and ¥, (Q) on X and
Y@a(M) on Y (cf. (3.7)), and there are corresponding locally free sheaves
Y (Z), etc.

Let x € X. Then p(x) induces a symmetric bilinear form on L, ¢ W. Hence

there is a canonical section of (S2L)*, and using (8.7.1) we form a complex of
sheaves €;:

0= Y3(L) = yayi(LH)—~>- -
Similarly, there are complexes €, and 6; corresponding to (8.7.2) and (8.7.3).

(8.10) LEMMA. The complexes 6,, 6, and €; are exact.

Proof. 1t is enough to show that the complexes of global sections are exact on
affine open sets covering X. Let e, ..., e; be the standard basis of C’. Let
w = (w;, w, w3) where w,=wyes+---+wqe;, i=1,2,3, and let beY. Let
Ly, =span {e, +w,, e;+w,, es+ w3} c W and x(b, w) the corresponding point
of X above b. Then the x(b, w) form an affine open subset X' of X. Let
b; = b(e;, e;). Then the bilinear form on L, , has matrix [b;], 1=1i, j =<3, where
b;=b(e; +w, ej+w;)=>b;+f; and f; is a polynomial homogeneous of degree 2
in the w,, and b,, with r or s = 4. Clearly, the b; form a regular sequence in 0(X")
and the 2 X 2 minors of [b;] contain a regular scquence of length 3 (since this is
true for [b;], 1 <i, j=3). Lemma (8.7) then gives the required exactness on X'.
Finally, we need only observe that the GL, translates of X' cover X. 0O

(8.11) Let p, denote the mapping of coherent sheaves of Ox-modules to
coherent sheaves of 0y-modules induced by p, and as usual let ®'p, denote the
right derived functors of p,. Let %), denote Y\(Z) ®gq, Vi(2) where
(@) =(ay, a3, a3, 0, .. .). If w=width (a) <j, then ¥, ® ) contains exactly one
factor of width j, namely ¥} "y2y§y7, which we denote by Y,

(8.12) PROPOSITION. Let j=0 and let (L) be one of the sheaves
occurring in €,. Then

@‘p*?(a),j = Ya)(M) if i =0 and width (a)=j
= 0 otherwise.

Proof. Lascoux [L] gives a formula for the sheaves R0,y @) (L) @0, Y1)(2)
which yields our proposition as a special case. [
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Proof of Theorem (8.6). Take the exact sheaf sequence €,, tensor it with
¥4(2) and apply proposition (8.12). Then we obtain that the p, %), form an
exact sequence of sheaves of 0y-modules. Taking global sections we obtain the
free parts of (8.6.3), (8.6.4) and (8.6.5) when j =2, j =3 and j =4, respectively.
Note that exactness forces the morphisms 7;: {¢ 2¢2} — {¢)} to be non-trivial,
and the 7; are unique up to scalars since

(*) PI® ¢h=¢ipi+ ¢:1dh ds+ P79, =2,

i.e. {¢}} contains only one copy of ¢/ %¢3.

For j=2, D; is {¢%} modulo the submodule generated by the product of
¢2c {93} with ¢4% in S P2 ® (D)0 ¢%4) (see (8.4)). The product ends up in
¢7 ® ¢4, and by (*) the product is ¢} ¢35 = {¢’}. Hence D is the cokernel of t;,
j=2. O

(8.13) Remark. We used Bott’s theorem to establish the complexes of (8.6)
and their exactness. To merely show that the complexes exist is easy. The exact
sequence 0— {¢p3} — - - - of (8.7.1) (with S =S¢} and n = 3) canonically gives
rise to a complex 0— {¢3}—--- for n=7. Let {¢} be a term in the complex,
and let ¢’ c ¢ ® ¢ be the sum of the subrepresentations of width j. Then the
complex :--— {¢} ® ¢}— - - has ::+— {¢'}—- - - as a subcomplex, and in this
way one obtains (8.6.3), etc.

(8.14) It is now not difficult to compute the Poincaré series of D = @ D;. Let
Eo=¢o+ s+ p3i+--+, E;=¢3+ ¢p,p2+---, etc. Then S'¢I @ E, is the
direct sum of the kth terms of our resolution of D, 0 =< k < 6. Note that each E, is
a module over Ey=S"¢./(¢20¢) = D=0 ¢). By CIT, E,=C[7C*]%, hence
dim Eg=13 (use (7.3)), and E, has an HSOP consisting of 13 elements of
degree 4.

(8.15) PROPOSITION. Let Q(f) = (1—t*)">. Then

(1) Q(OP(Ey) =1+22¢* + 11363 + 19012 + 113126 + 22¢%° + 1*,
(2) Q(H)P(E,) = 196t™ + 980¢™ + 11761 + 39267 + 281,

(3) Q(t)PAE,) = 882t' + 3234¢%° + 2436** + 378¢%2,

(4) Q()P(E;) =84+ + 1008:*> + 235217 + 1176

' + 117662 + 23526 + 1008£%° + 84,

(5) Q(O)P.(Es) = 378%* + 24361 + 32341 + 8821,
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(6) Q(t)P(Es) = 286 + 3921 + 11766> + 9806 + 19612,
(7) P(Ee) =t*P(Ey).

(8.16) Remark. The proposition suggests that the E, are Cohen—Macaulay
E,-modules.

Proof of (8.15). It follows from theorem (7.9) that Q(¢)P.(E,) is a polynomial
of degree 24. Using the Weyl dimension formula ([Hu] pp. 139-140) and (7.9.1)
one easily computes that Q(¢)P,(E,) and P,(E¢) are as claimed.

We now show how to compute Q(¢)F,(E,); the other cases are similar. Let
h(j)=(1/121)(12+j) - - - (1 +j) for j € Z. Then

Q(£)"1(196¢'° + - - - +28%) = > t19*4(196h(i) + - - - + 28h(i — 4)).

i=0
Set f(i) = dim ¢}4¢3. Our formula for P(E,) is equivalent to the claim that

(*) f@)=196h(i)+---+28h(i —4), i=0.

By the Weyl dimension formula,
f@) = @345 710G+ 1)+ 2)( +3)6 + 4G + 5% + 6)*( + 7)*(i + 8).
Now f(i) and the right hand side of (*) are polynomials of degree 12 in i, and

both are evenly divisible by (i +1)- - - (i +8). Thus equality holds in (*) if it
holds when i =0, . . ., 4, and this is easily checked. [J

(8.17) THEOREM. P,(D)= P(T(7)/K(7)) is the series given in (7.16.2).

Proof. We know that

6

P(D)=(1-)"% 3 (-1)*P(E)).

k=0
Using (8.15) one computes that P,(D) is as claimed. [

(8.18) Remark. From (8.6) one immediately obtains a resolution for
T(6)/K(6), and one computes as above that P,(T(6)/K(6)) equals the series given
in (7.16.1).
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§9. Partial resolutions II

(9.0) Let R =R(G,). Then R =T/I where T = S"(y%+ y3+ y,). We want to
show that I =J, where J =J(G,) is generated by Rel, (G,), ..., Rels(G,) (see
(5.4)). Filtering R and T/J as in (8.0), we obtain associated graded algebras
which are quotients of 7/K, where K is generated by:

(9.1) yyscS*ys.

(9.2) Y5+ 1Y P3O Y,
(9.3) S?y..

(9.4) vicSyi® Sy,

(9:5) vayscyi®Y; By,

We compute the Poincaré series of E = T(6)/K(6) using the techniques of §8.
We omit most of the proofs since they involve no new ideas.

(9.6) Let n=6, and let C; be the S ¢i-submodule of E generated by
@5 S'¢s, and let D; be the submodule generated by ¢id,c ¢, ® ¢, Set
C=®j- Ciand D= D;-o D;. It follows from (9.1) through (9.5) that E =
C @ D. From (9.4), C; is isomorphic to {¢4} modulo the submodule generated by

i2¢ic 93 ¢hc S’ ® @5, j=2. From (9.5) and (9.4), we see that D is
isomorphic to {¢%¢,} modulo the submodules generated by ¢} 'p,ps< ¢? ®
dids, j=1, and 52,02 c P2 ® ¢hd,, j =2. However, when j =2, there is a
copy of ¢572p,¢3 in ¢ ® ¢4 Padsc 9T ® 97 ® P, and its image in {Phe,}
is non-zero. Hence we need only divide {¢4¢,} by the submodule of ¢4 '¢,¢5 to
obtain D;.

(9.7) THEOREM. There are equivariant free resolutions of the S° ¢3-modules
C; and D; as follows:

1) 0— {¢o}— Cy— 0.
2) 0— {¢3}—> C,—0.
G) 0 {¢3} - {¢3} > C—0.
“ 0> {7 @505} = {$h a5t} = (P4 293} — (Pi} > C;—> 0, j=3.
(5) 0— {¢s} — Dy— 0.
(©) 0— {Ps¢s} = { @394} — D, — 0.

(M 0—{ P55} — {Ph PiPs) = (D5 Patps} = (s} — D;—0, j=2.
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Proof. Let W =C®, and construct p:X— Y and vector bundles L, M and Q
as in (8.9), where now both L and Q have fiber dimension 3. As in (8.10), we
have exact sheaf sequences

0— Y y3(L) = Y1 Y, Y(L) = YHL)— Yo(Z),
0— Y3(L) = Yiys(L) - v, 9(L) = (D).

Let y,)(Z) be a sheaf occurring above, and let j=0. If w=width (a) =j, let
(a') = (0’ 0) ] — W, a,, a, a3)° Thena by [L]’ %lp*w(a)("(g) ®0x V"s(f’z) is W(a’)('/“) lf
i =0 and width (a) =j, else 0. The proof concludes as that for (8.6). [

(9.8) Let M, (resp. N;) be the direct sum of the kth summands of our
resolutions of @C; (resp. ®D;), 0=k <3. As in §8 one establishes

(9.9) PROPOSITION. Let Q(t) = (1 — £*)'°. Then

(1) Q(O)P(My) =1+ 108 +206° + 10¢° + 2.
2) Q(t)P(M,) =211 + 126¢" + 105¢,

(3) Q(t)P(M,) = 706" + 1961™® + 702,

(4) Q()P(M;) = 6t"7 + 45¢*° + 606> + 15¢°°.
(5) Q(O)P(N,) = 15¢* + 60¢” + 45t + 6¢7.
(6) Q(H)P(N,) =706 + 196¢'% + 701,

(7)  Q(O)P(N,) = 105¢™ + 126¢"7 + 21¢%.

(8) P,(N;) = t"°P(M,).

(9.10) THEOREM. P(E)= P(T(6)/K(6)) is the series given in (7.14.4).

(9.11) Remark. One similarly obtains that P(T(5))/K(5)) is the series of
(7.14.3).

§10. Comparison of Poincaré series

(10.0) We show that R(6, G,) has the same Poincaré series (7.14.4) as
T(6)/K(6), establishing the SMT for G, (see (10.4) for B;). The most straightfor-
ward approach would be to use Weyl’s formulas to compute F(R(6)) (see [St2]),
but the integrals involved are not easy to evaluate. We adopt a less direct
approach.
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(10.1) Let  Q()=(1-)*(1-£)". Then P(R(6))=Q(")' LiZoa;t’,
P(T(6)/7(6)) = Q(t)™" Li=o bit' and P(T(6)/K(6)) = Q()™' LiZo cit' where the c;
are as in (7.14.4) and dim (7'(6)/J(6)); = dim (T'(6)/ K(6)), for all j. If a;=c; for
J =12, then one easily sees that a; = b; = ¢; for all j, establishing the SMT for G,.

Let 7n:T(6)/J(6)— R(6) be the canonical surjection, and let E =
Clfis - - - » fos] where the f; € T(6) are homogeneous and map onto the HSOP of
R(6) given by Theorem (7.13). Then R(6)=E ®¢ R(6)° is a free E-module,
hence there is an isomorphism of E-modules:

(10.2) T(6)/J(6)=Ker n ® E ®¢ R(6)".

Let (Ker 7),; denote the part of Ker n homogeneous of degree i, and suppose
that @, =¢; for i <j. Then a; =b,; and (Ker 1), =0 for i <j, and it follows from
(10.2) that a; + dim (Ker n); = b; = ¢;. Now (Ker 7); is a direct sum of irreducible
representations of GL¢ of degree j, and we obtain

(10.3) PROPOSITION. Suppose that every irreducible representation ¢ of
GL¢ with deg¢p =j=<12 and dim ¢ <c; occurs with the same multiplicity in
T(6)/K(6) and R(6). Then 1(6) =J(6). O

Given ¢, let r(¢) denote its multiplicity in R(6) and s(¢) its multiplicity in
T(6)/K(6). In Table II we list the relevant ¢ and their multiplicities 7(¢). In each
case we computed that r(¢) =s(¢), establishing the SMT for G,. We used the
techniques of (5.2) to compute the r(¢) and the resolutions (9.7) to compute the

s(¢)-

(10.4) We now establish the SMT for B;: It is easy to use the method of
(10.3) to show that I(6, B;) =J(6, B;). Table III lists the relevant multiplicities,
where the ¢; now are the coefficients given in (7.16.1). Unfortunately, the method
is impractical for showing that 1(7) =J(7) since the coefficients c; are then in the
thousands! Instead, we begin by showing that the canonical map
0:T(7, B3)/J(7, Bs)—> R(7, G,) is injective in degrees <20 =4 deg P(R(7, B,)°).
It follows that R(7, B;) = T'(7, B3)/J(7, Bs) in degrees <20. Finally, we show that
P(T(N)/K(7)) = P(T(7)/J(T)) in degrees <20, and the SMT for B, follows.

(10.5) LEMMA. The natural mapping T(7, B;)— T(7, G,) induces an injec-
tion T:R(7, B3)— R(7, G,).

Proof. Both R(7, B;) and R(7, G;) are integral domains of dimension 35.
Thus 7 is injective if and only if the quotient field QR(7, G,) of R(7, G,) is finite
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Table II
Degree j ¢ Representation Multiplicity
0 1 b0 1
1 0
2 3
3 10
4 21 D4 1
5 30 s 0
6 75 b6 0
195 1
7 120 ¢19s, D196 0
¢205 1
8 165 D395, Pids 0
$296 1
i 2
9 220 Pads, 910206, P10s O
¢39¢ 1
10 315 $106, D306 D496 0
¢§’ ¢¥¢2¢6’ ¢1¢3¢6 1
1 330 ¢103 910 9505 0
29306, 919496 1
12 330 0293 01046, 010506 O
¢§¢6r ¢§ 1
$204 2

over QR(7, B,), i.e. if and only if QR(7, G,) is finite over the subfield generated
by the a;; and v

Let det denote the determinant invariant in R(7, G,). Then Rel,(G,) (see
(5.4)) shows that all the elements B, det are in 7(R(7, B;)), and we know that

det® is a polynomial in the a.
satisfies a quadratic equation over R(7, Bs).

Thus QR(7, G,) = QR(7, B;)[det] where det

]
Table III
Degree j ¢ Representation Multiplicity
0 1 o 1
2 3
4 12
6 28 ¢ 0
8 57  ¢ide 0
®206 1
10 78 Dade 0
3 1
12 92 ¢,19506 0
U 1
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Combining the lemma with the fact that 1(6, B;) = J(6, B;), we obtain

(10.6) COROLLARY. R(6, B;) naturally embeds in R(6,G;). The subal-

gebra of R(6, G,) generated by the «; and vy, has relations Rels(G,) and
Rel,; (G,).

(10.7) We say that a morphism of GL,-modules is injective mod ~ (resp.
surjective mod ~) if it is injective (resp. surjective) modulo representations ¢
with height ¢ <7 or deg ¢ >20. By (10.6), 0:T(7, B3)/J(7, B3)— R(7, G,) is
injective in degrees =20 if and only if o is injective mod ~.

If ¢ is a representation of GL,, let [¢] denote the sum of the representations
in {¢} =593 ® ¢ of height <6. Let [¢]¢p4 denote D P ¢k where [¢p] = Do
Let E; denote the S°¢3-module generated by the image of ¢} c S'¢, < T(7, B;) in
T(71 BS)/-’(7’ BB)

(10.8) LEMMA. There are complexes of GL,modules which are exact
mod ~, except perhaps at their middle positions, as follows:

(1) 0 [pats]d7—> [P30a]¢; D [P0l 7 © 397 — E + E,— 0.
(2) 0— Pi9sp; D P95, [P103]19: D [@3]P, P [Pa]P3— E, + E;— 0.
Proof. ‘We will give the details for establishing (1) and leave (2) to the highly

motivated reader. It is clear that the sequence 0— [¢,)¢p7— E,— 0 is exact
mod ~ since ([S1] p. 171)

(3) S Pi=DPi"pi2--- 93, ay,...,a,€N,

From theorem (4.7) we see that the height 7 elements of E, are generated by the
images of subspaces

2057+ P10cP7 + D7 + P3040, < 93 ® ¢i < {93},

while Rel, (7, B;) (see 5.11) shows that the leftmost 3 factors already land in E,,.
Thus ¢3¢4¢; < E, generates the height 7 elements, modulo E,,.
From (3) there is clearly a complex

{19304} — {4’:23}“’ {90},

and tensoring with ¢3 and decomposing via Littlewood—Richardson, one sees
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that there is a subcomplex

@) {PsPs97} = {P30407} — {4’3}‘

It follows from the injectivity of {¢,¢s} — {¢P3¢4} when n =6 (see (9.7.6)) that
(4) yields a complex 0— [¢4¢5]p;— [p3¢s]9,— E, which is exact at [p,ps]¢,.

Finally, consider the elements of {¢;p.¢,} of the form ¢¢3 with ht ¢ <6.
Using (4.7) again we see that the possibilities in degree <20 are

D20:07 + 019507 + Ped7 + 9307 < 93 P39407.

The leftmost three terms are in ¢35 ® ¢,¢s¢,, hence by (4) we gain only the term
¢3¢7. O

(10.9) PROPOSITION. o is injective mod ~, and the complexes (10.8.1) and
(10.8.2) are exact mod ~.

Proof. Let ¢3¢35(af’) denote the copy of ¢;¢3in R(7, G,) which is of degree
1 in the «; and degree 3 in the B, (c.f. (5.1)), and let (¢;93(aB?)) det denote the
determinant invariant multiplied by the sum of the representations of height <6
in the S"¢3-submodule of R(7, G,) generated by ¢;¢3(af>). Terms (¢4(y)) det?,
etc. are defined similarly. ,

Let 0— F,— F, be the leftmost part of (10.8.1). The relations of R(6, G,) (see
also (9.7)) and the construction of (10.8.1) show that the canonical map
T(7,B;)— T (7, G,) induces an injection mod ~:

(1) R/F— (¢:3¢4(By)) det + (¢o) det® + (¢3(8?)) det™.

Thus (10.8.1) is exact mod ~ and o restricted to E,+ E, is injective mod ~.
Similarly, (10.8.2) is exact mod ~ and

(2) 0:E;+ E;—(¢:03(af’) det + (¢3(B)) det + (¢4(r)) det*

is injective mod ~. Now representations in E,, Es, etc. are zero mod ~, and the
right hand sides of (1) and (2) have zero intersection (use the resolutions (9.7)).
Thus o is injective mod ~. 0O

(10.10) PROPOSITION. As GL;,-modules, T(7)/K(7) and T(7)/J(7) are
isomorphic mod ~.

Proof. Using the relations (8.1) and (8.2) and proceeding as in lemma (10.8),
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one constructs a complex

(1) 0= [padslp1— [P:Pa]lP, D [0 D $3¢3— Dy ® D,— 0

which is exact mod ~, except perhaps at its middle position, where D, c
T(7)/K(7) is defined analogously to E;, j=0. Since there is an equivariant
surjection from Dy, @ D, onto E,+ E, and since (10.8.1) is exact mod ~, we see
that Dy,® D,=E,+ E, mod~. Similarly, D,® D;=E,+ E;mod ~, hence
T(ND/K(T)=T(N)/J(7)mod ~. O

Our proof that 1(6, B;) =J(6, B;) showed that K(6, B;)=J(6, B;) as GL¢-
representations. Hence (10.10) implies that P(7(7)/K(7)) = P(T(7)/J(7)) in
degrees =20, and as noted in (10.4), the SMT for B, follows from the injectivity
mod ~ of o.
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