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The cyclic groups and the free loop space

G. E. CarussoN and R. L. CoHEN

Let A(X) denote the space of unbased (or free) loops on a space X,
A(X) =Maps (S, X). Notice that the circle group S' acts on A(X) by rotating
the loops. The topology of A(X) as an S'-equivariant space has been of interest
to topologists and geometers for over sixty years, primarily because of its
applications to the problem of finding closed geodesics on a Riemannian
manifold. In particular the topology of the homotopy orbit space

O(X) = ES' x g A(X)

where ES' is a contractible, free S'-equivariant space, has been used extensively
to study this problem. Also in recent years, with the invention of A. Connes’
“Cyclic Homology theory” [Con] and its generalization by J. Loday and D.
Quillen [L-Q)], there has been much work trying to understand the relationship
between @(X), algebraic K-theory, and, via the theory of Waldhausen, the space
of pseudo-isotopies of a manifold [B, G, W].

In this paper we study the homotopy type of the space O(ZX)=
ES' X A(ZX), where “Z” denotes reduced suspension. In particular, if we let
@©(Y) denote the quotient

O(Y) = ©(Y)/O(point) = ES' X A(Y)/BS' = ES', Ag A(Y),

we then describe a simple combinatorial model Z(X) for ©(ZX). We then use
this model to prove that stably, @(ZX) splits as a wedge of spaces of the form
EZ,, Az X", where the subscript “+” denotes a disjoint basepoint, X
denotes the n-fold smash product of X with itself, and Z, is the cyclic group of
order n, which acts on X™ by cyclically permuting coordinates.

We now state our theorems more precisely. Let F(R™, n) be the configuration

Both authors are partially supported by N.S.F. grants. The first author is also partially supported
by a Sloan Foundation fellowship and the second author by an N.S.F.-P.Y.I. award.
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424 G. E. CARLSSON AND R. L. COHEN
space
FR*,n)={(t;,..., th,) eR*X---XR*:t;#¢; if i#]}.

F(R™, n) is a contractible space that is acted upon freely by the symmetric group
X, and hence by the cyclic subgroup Z,. We define the space Z(X) as follows.

Z(X) =L F(R™, n) X5, X"/~

where the equivalence relation “‘~” is generated by setting

(tl’ AR tn) ><Z,l (xl’ cees Xn—1, *)N(tl) ] tn—l) xZ,,_l(xl) L xn-—l)
where * € X is the basepoint. In the statements of the following theorems we

assume that X is a connected, based space of the homotopy type of a based C.W.
complex.

THEOREM A. There is a homology equivalence

h:Z(X)— O(ZX) = ES% A g A(ZX).

Remark. Let C(X)= L, F(R", n) Xz X"/~. Thus C(X) is the same com-
binatorial construction as Z(X) except with the symmetric groups replacing the
cyclic groups. Recall that C(X) is the Dyer—Lashof model for the homotopy type
of Q(X)=Q*2"X (see [M].) Theorem A can therefore be thought of as an

analogue of the Dyer—Lashof construction for the cyclic groups. More will be said
about this analogy later.

Now observe that Z (X ) is a naturally filtered space, with F,(Z(X))=
L, F(R%, n) Xz X"/~. Notice that the subquotients

Fu(Z(X))/ Fpr(Z(X)) = F(R™, ), Az, X = EZ,,_ Az, X
Our next theorem states that stably Z(X) splits as a wedge of these subquotients:

THEOREM B. There is a splitting of suspension spectra

>°Z(X)= \/ Z(EZ,, Az, X™).
n=1

Combining Theorems A and B we then have the following.
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COROLLARY C. There is a splitting of infinite loop spaces

QO(ZX) = Q(ES' xg A(ZX)) = [ [ Q(EZ,, Az, X™) x QCP™,

n=1

where
Q(Y)=Q*27Y.

Corollary C has an interesting application to Waldhausen’s notion of algebraic
K-theory of spaces. Let A(X) be the space defined by Waldhausen in [W]. The
homotopy groups of A(X) are the K-groups of the space X. If X is a manifold
these groups contain the homotopy groups of the stable pseudo-isotopy space,
P(X) = lim, P(X X 1¥) where P(Y)=Diff (Y X I, 3Y X IUY X {0}), as a direct
summand. By combining results of Dwyer, Hsiang, and Staffeldt [DHS] and
Goodwillie [G], Burghelea [B] proved that there is an isomorphism between the
rational homology groups of QO (X) and QA(X), where A(X) is the homotopy
fiber of the projection map A(X)— A(point). Using the fact that the rational
homotopy type of an infinite loop space is determined by its homology groups,
Corollary C then implies the following:

COROLLARY D. There is a rational homotopy equivalence

QAZX = QA(point) X [[ Q(EZ,, Az X™).

n>1

We remark that Goodwillie has conjectured that the rational equivalence of
Corollary D is in fact an integral homotopy equivalence.

The organization of this paper is as follows. In Section 1 we describe the map
h:Z(X)— ©(ZX) of Theorem A. In Section 2 we prove Theorem B. The point
of proving Theorem B before we complete the proof of Theorem A is that
Theorem B allows us to make an easy calculation of the homology of Z(X). In
Section 3 we prove Theorem A by computing the homomorphism 4 induces in
homology. In Section 4 we investigate in more detail the relation between
Theorem A and the Dyer-Lashof approximation of Q(X).

Much of the work represented in this paper was done while both authors were
visiting Princeton University during the academic year 1983-84. The authors
would like to thank the mathematics department at Princeton for its hospitality
and stimulating environment. The authors would also like to thank T. Good-
willie, N. Kuhn, S. Mitchell, and R. Staffeldt for helpful conversations concerning
this material. They would especially like to thank Wu-chung Hsiang for
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introducing them to the cyclic homology theory, and for sharing his insights in
many hours of vigorous mathematical conversation.

§1. The map 4 :Z(X)— O(ZX)

The purpose of this section is to define the map h:Z(X)— @(ZX) used to
prove Theorem A. In Section 3 we will prove that & is a homotopy equivalence.

Let a;: X— Q22X be the adjoint of the identity map of XX. Thus for each
x € X the formula for a;(x):S'— ZX is given by ay(x)(t)=tArxeS' A X =3X.
For each n we define the map

a,: X"—> Q3X
as follows.

Let m,:8'—\/, ' be the pinch map defined by identifying the n™ roots of
unity to the basepoint. Then for each (x;,...,x,)eX" define a map

(X1, ..., X,): S'— ZX to be the composition

an(xlf e xn):sl_”f_)\/ S! al(Xl)V---val(xnl) Y (10)

This defines a map a, : X" — Q23X < AZX. Notice that X" is acted upon by the
cyclic group Z, by cyclically permuting the coordinates and A(2X) is acted upon
by S! by rotation of loops. Consider the inclusion homomorphism i,:Z,— S*
defined by sending the generator to e*™”. One can easily check that a,: X" —
A(ZX) is equivariant with respect to the homomorphism i,. Thus a, extends in a
unique manner (up to homotopy) to an equivariant map

F(R®, n) X X"— ES' X AZX.
and hence to a map of the orbit spaces
h,:F(R™, n) Xz X"— ES' X5 AZX.

THEOREM 1.1. There exists a map h:Z(X)— ES% Ag A(ZX) so that each
composition

F(R", n) Xz, X" Z(X) >ES} Ag A(ZX)

is homotopic to h,,.
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Proof of 1.1. The proof of this theorem will necessarily be somewhat
technical for the following reasons. The maps A, have so far only been defined up
to homotopy, but in order to insure they be sufficiently compatible to induce a
map on Z(X) we need to construct a particular combinatorial model for each of
the maps h, and the space ES'. (Actually we define combinatorially a free
S'-space A(S') and an equivariant map A(S')— ES'.) Unfortunately after doing
this the maps h, still will not preserve the equivalence relations necessary to
induce a map Z(X)— E(S') xg A(ZX). However, they will preserve these
relations up to homotopy. In order to keep track of the homotopies we will make
use of the notion of “whiskered basepoints”. We begin by constructing a space
A(S") which is S'-free and maps j,: F(R*, n)— A(S') that are equivariant with
respect to the homomorphisms i,: Z, < S'.

We identify S' with the group R/Z. Given m points t,, . . ., t,, in R/Z we call
amap g:S'— R” affine with respect to t,, . . . , t,, if the restrictions of g to the arcs
between ¢; and ¢,,, fori=1,..., m—1 and to the arc between ¢, and ¢,, are all
affine maps. Thus a map that is affine with respect to ¢,, ..., ¢, is completely
determined by its values on these points. The ¢’s will be referred to as the
vertices of the map g.

Define the space A(S') to be the space of such affine maps together with their
vertices. More precisely,

ASH={(g;ts,...,tn):eacht;,eR/Z and g:S'—> R~
is affine with respectto¢,---¢,}/~

where the equivalence relation “~” is given by (g; ¢, ..., tn) ~(f; 81, . . ., Sn) if
g=f:8"->R” and the tuples ¢,---t, and s,---s, represent the same set of
distinct points in R/Z. So for example (g;0, 1/3,2/3)~(g;2/3,0,1/3) and
(g;1/4,1/2,1/2,3/4)~(g;1/4, 1/2, 3/4).

Let aeS'=R/Z, and (g;ty,...,t,) €A(S"). Define a(g;t,---t,) to be
(ag;a+t,,..., a+t,) e A(S"), where ag(x)=g(x — a). Notice that ag is the
unique map that is affine with respect to a +1¢,, ..., « + ¢, and has the property

that ag(a + ¢;i) = g(t;).

This defines an S'-action on A(S'). Observe that the only fixed points under
this action are points of the form (¢;0, 1/n,2/n, ..., n —1/n) where n >1 and
£:8'— R” is a constant map. Note that such a point is fixed by «a =1/neR/Z =
St

Define A(S!) to be the complement of this fixed point set in A(S'). Notice
that A(S?) is an S'-invariant subspace of A(S') and hence is a free S'-space. Thus
if ES' is any contractible free S'-space, we can construct an S'-equivariant map
e:A(S)— E(S"), and hence an induced map

ex: A(SY), Ast A(ZX)— ES A 5 A(ZX).



428 G. E. CARLSSON AND R. L. COHEN

Our map h:Z(X)— ES, Agt A(2X) will factor through this map e,. First we
show how each map A, factors through e,.

Consider the map j,:F(R™, n)—> A(S') defined as follows. Let S=
(So» - - - » Sn_1) € F(R™, n —1). Let j,(§):5'— R” be the affine map with vertices
0, 1/n, 2/n, ..., n—1/n determined by j,(S)(i/n) =s; € R™.

We then define

j.:F(R™, n)— A(SY)

bY ju(Sos - - - » Sne1) = ((8); 0, 1/n, 2/n, ..., n —1/n).
It is apparent that j, is equivariant with respect to the inclusion i,:Z,— S'.
Thus we can form the map

hip=jo X a,: F(R®, n) Xz, X" — A(S") X5 A(ZX)

and by definition, the composition e, °h,: F(R”, n) Xz X"— A(S") X g A(ZX)—
E(S") x g A(ZX) is homotopic to h,,.

In order to produce a map h:Z(X)— E(S') X g A(ZX) we need to extend the
maps h, in a particular way to the space EZ, X, (X')", where X' is a space
containing X as a strong deformation retract. These extended maps will respect
the necessary equivalence relations to produce a map Z(X')— A(S") X g A(ZX).
The retraction X'— X will induce a homotopy equivalence Z(X')— Z(X) by
which we construct the map h: Z(X)— ES, Ag A(ZX).

We define X' to be X with a “whiskered basepoint.”” That is, if 1 is the unit
interval [0, 1] we define

X'=XU1I/*~0

where * € X is the basepoint. The basepoint of X' is taken to be 1€/« X'. By
identifying I to a point we get a natural basepoint preserving retraction

rX'-X

which is a homotopy equivalence since * € X is a nondegenerate basepoint. r
induces a homotopy equivalence r,:Z(X')— Z(X). (Observe that Z( ) is a
homotopy functor because each of the functors F(R*, n) X, ( )" is.) Thus it is
sufficient to construct a map

h':Z(X')—> A(SY)s A g AZX)

so that the compositions
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F(R™, n) Xz X" & F(R™, n) Xz, (X')"—> Z(X") %> A(S")+ Ast AZX)

equal the maps A, constructed above. i
Our next step therefore is to extend h, =j, X a,, to a map h,:F(R”, n) Xz,
(X')"— A(SY). Ast A(ZX). We first extend @, to a map «,,: (X')" — A(ZX).

To do this consider the map
o (X')—>I"
defined by @(xg, . .., x,-1) = (7o, . . . , T,—1), Where

1__{0 ifx,;,e XcXLI/*~0=X"'
a x; ifx;elcX'.

@ is clearly a well defined continuous map. Notice that the restriction of & to
X"c(X')" is the constant map at (0,0,...,0)el”. Now let [=
I(xg,...,%X,—1)=To+ -+ 1,_; and consider the n points z,,...,2,_,in R/Z,
defined as follows. Let zo =0 € R/Z, and inductively define z;., to be z; + r; where

1—’; ifl<n

r=94n-—
0, ifl=n

(Note: [=n iff each x; is the basepoint 1elcX'.) Observe that if
(xgs . - - X)X " (X')", then (zo,...,2,.1)=(0,1/n,2/n,...,n—1/n).
Moreover, note that if any x; =1 €I < X', then 7; =1 and hence z;,, = z;.

Let S! be a circle of circumference r and let

T(Xgy ooy Xu1):8'=R/Z—>S) v:--VS]

be the map defined by identifying the points z, . . . , z,_, € R/Z to the basepoint.

Now define the map i,:S;}— S to be the linear stretching map, induced by the
map of intervals [0, r]— [0, 1] given by multiplication by 1/r if r >0, and defined
to be the inclusion of the basepoint if r=0. Finally, define the map
(X0 - - X,—1):S'— ZX to be the composition

(X0 - 5 Xp_y):S? SpveevSl ——\/S!

F(XQs .-+ Xn—1) Th-1 vi,i M

>3ZX (1.2)

ay(r(xo)) v+ vay(r(xn-1))
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where r: X' — X is the retraction defined earlier, and where «;: X — Q22X is the
adjoint of the identity. A check of the definitions of the maps in formula (1.2)
shows that it induces a well defined continuous map

@, (X')'— AZX.

Moreover by comparing it to formula (1.0) one sees that a,, extends a,,: X" —
A(ZX).

We now extend a, to a continuous map h,:F(R”, n) X, (X')"— A(S"), Ag
A(ZX) that extends h,,.

Consider a point (5, %)= (So, ..., S,—1) X (X0 - x,-1) € F(R™, n) Xz (X')".
Let zy---z,_, be the n points in R/Z=S" defined above. (So zj,, =2z +r.)
Define j,(5, X):S'— R™ to be the affine map with vertices at z, . .., z,_; with
the property that

in(8, X)(2)) = ja(5)(2),

where j,(5):S'— R” is the map described earlier. Notice that j,(5, X) and j,(3)
are not equal maps since they are affine maps with respect to different sets of
vertices. (The vertices of j,(s, X) are z,, ..., z,_; and the vertices of j,(5) are
0,1/n,...,n—1/n.) Indeed j,(5,%x) and j,(s) are equal if and only if
(z0:**2,-1)=(0,1/n,...,n—1/n).

We now define

h,:F(R™, n) X (X")"— A(S!) X A(ZX) (1.5)
by Hn(SO: sy Sn—l) X (x()) “ o0y xn-—l) = (jn(:s:’ f); 205 -+ Zn-—l) X ar'z(x() Tt xn—l)'

Observe that 4, is not equivariant with respect to the inclusion i,:Z, < S'.
However we claim that A, does induce a map on orbit spaces

h,:F(R*, n) Xz (X')"—> A(S)), Ast A(ZX)
(which necessarily extends A, since 4, extends j, X a,.) To see this it is enough to

observe that if t €'Z, represents the generator, so that i,(¢)=1/neR/Z=S",
then

ha(tG, 7)) = B(E) - ha(5, %)

where B(¥) e S' =R/Z is given by B(X)=1- z,_,, where z,_, is as above.
Now notice that by the definitions of j,(5, X):S'>R* and a,:(X')"—
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A(ZX), if the j™ coordinate x; of (xo---x,-)€(X’)" is the basepoint
(i.e., x;=1lelcXUI/*~0=X'), then h,(So-*"Sp—1XXp"**Xp_1)=
G X); 205+ + - » Zn_1) X Cp(Xoy - - - » Xn_1) EA(SY) s Agt A(ZX), is equal to
Ry 1(So " *Sj—1, Sj+1s - -+ » Sn=1 X X0, .+ . , Xj—1, Xj41° * * Xo—1). This is essentially
because if x; =1 then unless xo=x,=---=x,_,=1, we would have z;,, =z If,
however, xo=x,=---=x,_;=1, then a,(l1, ..., 1) is the basepoint in A(ZX)
and hence the images of both h,(s¢::°s,-1Xxp°--X,—;) and
Rr—1(So***Sj=1, Sj+1s - -+ » Sn—1 X Xo * * “ Xj—1, Xj41, - - . , Xo—1) are the basepoint in
A(SY), Ast A(ZX).
Now this is precisely the relation needed so that the disjoint union of maps

L h,: HF(R”, n) Xz (X')"— A(S")+ Ast A(ZX)
n n>1
factors through a map
h':Z(X")— A(S} Ag A(ZX).

Now as argued above, since each h, extends h,, the existence of 4’ implies the
truth of Theorem 1.1.

§2. The stable splitting of Z(X); the proof of Theorem B
The goal of this section is to prove Theorem B, which we now restate:

THEOREM B. There is a splitting of suspension spectra

3°Z(X)=\ Z(EZ,, Az, X™).
n>1
Now recall that Z(X) is a naturally filtered space, with m™ filtration given by
E.(Z(X)) = 11 F(R", n) Xz, X"/~ Z(X)
n=1

Notice that the subquotients are given by
F.(Z(X))/ Fp—i(Z(X)) = F(R*, m), Az, X"™ =EZ,, Az X™.

Thus Theorem B will follow from the following splitting theorem.
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THEOREM 2.1. For each m there exists stable ‘‘retraction” map
Ve 2°F,(Z(X))— 2°F,,_(Z(X)) with the property that the composition

>*F,_(Z(X)) -5 Z°E,(Z(X)) = 2*F,_,(Z(X))

is homotopic to the identity. Here i is the inclusion of the m — 1* filtration into the
m*™ filtration.

Proof. We begin by recalling now F, (Z(X)) is built out of E,,_,(Z(X)).

Let X™ < X™ be the subspace consisting of m-tuples (xi, ..., x,) with at
least one of the x;’s equal to the basepoint * € X. X™ is a Z,,-invariant subspace of
X™ and so we may define the map

fn:F(R™, m) Xz, X" — F(R”, m) Xz, X"

to be induced by the inclusion X™ < X™. Now define a map g,,: F(R™, m) X,_
X™— E,_(Z(X)) as follows.

Consider a point (f1, ..., t,) Xz (X1, ..., X,) € F(R®, m) Xz X™. Suppose
that k of the points in the n-tuple (x;,...,x,) are the basepoint. Say
x;=---=x;, =*e€X. (By the definition of X™, k =1.) Consider the projection
map that sends (t,, ..., %) Xz, (x1, ..., x,) to the point in F(R”, m —k) X,
X™* given by deleting the iy, ..., i, coordinates in both (¢,...,¢,) and in
(x4, ..., X,). By the identifications in the definition of F,,_;(Z(X)) one sees that
these projections induce a well defined, continuous map

8m3F(R°°’ m) xZ,,,Xm—')Fm—l(Z(X))'

Notice furthermore that F,(Z(X)) is the equalizer (or strict pushout) of the
maps f,:F(R”, m) Xz X"—F(R*,m)Xz X™ and g, :F(R*, m)X; X"—
F,_(Z(X)). That is, F,(Z(X))=F,-«(Z(X))UF(R", m) Xz X"/~ where for
z e F(R™, m) Xz X™ we set f,,(z) = gn(2).

Now since the basepoint * € X is nondegenerate, the inclusion X™ € X™ is a
Z,-equivariant cofibration, thus f,,:F(R*, m) X, X"—>F(R",m) %X, X™ is a
cofibration.

This implies that F,,(Z(X)) is homotopy equivalent to the homotopy equali-
zer. E,(Z(X)) of the maps f,, and g,,..

That is, F,,(Z(X)) is the double mapping cylinder,

F.(Z(X)) = (Fai(Z(X)) L F(R™, m) Xz, X") LI(F(R™, m) Xz, X™) X I/~
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where for (z, t) c (F(R™, m) X, X™) X I we identify (z, 0) ~f,,(z) and (z, 1)~
8mn(z). Thus the following diagram is a homotopy pushout diagram:

F(R*, m) X, X™ = F(R*, m) Xz, X"

gml 1 2.2)

Fo (Z(X)) — F.(Z(X))=F.(Z(X))

where the two unnamed maps are the obvious inclusions.

Now the suspension functor () that associates to a space its suspension
spectrum, is a functor that preserves homotopy pushout squares. Hence the
following is a homotopy pushout diagram of spectra.

S*(F(R*, m) x5 X™) == S*(F(R*, m) Xz, X™)

gml 1 2.3)

Z(Fai(Z2(X)  —>  2ZH(E(Z(X))

Thus by standard properties of homotopy pushout diagrams, to prove that
there is a retraction map 7,,:2°F,(Z(X))— 2°(F,-(Z(X)) it is sufficient to
prove that there is a retraction

Pm:Z°(F(R, m) Xz X™)— Z“(F(R”, m) Xz_X™)

of the inclusion f,. That is, we have reduced the proof of Theorem 2.1 (and
hence Theorem B) to the following.

LEMMA 2.4. There exists a stable map p,:Z*(F(R”, m) Xz X")—
I=(F(R™, m) Xz, X™) so that the composition p,,°f,, is homotopic to the identity.

Note. This lemma also implies that the cofiber of f,, = EZ,, A, X™ is a
stable wedge summand of EZ, X, X™. Indeed the reader can verify that the
proof below actually proves that EG, Ag X™ is a stable wedge summand of
EG X5 X™, where G is any subgroup of X, acting by permuting coordinates.

Proof of 2.4. We study the stable homotopy type of F(R™, m) Xz X™ in
some detail. First notice that the homeomorphism X, A X, = (X X X), general-
izes to give a homeomorphism

F(R*, m), Az, X¢m = (F(R®,m) Az, X™),.
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Thus we have an equivalence of spectra

S*(F(R™, m) Xz, X"), =Z"(F(R*, m), nz, X))
=F(R", m), Az X*(X,)"™ (2.5)
where the second equivalence is a special case of the well known observation that
an extended power of a suspension spectrum is equivalent to the suspension

spectrum of the extended power of the corresponding space. This follows directly
from the definition of extended power spectra for which we refer the reader to
[Br].

Now the spaces X, and X v §° are homeomorphic, although their basepoints
are in different components. Once we suspend them they are (based) homotopy
equivalent and hence the resulting equivalence of spectra

Z=(X,)=3Z"(X v 5%

induces an equivalence of spectra

F(R™, m), Az, Z(X,)™ =F(R”, m), Az, Z5(X v §°)¢™
=3"(F(R®,m) Az (X v §9)m)y (2.6)

But this last spectrum clearly splits as
S®(F(R*,m), Az, (X v SO)™)=S°v Z°F(R*, m), Az, X" v © (2.7)

where O is used to denote the remaining wedge component.
Now let

P Z°(F(R, m) X5 X™)—> ©

be the composite Z(F(R*, m) Xz X") > Z*(F(R”, m) Xz, X’")+-5"-'> © where

R, is induced by the equivalences in 2.5 and 2.6 and by the obvious projection
onto the component given in the splitting in 2.7.

Now it is clear to see what effect the equivalence in (2.5)-(2.7) have on
homology groups. Using this it is an easy exercise that we leave to the reader to
check that the composition

I*(F(R™, m) Xz, X") 2 3=(F(R=, m) X, X™") 2% @
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induces an isomorphism in homology, and is therefore an equivalence of spectra.
The existence of the retraction p,,:Z(F(R™, m) X, X™)—Z*(F(R*, m) X,
X™) of f,, necessary to prove 2.4 is now clear.

Remark. Notice the similarity between the above proof of the splitting of
Z(X) (Theorem B) and the second author’s proof of the Snaith splitting of
€"3"X (and in particular of the Dyer—Lashof model C(X)) given in [Coh]. In
[Coh], however, much use was made of the existence of natural homomorphisms
between the symmetric groups, 2,,_; and X,,. Since no analogous homomorph-
isms exist between the cyclic groups, the above modifications of the argument
were necessary. We leave it to the reader to check that the above argument also
works to give a proof of Snaith’s splittings.

We end this section by using Theorem B to make a calculation of H,(Z(X)).
We first need the following calculational result.

LEMMA 2.8. Let G be a subgroup of the symmetric group of 2,. Let G act on
X" by permuting coordinates. We then have

H*(EG XGXn) = H*(G; {H*Xn})
Proof. This is a classical result of Steenrod.

COROLLARY 2.9. H,(Z(X))= ® =1 H(Z,; {H.(X™)}) where H.(_)
denotes reduced homology.

Proof. Consider the cofibration sequence
EZ, X7, X" < EZ, X7, X"—>EZ; A7, X™.

Since the inclusion H,(X") < H,(X") is a monomorphism, then by 2.8, the Serre
spectral sequence of the fibration X"— EZ, X, X"— BZ, also collapses, and
fn:H(EZ,%X; X*)->H,(EZ,%; X") is therefore a monomorphism. Thus
H(EZ} Az X™)=coket f,, = H(Z,; {H,(X™)}). 2.9 now follows from the
splitting in Theorem B.

§3. Proof of Theorem A

In this section we prove Theorem A by proving that any map h:Z(X)—
ES% Ag A(ZX) satisfying Theorem 1.1 induces an isomorphism in homology.
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Observe that since the identification map
HEZ, Xz X" Z(X)

induces a surjection in homology (2.8 and 2.9), then all maps #:Z(X)— ES. A g
A(ZX) satisfying 1.1 (i.e., that extend the map LA, : L1EZ, X; X"—ES. Ao
A(ZX)) induce the same homomorphism in homology. Thus we are essentially
reduced to computing the homomorphism,

h,-:H(EZ, X7 X")— H,(ES\ Ag A(ZX)).

Our first step is to prove that Z(X) and ES), A g A(ZX) have the same homology
groups.

PROPOSITION 3.1. H,(ES. Ay A(ZX)) = ®,-1 H,(Z,; {H,X™}).

Proof. This proposition will follow by combining several calculations of
Loday and Quillen [L-Q] of certain “cyclic homology” groups, with results of
Burghelea [B] and Goodwillie [G] concerning how these calculations are related
to free (unbased) loop spaces. We therefore begin by collecting some basic facts
about cyclic homology theory.

Let A be an associative (differential graded) algbra with identity over a
commutative ring k. As in [L-Q] we write A" for the n-fold tensor product A®”
of A over k. Define

b':A"*1— A" by the formula

n-1
b'(ag,...,a,)= 2, (-1)(aq, ..., a8, ..,a,)
i=0

and define b(ay, . .., a,)=b'(ay, . .., a,)+(-1)"(a,a9, ay, . .., a,).

The complex CH,(A):-- -2 A"'25 A" 2 ... A is the acyclic Hochschild
resolution of A as a module over A @ A°?. By considering the tensor product
complex CH,(A)®,g4»A we get a chain complex CH,(A):-:-—

A" 5 A" ... 5 A called the Hochschild complex for A. (Note: this is a
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bigraded complex if A is a D.G.A. Its homology, called the Hoschild homology
of A, we denote by HH,(A).

Loday and Quillen have studied the following double complex, the analogue
of which when A is a differential graded algebra was studied by Burghelea,
Staffeldt, and Goodwillie [B, S, G].

CC.(A):
I b J
A" 1+ (-1)™ A" N n o l+(=m
s 3 )
Ar-! T+(=nmh Al PR S An1 L+ =Dk

o

A A «—F— A «— -

So the even degree columns are the Hochschild complexes and the odd degree
columns are the acyclic Hochschild resolutions. In the n'" row the symbol ¢ is the
automorphism of A" given by

t(ay,...,a,)=(@, ay,...,a,_1)

and N=1+t+---+¢"!is the corresponding norm operator on A”. Notice that
the n™ row is a complex whose homology is H,(Z,; {A"}) where Z, acts on A"
via the operator t.

In [L-Q)] it was shown that CC,(A) is in fact a double complex whose
homology, which we denote HC,(A) is called the cyclic homology of A. In the
case when the ring k is a field of characteristic zero it is shown that this definition
agrees with that of Connes in [Con]. If A is an augmented algbra with
augmentation ideal A, so that A=A @k as algebras, the reduced cyclic
homology, HC,(A) is defined by HC,(A) = HC,(A).

Several calculations of HH,(A) and HC,(A) were done in [L-Q]. The ones
that concern us here are the following:

PROPOSITION 3.2. HC,(k) = H,(CP™; k).
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PROPOSITION 3.3. Let V be a k-module and let A=T(V)= @D,,-0 V™ be
the tensor algebra on V. We then have

(@ V™/1—t ifq=0

m=0

a. HH,(A)={ ® (V™)  ifq=1

m=1

\0 ifg>1
where t is the cyclic permutation of V™ defined above, and where (V™)' and
V™/1 — t are the invariants and coinvariants of t respectively.

b. HC,(T(V))= GEOH,.(Zm; {v™hH

Remark. In part a the isomorphism @ ,, (V™)' — HH,(A) is induced by the
map V" =V" '@ V' A ®A=CH(A) (see [L-Q, §5])

Burghelea in [B] and Goodwillie in [G] described in detail certain algebraic
relationships between the free loop space A(X) and Hochschild and cyclic homology
theory. Their studies involve the differential graded algebra &,(M(X); k), the
singular chain complex on the Moore-loop space of X, M(X), with coefficients in
a field k. This is an algebra via the usual multiplication of Moore loops. (N.B. the
Moore loop space M(X) is used instead of the usual based loop space QX
because the singular chains ¥,(M(X)) is strictly associative, where &,(£2X) is
only chain homotopy associative.)

In [G, §V] Goodwillie constructed a map of chain complexes from the
Hochschild complex of &,(M(X)) to the singular complex of A(X),

¥ :CH . (¥.(M(X))— &.,(A(X))
defined via the compositions

LaMX)™ 2 LLMX)™) 2 FAAX)Y) 2 Lasn(AX))

where ¢ is the shuffle map (that induces the Eilenberg—Zilber isomorphism), A"
is the standard n-simplex, A(X)* is the space of maps from A" to A(X), u is the
standard juxtaposition map, and 4 is induced by the map

A MX) = AX)Y
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defined by
Mo~ £)60--5)O = U=+ £) (e 12D ~ T s 151
Here fe M(X), fo+---" f. € M(X) is their product, (so- - -s,) € A", |f| denotes

the length of a Moore loop, and ¢ is an element of S' parameterized by the
interval [0, X |f]]. (see [G] for details of these maps. Note our notation is
somewhat different than his.) In [G] the following was proved.

PROPOSITION 3.4. The map ¢ :CH (¥.(M(X))— . (A(X)) induces an
isomorphism in homology,

V. HH (S (M(X); k)) = H (A(X); k).

Now in [G] Goodwillie proved that v is actually an isomorphism of cyclic
objects in the sense of Connes [Con] and used this to prove the following.

PROPOSITION 3.5. There is an isomorphism

Y5 HC (¥, (M(X); k)= H (ES Ast A(X); k).

Remark. The isomorphism w5 in 3.5 is induced by v in an explicit way
described in detail in [G].

From now on we will assume that all chain complexes will be over a field &

and all homology will be taken with k-coefficients. Now consider the map of
singular chains (over k)

@y F (X)) F(QEX)— ¥ (M(2X))
induced by the map a,: X — Q23X described above.

Let #,(X) denote the reduced chains on X and let T(%,(X)) denote the
tensor algebra. Consider the chain map

pa: T(Fu(X)) > £ M(ZX))

induced by the compositions

FuX)' © LX) 3 LX) 2> S (M(ZX)") - F (M(ZX))
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where ¢ is the shuffle map and the last map is induced by the multiplication in
M(2X). The following is well known.

LEMMA 3.6. pu,:T(Z.(X))— ¥.(MZX) is a chain homotopy equivalence of
differential graded algebras.

Finally, let r,:%,(X)— H,(X) be any chain homotopy equivalence, where
H,(X) is viewed as a chain complex with trivial boundary map. r, exists because
we are working over a field k. Then we get an induced chain homotopy
equivalence of D.G.A.’s.

re: T(Z4(X))— T(H (X)) (3.7
Now since both Hochschild homology and cyclic homology are invariants of the
chain homotopy type of a D.G.A., then, by combining 3.3a, 3.4, 3.6, and 3.7 we
obtain a calculation of H,(AXX):

PROPOSITION 3.8. There exist isomorphisms

H*(A(ZX)) ('E' HH*(y*(M(EX)) '—r:i—:?HH*(T(H*(X)))
= @OH*(X)'"/l —t® GBI(H*(X)"‘)‘.

Similarly, by combining 3.3b, 3.5, 3.6, and 3.7 we obtain the following
calculation of H,(ES’ Ag A(Z(X)), which shows, by comparison to 2.9 that it is
isomorphic to H,(Z(X)).

PROPOSITION 3.9. There exist isomorphisms

H(ES} At A(ZX)) & HC(#,(MEX))—=—> HC(T(H, (X))

= @ H,(Zn; {H.(X)"})

We now proceed to show that the map h: Z(X)— ES} Ag A(ZX) constructed
in the last section induces a homology equivalence. Now as observed in the
beginning of this section, the projection map

p:UEZ, x; X"—> Z(X)
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induces a surjection in homology and so the map h,:H (Z(X))— H,(ES} Ag
A(ZX)) is determined by the fact that it extends each h, :H (EZ,Xz X")—
H,(ES% Agt A(ZX)). We notice furthermore that by 2.8 and 2.9 the kernel of the

p.:®, HJZ,; (H (X)) =® H,(EZ, Xz, X")— H,(Z(X))
=0, H*(Zn;H*(X)n)

is given by the sum of the kernels of the reduction maps
Pn.: Ho(Zs; {H (X)"}) > Hu(Z,; {H.(X)"))

induced by the natural reduction H,(X)— H,(X). Hence in view of 2.9 and 3.9,
to prove that h,:H,(Z(X))— H,(ES} Ast A(ZX)) is an isomorphism, it is
sufficient to prove the following.

THEOREM 3.10. The kernel of ©, h,,:®, H,(Z,; {H, (X)"})=H,(EZ, X2,
X")— H,(ES\ Ast A(2X)) is equal to the kernel of the reduction map
©, H(Z,; {H,(X)"} > &, Hu(Z,; {H.X}"}.

Proof. Consider the circle bundle over ES'XxgA(ZX) classified by the
projection map x:ES' Xg A(ZX)— ES' Xxg* = BS'. The total space of this
bundle is ES' X A(ZX) which is homotopy equivalent to A(ZX).

Similarly, consider S'-bundle over EZ, X, X" classified by the composite

EZ,X 7, X" > ES' X9 A(£X)— BS',

which, by the definition of A, is homotopic to the composition

EZ, X, X"—EZ, X * = BZ, —> BS'

n Bi,

where Bi, is induced by the homomorphism i,:Z, < S'. The total space of this
bundle is easily seen to be S' X, X". Moreover, h, induces a map of associated
circle bundles, which on the total space level can be seen to be homotopic to the
map

h,:8' Xz X" — A(ZX)
defined to be the composition
E,,:S‘xZ"X"—l;;?Slxz"A(Z’X)——‘;-)A(ZX) (3.11)

where u is given by the S! action on A(ZX).
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The main step in proving 3.10 will be calculating the homomorphism
hn,:H\(S" X2, X")— H(A(ZX)).

One can observe that for dimensional considerations, the Serre spectral
sequence for the homology of the fibration sequence

X"—>S'x, X"—>S§!
collapses at the E,-level. Thus we have
H,(S' Xz, X")=H,(S"; {H.(X™)})

where Z = m,(S') acts on H,(X") through the projection Z— Z, by cyclically
permuting coordinates.

To compute this group, consider the following resolution of Z as a module
over the group ring Z[Z] = Z[x, x7'].

0—Z[x, x7 )5 Z[x, x> Z

where €(m-x")=mZ and where 9,(m - x")=m(x" —x""")eZ[x, x~']). Taking
the tensor product of this resolution (over Z[Z]) with H,(X"), one sees that we
get the following chain complex C,(S'; {H,(X")}), whose homology is
H (S {Ho (X")} = H, (5" Xz, X").

Co(8"; H(X™)):0—> H\(X") 7= Hu(X™)— 0 (3.12)

where t € Z/n is the generator which acts by cyclically permuting coordinates. We
therefore have the following

COROLLARY 3.13. H,(S' X X")= H,(S; {H.(X")}) and

H,(X")/1-t, ifq=0
Hq(sl; {H,(X")}) =4 H, (X" ifg=1
0 otherwise

Compare this calculation with the calculation of H,(AZX) given in 3.8. By
comparing the Gysin sequences for the S' = SO(2) bundles ES' x (§' X, X")—
EZ,%x; X" and ES' X (AZX)— ES' X AZX and by using the calculation of
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H,(ES'xg AZX) given in 3.9, it is easily seen that Theorem 3.10 is a
consequence of the following.

PROPOSITION 3.14. The kernel of h,:H (S' Xz X")— H,(AZX) is equal
to the kernel to the reduction map

H*(sl;(H*(X)n}) e H*(Sl;{H*(X)n)})

| i

H, (X")/1=t, ®H(X") — H,(X)"/1—1t,D(H. (X))
Proof of 3.14. Consider the bigraded chain complex

C(S'; #(X"):0> & (X") 1> F(X")—>0

The homology of this double complex is, by the above arguments, equal to
H.(S'; H,(X")). Consider the map of (double) chain complexes

Yx: Ca(8"s F(X™) > CH (T(Z,(X)))
defined as follows:
Yo: Co(S"; Z+(X™))— CHy(T (¥ ,(X)))
is defined by the map
LX) 2 F(X)" > F(X)" € T(F(X))

where ¢ is the usual component map and p is the reduction. Define
Y1:Ci(SY; £ (X)) — CH\(T(Z.(X)) by the composition

ley*(Xn)'? 'S’an:(lY)’l = y*(X)n“l ®y*(X)';§? 9*(X)n—1 ®§)*(X)
c T(%.(X)) ® T(5.(X)) = CH(TZ (X))

the Hochschild differential

Notice that by the formula given for
’ vn—l) ® U, € 9*(X)n—l ®

b:T(Z.(X))*— T(¥.(X)), we have that for (v, ...
ZF.(X)c T(Z.(X)) ® T(Z.(X)), then

b((vl, ey 'U,,_1)®Un) =(UD e o0y vn) “('U,,, Uy, Upr vn-—l)
c Z.(X) € T(Z(X)).
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Thus by the above formula for y, and y, we have that
boyi=v0°(1—1,):C(S"; F(X™))— CH(T(Z.(X)))
Thus y, is a map of chain complexes.

LEMMA 3.15. The map h, :H,(S' Xz X")— H,(AZX) is given by the
composition

Y - -
H,(S' Xz, X")=H,(S"; {H(X"))) > HH (T (%(X))) % H.(AZX),
where v, is induced by the chain map described above, and v is the composite

Y. :HH (T (X)) 72 HH (T(H (X)) 3> HH (¥,(M(2X))) 3 H(AZX).

Notice that with respect to the isomorphism H,(S'x, X")=H,(X")/1-
t, ®H,(X")" given in (3.13) and the isomorphism H,(A(ZX))= & H . (X)™"/
1-t®D,,-, (H,(X)™) of (3.8), then the remark following 3.3 and 3.15 imply
that A, : H,(S' Xz X")— H,(A(ZX)) is given by the composition
H,(XM)/1—t,— @H(X")' > H (X)"/1-1® (H(X)")
c EBOH*(X)'"/l —-tD EBI(H*(X)'")'.
m> m>

Hence proposition 3.14 (and hence Theorem 3.10) would clearly follow from
3.15. ‘

Proof of 3.15. Consider the map of chain complexes
FuoiCy(Sh (X)) > Fu(S' X2, X7)

defined as follows.
Fy: S (X") o P0(8' X7, X")

is induced by the inclusion X" >0 X X" & §' x, X"

F:G(S% Fu(X™) > u(S' X7, X")
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is defined by the composition

Fi: S (X" H(SY) @2, F (X ") S o-i(S X 2, X7)

where g(0) = e ® o, where the 1-simplex e: A' =1— S is given by e(t) = e*™, In
the above composition, ¢ is given by the shuffle map.

The chain map F, is clearly a chain homotopy equivalence.

Now consider the following diagram

Cu(S'; Fu(X™)) =2 Fo(S' X2, X™) 2255 #,(AZX)

2 Is

CH (T(Z.(X))) = — CH.(M(2X))

A tedious but straightforward exercise using the explicit definitions of the chain
maps given above, shows that this diagram commutes up to sign. Lemma 3.15
now follows.

Now as argued above, Lemma 3.15 was the last step in proving that

h:Z(X)— ES. Ag A(ZX)

induces a homology isomorphism with coefficients in any field, and hence an
integral homology isomorphism.

Remark. It is easily checked that if X is 1-connected then so are both Z(X)
and ES) Ag AZX and hence in this case h is a homotopy equivalence.
§4. Z(X) and the Dyer-Lashof construction

As before, let C(X) be the Dyer-Lashof construction,

LI C(X)= LILF(R", n)Xs X"/~
n>1

where, as in the definition of Z(X), the equivalence relation ‘“~”’ is generated by
(tl’ «% %3 tn) X;;”(xl, osay x,,_,*)~(t1, ‘eey tn—l) xzﬂ-l(xl, . v ,x,,__l). If Xis a
connected C.W. complex there is a homotopy equivalence

g: C(X)— Q(X) = 272%(X).
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This theorem and its generalizations to the finite loop spaces £2"2"(X) are proved
in May’s book [M].

Notice that the inclusion homomorphisms Z,< 2%, induce maps
Pn:F(R%, n) Xz X"— F(R”, n) Xz, X" which in turn induce a map

p:Z(X)— C(X).

By means of the homotopy equivalence h:Z(X)— ES% Ag A(ZX) and
g:C(X)— Q(X) we get an induced map, which, by abuse of notation we also call

pES, rg A(ZX)— Q(X).

The purpose of this section is to analyze this map.

To ease notation, let B(X) denote ES. Ag A(ZX). Notice that B(*) =* and
so if C is any contractible space and H:C— C is a contraction (C denotes the
cone on C) then H induces a contraction

—
B(H):B(C)— B(C).
Let u:B(X)— B(ZX) and I: B(X)— B(ZX) denote the maps induced by the

inclusions of X in ZX as the upper and lower cones, respectively. We then have
the following homotopy pull-back diagram:

QB(ZX) — B(X)

l )

B(X) —— B(ZX)

1

By the pull-back property, the inclusions B(X)— B(X) induced by the
inclusion X e X lifts to a map

E:B(X)— QB(2X).
Iterating this procedure we get a stable version, B°(X) = l_i_ngk Q*B3*(X). See

[W] for a more detailed version of this stabilization process.
Note that

B'(X) = lim Q*ES} Ay A(Z*'X).
k
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Now consider the map
i : QX — QXES?, A9 A(ZF(X))
defined to be the k-fold loops of the composite map

IEXO Q3 (Z*X) = QX < A(Z*T(X)) > ESY As AZH(X)).

Notice that i factors up to homotopy as the composition

i QX = QF(Z(E*X)) - QZ(E (X)) o2 Q*ES, Ag A(ZF1X). (4.0)

Now the inclusion F(Z(2*X))< Z(2*X) is easily seen to be 2k connected,
essentially since F/F, = F(R”, 2)* A2, (Z*X)® is 2k + 1-connected. Thus the
map i, is k-connected. Hence when we pass to the limit, we have the following.

LEMMA 4.1. The induced map i: QX — B°(X) is a homotopy equivalence.
The following will give us our description of p: B(X) = ES} Ang A(ZX)— OX.

THEOREM 4.2. The following diagram homotopy commutes.

Z(X) —> ES. rng A(ZX) = B(X)

"1 "l lg

C(X) 5> 0x =  B(X)

Remark. The point of this theorem is to say that with respect to the homotopy
equivalences i, g and h above, the natural map p:Z(X)— C(X) induced by the
inclusions Z, & %, is given by the stabilization map

E:B(X)— B*(X).

Proof of 4.2. The left hand square commutes by the definition of p: ES! A g
A(ZX)— Q(X). Thus, since h and g are equivalences its enough to show the
outside rectangle homotopy commutes.

Let Z°(X) = lim, Q*Z>*(X), then by the observations made above, the map
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110X QF2"Xo Q723X = Z°(X) is an equivalence. Now similar to what
was done above, let C*(X) = lim, Q*C(Z*X) and Q°X = lim, Q03X = QX.
Consider the following diagram.

B(X)
@
Z(X) -5 z:(X). >  B'(X)
1 o e« o]
CX) > CX) - O°'(X)=0X

. ®

[3

h

where the superscript “s” on the maps #°, g°, p* denote the maps induced by &,
g, and p respectively on stabilized functors.

Note that quadrilaterals 1, 2, and 3 in the above diagram homotopy commute
by the naturality of the stabilization functor E. The fact that triangle 5 homotopy
commutes was verified above (4.0). In triangle 4 we claim that i;: QX — Z°(X)
and gop°:Z°(X)— QX are homotopy inverse to each other. To see this, note
that g°cp°ci;: OX— QX is a map of infinite loop spaces that is homotopic to the
stabilization X < QX when restricted to X. Thus g’°p®ei; is homotopic to the
identity.

These observations put together imply that the outside of the above diagram
homotopy commutes, but this is the same as the outside of the diagram in the
statement of 4.2. This proves Theorem 4.2.
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