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On the non-vanishing of cotangent cohomology

LucHEzZAR AVRAMOV and STEPHEN HALPERIN

To E. S. Golod on his fiftieth birthday

1. Introduction

In this paper rings are always commutative, noetherian with identity. With a
ring homomorphism f:R—S§ there is associated its cotangent complex Ly,
defined uniquely up to isomorphism in the derived category of the category of
S-modules. Introduced in dimensions =1 by Grothendieck for the study of
deformation theory, it was extended to dimension 2 by Lichtenbaum-
Schlessinger and subsequently constructed in all dimensions by André [1] and
Quillen [15]. The elegance and flexibility of their approach, which makes essential
use of simplicial methods, is accompanied by a considerable computational
complexity, so that information on the higher cotangent cohomology groups
T'(S | R, M) & H' Hom (Lsjz, M) has remained very scarce, except for the cases
where they are known to vanish for all S-modules M.

Indeed, the vanishing of T°(S | R, —) in low dimensions has been shown to
characterize important classes of maps, and to display remarkable rigidity
properties, as illustrated in the Vanishing Theorem below. For the precise
statement we need the following terminology, generally in accord with [16; esp.
Exposé VIII].

Recall that S has flat dimension <n over R (fdg S <n) if Tor? (S, =) =0, i=n
or, equivalently, if S admits an R-flat resolution F, with F, =0, i =n. Similarly,
Lsiz has projective dimension <n (pdslge<n) if T'(S|R, =)=0, i=n or,
equivalently if Lgg is isomorphic in the derived category to a complex P, of
projective S-modules with P, =0, { =n.

The ring homomorphism f:R—S is called smooth if it is flat, with
geometrically regular fibres. (Departing from [16] we do not insist that S be a
finitely generated R-algebra.) More generally, f is smoothable if it can be factored
as R4 Q% § with g smooth and & surjective, and so if S is a finitely generated
R-algebra then f is smoothable.

Finally, a smoothable ring homomorphism f:R— S is said to be a locally
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170 LUCHEZAR AVRAMOV AND STEPHEN HALPERIN

complete intersection (1.c.i.) map if for each prime ideal q of S the ideal (ker k),
is generated by a Q. regular sequence —here q'=h"'(q). It is known ([16;
Exposé VIII, (1.3)] or the Vanishing Theorem below) that this condition does not
depend on the choice of factorization of f. Evidently the properties of being
smooth, or l.c.i., localize.

We can now state the Vanishing Theorem, essentially due to Grothendieck for
(1) and to Lichtenbaum-Schlessinger for (2), but proved in the generality stated
below by André [1; Supplément, Théoréme 30 and Chap. VI, Théoréme 25].
(See also Quillen [15; Theorems 5.4 and 5.5].)

VANISHING THEOREM. (1) For a homomorphism f the following are
equivalent:
(i) fis smooth;
(i) pdsLlgr <1;
(iii) T'(S|R, =) =0.
(2) For a smoothable homomorphism f the following are equivalent:
(i) fis lc.i.;
(i) pdsLgr<2;
(iii) T*(S|R, =) =0.

In relation to these results Quillen ([15; p. 76]) sets the following:

“Unsolved Problem. Characterize the morphisms . . . of finite type, for which
the cotangent complex is of finite projective dimension. What computations we
have been able to make show this is rare and support the following conjectures:

CONJECTURE 1. If pds [LSIR < CXJ’ then pds ﬂ,is < 3

CONJECTURE 2. If pdsILS,R<oo and fdp S<w, then f is a l.c.i
homomorphism.”

(The original labels the conjectures (5.6) and (5.7) and uses slightly different
notation.)

Conjecture 1 is proved, when R is local and S = k is its residue field, in case
char (k) = 0 by combining [15, (7.4)] with the main result of [12], and in general
in [5]. In no other case has either conjecture been verified.

Our first theorem establishes, in characteristic zero, a result which is stronger
than the claim of Conjecture 2.

THEOREM A. Let f:R—S be a smoothable homomorphism such that
fdg (S) <, and suppose S contains as a subring the field Q of rational numbers.
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If q is a prime ideal of S, at which f is not l.c.i. then there exists an integer N
such that T'(S | R, S/q) #0 for i = N.

The proof of Theorem A is reduced by localizing to the study of local
homomorphisms f:(R, m, k)— (S, n,/) of local rings in which we need only
consider the behaviour of f at n. Thus we replace the conditions of smoothable
(resp. l.c.i. map) by factorizable (resp. l.c.i. map at n). A local homomorphism
f:(R, m, k)= (S, n, 1) is factorizable if it decomposes as R £> Q %> § with Q flat
over R, OQ/mQ a regular local ring and h surjective; and f is l.c.i. at n if f is
factorizable with ker & generated by a Q-regular sequence. If the maximal-ideal-
adic completion f:R— § is factorizable then f is called formally factorizable.

In this setup we get a stronger result (Theorem B below) than is needed for
Theorem A with, in particular, no restriction on the characteristic of k. For the
statement we recall (cf. §2 for more details) that the local homomorphism, f,
determines a class of augmented DG I-algebras F/: the homotopy fibre of f.
These in turn yield a class of naturally isomorphic graded Lie algebras, x*(F”).

If f is surjective and char k =0 then 7°*'(F/) = T'(S | R, k) — cf. §6 — and this
provides the connection to Theorem A and the reason for the restriction there to
characteristic zero.

THEOREM B. Let f:(R, m,k)— (S, n,l) be a factorizable (resp. formally
factorizable) local homomorphism such that fdg (S) <. Then either f (resp. f) is
an l.c.i. map at m, or else there is an integer N for which n'(F')#0, i = N.

The preceding results show how the structure of the map f is reflected by the
(non-)vanishing of certain homotopy invariants, hence — ultimately — in terms of
numerical data. However, they are reduced from the following structural
statement, which really lies at the heart of the matter.

THEOREM C. Let f:(R, m,k)— (S, n,l) be a factorizable (resp. formally
factorizable) local homomorphism such that tdg(S) <. Then either f (resp. f) is
an l.c.i. map at m, or else there are elements € n*(F"), B € n*(F') such that

(ad a)"B #0, n=0.

The last two theorems specialize to yield new homotopical characterizations of
local rings § which are complete intersections; i.e., which have the property that
in some Cohen presentation of the n-adic completion § as R/a, with R regular
local, the ideal a is generated by an R-regular sequence. Recall that the integer
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e;(S) = dim, 7'(S) is called the i-th deviation of S, and that it can be formally
defined from the identity of power series in Z[[t]]: X;~o dim, Torf(k, k) ¢ =
[Li>o (1 = (=) ei(S).

We then have

THEOREM D. The following conditions on the local ring S are equivalent:
(i) S is a complete intersection;
(ii) e;(S)=0 fori=3;
(iii) e;(S) =0 for i sufficiently large;
(iv) ei(S) = 0 for infinitely many values of i;
(v) n=%(S) is an abelian Lie algebra;
(vi) ©*(S) is nilpotent;
(vii) *(S) is Engel; i.e. there exists an integer n such that (ad «)” =0 for all
a € t*(S);
(viii) each a € w%(S) acts locally nilpotently on *(S).

Of course, (i)< (ii) is not new, being the Tate—Assmus characterization of
local complete intersections (cf. [13]), and (iii) <> (i) is the main result of [12]:
these statements, included for completeness, also follow easily during the course
of our proof. That (v) implies (i) was announced in [3]. The equivalence of (i)
with the remaining conditions was proved and announced by the authors ([7]) at
the conference held at the C.I.LR.M. of Luminy in June, 1982. We would also like
to point out that one of the ingredients in the proof of Theorem C is inspired by
an idea of Felix and Halperin ([9; Theorem 10.4]).

Let us finally note that the implication (iv)= (i) may be restated as the
assertion that e;(S)+# 0 for all but finitely many i’s, when § is not a complete
intersection. For connected graded algebras over a field of characteristic zero, this
was established earlier by Felix and Thomas [10; (IV.5)]. The motivation behind
these results is Conjecture C,; from [3], which amplifies an early remark from [13;
p. 154], and asserts that the vanishing of a single ¢;(S) already implies S is a
complete intersection.

2. Homotopy Lie aléebras, and the homotopy fibre

All differential objects are graded non-negatively below with derivative of
degree —1. Consider the category of differential graded algebras with divided
powers ( = DG TI-algebras; for definitions see, e.g., [13]), augmented onto a field.
Morphisms preserve all the structure and, in particular, commute with the
augmentation. Thus local homomorphisms of local rings are in the category, the
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rings being treated as concentrated in degree zero. A morphism which induces an
isomorphism of homology is called a quasi-isomorphism, and is denoted by —.

If R— k is a DG I'-algebra then the augmentation factors as R— R(X)—k,
where the first map is an inclusion of DG I'-algebras obtained by adjunction of a
set X of free anticommuting I'-variables, while the second is a quasi-isomorphism
sending X to zero. Then H(k ®; R(X)) is a graded I'-algebra independent of the
choices involved.

Recall that Moore [14] (but see also [11] and [8]) has extended the functor Tor
to the differential category. Here we have a natural identification ([8])

Tor® (k, k) = H(k ® r R{X))

so that Tor” (k, k) inherits the structure of a I'-algebra.

The graded vector space obtained from Tor? (k, k) by dividing the linear span
of products xy and divided powers y'(z) (x, y, z € Tor}(k, k), deg z even, i =2) is
denoted x,.(R). When H(R) is piecewise noetherian (H, is noetherian and each
H; is a finitely generated Hy(R)-module) each x;(R) is finite dimensional over k.
In this case its graded dual, 7,(R)", is naturally a graded Lie algebra, called the
homotopy Lie algebra of R, and written 7*(R). For more details the reader is
referred to [4] and [8]. Henceforth all DG I'-algebras will be supposed piecewise
noetherian.

(2.1) EXAMPLES. (1) If R is a regular local ring, the Koszul complex L on
a minimal set of generators of its maximal ideal is a minimal R-free resolution of
k, hence Tor® (k,k)=H(k®gxL)=k®gL=/\Torf(k, k), and =x*(R)=
m'(R). It is well known that this characterizes regularity: cf. e.g. [13].

(2) Let k{a,, ..., a,) be the exterior algebra on generators of degree 1 over
a field k. Let U denote the DG I-algebra k{(a,,..., @, Y1, ..., Ym) With the
y;’s variables of degree 2 and the differential defined by dy; =a;,, 1=i=m. It is
classical that H(U)=k. Hence Tor*{@va) (k, k)=H(k ® r(a,.. . U)=
k{¥i, ..., Ym), so that a*(k{(ay, ..., a,))=na*k{ay, ..., a.)=kn®--- D
kym)¥.

If f:(R—>k)—(S—!) is a homomorphism of augmented DG I-algebras, a
natural map f*:x*(S)— 1*(R) ® ! is defined, which is a homomorphism of
graded Lie algebras over . When f is a quasi-isomorphism, so that in particular
k=1, f* is an isomorphism.

Suppose now that f:(R— k)— (§— ) is an arbitrary morphism of augmented
DG T-algebras and let R— R(X)—k be as above. Then the augmented DG
I'-algebra



174 LUCHEZAR AVRAMOYV AND STEPHEN HALPERIN

is uniquely determined up to quasi-isomorphism ([4],[8]). It is called the
homotopy fibre of f.

On the other hand we can also factor f as R—R(Y)-%>S with ¢ a
quasi-isomorphism. The natural maps

S @rR(X) «<—R(X)Q®rR(Y)>k®rR(Y) (2.2)

are then quasi-isomorphisms ([4], [8]) of augmented DG I'-algebras. It follows
that F” is uniquely determined up to quasi-isomorphism and quasi-isomorphic to
k(Y)=k®rR(Y).

There is a natural identification

H(F')=Tor® (S, k),

and the observations above imply that the homotopy Lie algebra n*(F”) is also
an invariant of f, independent of the choice of F’. (The identifications between
two choices of homotopy fibre are themselves uniquely determined up to
homotopy, but we need not go into details here, and use the symbol F” to denote
ubiquitously any one of the DG I'-algbras in (2.2).)

The canonical inclusion S - S ®; R(X) is a map of DG I'-algebras, which will
be denoted j: S — F/. The importance of the notion of homotopy fibre is apparent
from the next result:

(2.3) FACT [4; (2.7)]. If Tor® (S, k) =0 for i sufficiently large, there are for
every n >0, six-term exact sequences of vector spaces over /

0___)”2n—1(Ff)_j:_> nZn-—l(S)_L)nZn—-l(R) ®kl

—a(F) L a(s) L a?(R) @, —0

Finally, we review the notion of minimal models, as introduced in this context
by Avramov (cf, e.g. [4]); they are our main computational technique. Let
e:R— k be a DG I'-algebra. A free extension of R is a DG algebra of the form
R[Y] obtained from R by the adjunction of a set Y of free anticommuting
variables (exterior in odd degrees, polynomial in even degrees) augmented by &
in R and 0 on Y, and such that R < R[Y] is a DG algebra morphism. The free
extension is called minimal if in k[Y] =k & g R[Y] the image of the differential is
in the square of the (maximal) ideal generated by Y.

Now observe that k[Y] is the direct sum of the subspaces k™[Y] linearly
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spanned by the elements of the form y; ----- yi, (v, €Y). Thus if R[Y] is a
minimal free extension we may write the differential in k[Y] as an “infinite” sum:

d=d2+d3+"'

with d,, a derivation taking Y to k™[Y].

In this case (d,)*=0. Hence (cf. [4]) (k[Y], d>) determines a graded Lie
algebra L3} defined as follows. Set Y =k'[Y] - it is the graded space with Y as
basis — and set L}, =Hom, (Y,_;, k). Interpret the elements of k*[Y] as bilinear
functions in L} via

(yi-y2 @, B) =y, B)(y2, ) + (=1)%B2%B(y, &) (s, B),
y;€Y, a, BelLs}.

Then the Lie bracket in Ly is defined by

(v, [, BI) = (=1)**"(d,y; a, B).

In particular, suppose f:R— S is a morphism of augmented DG [I'-algebras
such that R,— S, is surjective map of local rings. Then ([4]) f factors as
R— R[Y]— S in which the first morphism is a minimal free extension and the
second induces an isomorphism of homology. This is called a minimal model for f.
Write V = R[Y] and let V(i) be the sub DGA generated over R by the variables
in Y of degree =<i. The following properties are then obtained ([4]):

(2.4.1) Y is concentrated in degrees =1.
(2.4.2) Y has finitely many variables of any given degree.

2.43) If Y,={y,,...,y,} then dy,,...,dy,e V(i —1) represent a basis of
k ®R Hi—l(V(i - 1))

On the other hand factor f as R— R(X)-" S with m a surjective quasi-
isomorphism and use induction on Y to get a quasi-isomorphism R[Y]— R(X)
reducing to the identity in R. This yields (see e.g. [8]) a quasi-isomorphism

k[Y]=k®rR[Y]— k Qg R(X) = F/ (cf. (2.2)). There follows

(2.5) FACT. Tor® (8, k) = H(k[Y])) as graded algebras.

Furthermore if W is any DG I-algebra with W, =k and if k[Y]— W is a
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minimal model for the inclusion k < W then

(2.6) FACT ([4: (4.2)]). There is a graded Lie algebra isomorphism L} =
a*(W).

In particular in the situation above we have
(2.6)' FACT. L} =a*(F’).

Specialize now to the case that R=R,, $=S5,, so that f is a surjective
homomorphism of local rings. Put a = ker f; then

a ®p k =Tork (S, k) =k[Y], = ¥y = [7*(F)]". 2.7)

Indeed, since k[Y] is minimal H,(k[Y]) = k[Y],, and so (2.7) simply restates (2.5)
and (2.6)' in dimension one.

Now V(1) is the Koszul complex on a minimal set of generators of a, while
(by minimality) we have that in k[Y] the differential is zero in Y; and Y, and maps
Y; to Y, - Y;. Combining these facts with (2.4.3), (2.5) and (2.6)’ yields

k ®r Hi(E) =Y, =Tor% (S, k)/[Torf (S, k)|? = [7*(F)]". (2.8)

3. Factorizable local homomorphisms

Let f:R, m, k)— (S, n,/) be a local homomorphism of local rings. Observe
that if f is smoothable it is factorizable, and if it is factorizable it is formally
factorizable. Moreover [6; (4.2)] if [ is separable over k (via f) then f is formally
factorizable.

(3.1) LEMMA. There is a natural augmented DG I'-algebra morphism
f':F = F which induces an isomorphism (f')*:x*(F)=> a*(F'); moreover,

fdr(S) = fda(S).

Proof. Let U=R(X)-—>k be as in §2; then U=R®zU=R(X)—>k by
flatness of completions. Let f' be the morphism

F’f=S®RU"’S®RU:S ®R0=F‘?
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Now factor the augmentation F/—[! as F/ > F'(Z)=>l Then F'=
FF®uF(Z)=8 @ F (Z) and so by flatness of completions F©=>1. In
particular Tor?’ (Ff, ) =0 and (2.3) implies that (f')* is an isomorphism.

The equality of flat dimensions follows from the classical TorR 8, k) =
S ® Tor” (8, k) by faithful flatness of completions. W

(3.2) LEMMA. If f is factorizable (as R<> Q2> S), then there is a natural
augmented DG TI'-algebra morphism g': F — F” such that (g')* : n*(F*)— n*(F/)
is an isomorphism in degrees >2. Moreover fdg (S) < fdy(S) = pdo(S) =< fdr(S) +
edim(Q/mQ), edim denoting the minimal number of generators of the maximal
ideal.

Proof. Let U=R(X)—> k and let Q(b,, ..., b,) be the Koszul complex
on elements a; = db; which project to a minimal set of generators of the maximal
ideal of @/mQ. Set Z=XU{b;}; then UQgQ(b,,...,b,) has the form
Q(Z). Because Q is R-flat and Q/mQ is regular, the composite

O(Z)=R(X)®rQ(by,...,b,)—>k®rQ(by,...,b,)
=(Q/mQ){b,, ..., b,) >

is a quasi-isomorphism.

Thus F* =S®, Q(Z) = (S®x R(X)){(by, ..., b)Y =F (b, ..., b,). Using
(2.2) we have that the homotopy fibre of the inclusion g':F/— F” is just
F¢ =1 Q@ wF"=((by,...,b,),0). In particular, the long exact sequence (2.3)
is valid for g'. Since (2.1.2) x*(F?) = a*(F¥') the assertion on (g')* follows.

Finally, since Tor? (S, )= H(S®, Q(X))=H(S(X){a,, ..., a,)), it is the
limit of a spectral sequence starting at Tor® (S, k){b;, ..., b,) and this implies
fdg (S) =fdg (S) +r =1dg (S) + edim(Q/mQ). Since S is a f.g. Q-module
pdo (S)=1dy (S), and the standard fdg (S)=1fd; (Q)+fdy (S) becomes
fdg () =fdy (S) because Q is R-flat. W

Next we give several characterizations of l.c.i. maps, for most of which there
seems to be no published reference, outside of the special case of regular R with f
surjective. Even in this situation our treatment allows for some shortening of
existing proofs, although the ideas involved claim no originality.
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(3.3) PROPOSITION. Assume f is factorizable (as h°g). The following are
then equivalent:
(i) Ker h is generated by a Q-regular sequence.
(ii) #'(F')=0 for i =3;
(iii) #*(F)=0;
(iv) #*(F')=0 and fdg S <.
If furthermore f is surjective, and E denotes the Koszul complex on a set
a,, ..., a, of generators of ker f, they are also equivalent to each of:
(1)" ker f is generated by R-regular sequence;
(i) 7*(F') = n*(F);
(v) Tor® (S, k) = Ak Tor(S, k);
(vi) Torf (S, k) = (Tor{ (S, k))*;
(vii) H,(E) is a free S-module and pdp S <;
(vili)) Whenever {a;} is a minimal set of generators of ker f then H,(E) = 0.

Proof. We suppose f surjective and prove the equivalence of (i), (ii)’ and
(iii)—(viii): once this is done, the Proposition follows from (3.2).

The implication (viii)=> (i)’ being standard, we proceed along the following
scheme:

(i) = (v) —=—> (vi)

‘U/ \VV
(ii)’ (i)
Vvl \vi’

(iv) => (vii) ==> (vii)

(i)' = (ii)’, (v). Suppose the {a;} are a minimal set of generators. Then (i)’
implies that f extends to a quasi-isomorphism E— §. This identifies (cf. (2.5))
F=(k®rE,0)=(A« (x4, ..., x,),0)=Tor® (S, k). Now (v) is immediate and
(i1)’ follows from (2.1.1).

(ii)' = (iv). Let V = R[Y]— S be a minimal model for f. In view of (2.6)' and
(2.4), (ii)’ implies that Y is concentrated in degree 1 with finitely many variables
X1, ... Xy, 50 that F© = (/\; (x4, ..., x,), 0). This gives (iv) — cf. (2.1.2).

(iv)=>(vii). We may suppose the {a;} are a minimal set of generators for
kerf. Let V = R[Y]— S be a minimal model for f. Then by (2.6)’, (iv) implies
Y; = ¢. From (2.4.3) we deduce H,(V(2)) =0.

Write Y,={y;,...,y} and Y, ={xy,...,x,}, with dx;=a;. Thus {dy;}
represents a minimal set of generators for H;(E) and we need to show that if
Y. ¢; dy, represents zero in H,(E) (c; € R) then each c; e kerf.
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But in this case for some w € E,, Y. ¢;y; — w is a cycle, and hence a boundary
in V(2). The map R—S, x,—0, y,—y is a homomorphism V(2)— S[Y,]
mapping boundaries to zero. Thus ¥, f(c;)y; =0.

(vii) = (viii). This is a result of Gulliksen: [13; (1.4.9)].

(v) = (vi) > (iii) = (viii). These implications are obvious, or follow at once
from (2.8). W

4. Proof of Theorem C

In view of (3.1) and (3.2) we may suppose f surjective. We further suppose f is
not l.c.i. at m, and will (eventually) establish the existence of &« and B as
promised. The proof is broken up into two propositions.

(4.1) PROPOSITION. There is a minimal extension k[Z- ] of k with finitely
many variables in each degree, and an element z € Z, such that
(1) H.(k[Z)) is finite dimensional.
(ii)) Hi(k[Z]/(2))#0, i=0.
(iii) L% is a graded subalgebra of 7*(F").

(4.2) PROPOSITION. Let k[Z.,], z€ Z, be as in (4.1). Let a € L% satisfy
(z, ) =1. Then for some Be L%,

(ad a)"B #0, n=0.

Proof of (4.1). Let a,, ..., a, be a minimal set of generators of ker f chosen
so that a;,...,a, is a regular sequence of maximal length in ker f — this is
possible by the prime avoidance theorem. Since f is not l.c.i. at m, kerf/
(ay,...,a,) is non-zero and every element in it is a zero divisor. Thus a
celebrated theorem of Auslander—Buchsbaum gives Torf/“») (S, k) #0, all i.

On the other hand, our hypothesis fdg (S) <« implies that Tor® (S, k) is finite
dimensional. There is thus an integer n <r such that

TorR/@r--a-1 (§ k) is finite dimensional (4.3)
and

TorR/@v-a) (S k)#0,  i=0. (4.4)
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Next, as in §2 we get a commutative DG algebra diagram

/RT]
\R(X)/

in which the upper row is a minimal model for f. Moreover we may take
R[Y}] 2 R(X,) as the Koszul complex (R{x,, ..., x,); dx; = a;).

Put U=R[x,,...,x,—1]=R(xy, ..., x,_;), and consider k @, R[Y]; it is a
minimal extension of k of the form k[Z]=k[x,, ..., x,] [Y.,]. Now k[Z] has
finitely many variables in each degree (all of degree =1) by (2.4.1) and (2.4.2).
We set z = x,, and verify (i)—(iii).

Put a=(ay, ..., a,_;). Define y:U— R/a to be the projection in R and
zero in the x;; it is a quasi-isomorphism because a,,...,a,_; IS a regular
sequence. Now R[Y]— S factors as R[Y]— R/a®/ R[Y]— S in which the
first arrow is a quasi-isomorphism because ¥ is and R[Y] is U-free (forgetting
differentials). Thus R/a ®, R[Y] is an R/a-free resolution of S and so

H(k[Z)) = H(k ® /s R/a ®y R[Y]) = Tor™ (S, k).

Now (i) follows from (4.3).
In the same way (ii) follows from (4.4) with U replaced by R[x,, ..., x,] and a
replaced by (ay, . .., a,) in the argument.

Finally, by construction (cf. §2) k[Y]=k ® g R[Y] is a minimal model for F’.
Hence by (2.6)', #*(F/) = L}. On the other hand, the projection k[Y]— k[Z] is
a DG algebra map, and so the dual inclusion L7— L} is a Lie algebra map. This
proves (iii)). W

Proof of (4.2). At the cost of replacing Z, by a new basis of k[Z,] we may
suppose Z; =z UW; with (W, @) =0. Put W, =2, i=2 and write (forgetting
differentials) k[Z] = k[z] ® , k[W]; the first factor is the exterior algebra on z.
The projection k[Z]— k[Z]/(z) restricts to an isomorphism k[W]— k[Z]/(z) of
algebras, and hence endows k[W] with a differential, d.

The full differential, d, in k[Z] then sastisfies

d1® ?)=1Qdd +2 ® 00, (4.5)
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and from d*=0 it follows that O is a derivation of (k[W], d) of degree —2. The
minimality of d implies that 0 = }.,.., O; with O; a derivation and Im 0, c k=[W].
Moreover L3, < L% is an ideal of codimension 1.

We now assume (4.2) fails, and deduce a contradiction. Let (C*, §) =
(k[W],, d)" be the graded dual. An increasing filtration 0c Fc---cFc - - of
(C*, 8) is defined as follows: F;, consists of the linear functions vanishing in
k' [W]=k[W] - k[W]. (i +1 factors). Thus F is the kernel of the reduced
diagonal C*— C* @, C* dual to the multiplication in k[W],. From the definition
of L}, we have L&' = F?.

Now consider 07 : C*— C*. It is filtration preserving, and its restriction to F;
coincides up to sign with ad «, as follows from (4.5) and the definition in §2 of the
Lie bracket. Since we suppose (4.2) to fail we have

(0Y)"™w =0, weF,.

Next, since 0, is a derivation, Oy is a co-derivation with respect to the codiagonal
in C*. It follows easily from this that

(07)"™w =0, we C*.

Finally, since the 0, i =2, are filtration decreasing it follows that
(0V)"™w =0, weC*. (4.6)
On the other hand, a short exact sequence of differential spaces is given by
0— k[W]2> k[Z]— k[W]—0,

with A(w)=(—-1)"2"z @ w, w e k[W]. This leads to a long exact homology
sequence, which dualizes to

G—Q—Hi(c*) é*—ff,_,_l(k[Z])v <———H"+1(C*) (_f_Hi—l(C*) F—

In particular (4.1) (i) implies that ker 3 is finite dimensional and so for some i,
3 is injective in H/(C*), j=i. But a simple calculation using (4.5) identifies
d=H(0)"=H(0"). In view of (4.6), " ™w=0, weH(C*) and hence
H¥(C*)=0. But H(C*)=H(k[W], d)¥ = H(k[Z]/(z))", so that (4.1) (ii) is
contradicted. W
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5. Proof of Theorem B

In view of Theorem C and (3.1) and (3.2) we need only establish the
following:

(5.1) PROPOSITION. Let f:(E,m,k)—(S,n,k) be a surjective local
homomorphism, such that w*(F') contains elements « of degree 2 and B of degree
q =3 with [, B]#0. Then n?*'(F')+#0.

Proof. Let V = R[Y]—> S be a minimal model for f. If 77" (F") =0 then (cf.
(2.6)') Y,=¢. Thus forxe V.,

d.x = 2 Cij}’izj +w

where Yi={y;,..., %}, Y,.1={z1,..., 2}, ¢c;e Rand we V(q —2).

The coefficient of z; in d’x(=0) is ¥, c; dy;. Thus for each j, ¥, c; dy; = 0. The
minimality of the dy; as generators of ker f now implies ¢; em for all i, j. It
follows that in k @, R[Y] the differential maps Y, ., into k[Y_,_,]. The formula
in §2 for the Lie bracket now shows that [7*(F'), n9(F)]=0. W

6. Proof of Theorem A

The Jacobi-Zariski exact sequence [1; (5.1)] for the maps R £> Q %> S in the
definition of a smoothable homomorphism has the form:

T (Q IR, S/qQ—>T(S1Q, S/q—>T'(S|R, S/q)—>T(Q|R, S/q),

Since g is smooth, the Vanishing Theorem of Section 1 shows the long exact
sequence (essentially) reduces to isomorphisms 7°(S | Q, S/q)=T'(S | R, S/q) for
[ =2, so we can assume f is surjective.

Then, by [1; (4.59) and (5.27)], one has canonical isomorphisms (7'(S | R,
5/9)q=T'(Sq| Rf — 1¢q), (S/q)g) for i=0, so that it suffices to show
T'(S| R, k) #0 for i = N, when R is local with residue field .

Let V = R[Y] be a minimal model for f. Since Q < k it follows from Quillen
[15; (9.5)], that (S ® g V)./(S ® g V)3 is canonically isomorphic to Ly in the
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derived category, hence:

T¥(S | R, k) = H' Homg (S ®x V). /(S®r V)2, k)
= H' Hom, (k[Y]./k[Y]: - k[Y]s, k)
= (k[Y]./k[Y]. - k[Y]4)"

the last equality holding because of minimality. But now (2.6)" yields
T'(S | R, k)= x""'(F/) and Theorem B applies. W

7. Proof of Theorem D

Let f: R— § be a Cohen presentation of the completion of S. One can assume
edim R =edim S, i.e. ker f cm®. If L is the Koszul complex on a minimal set of
generators of m, then the fibre of f —equal to § ® ; L —is naturally identified
with the Koszul complex K° on a minimal system of generators of n. It can for
all purposes be replaced by its quasi-isomorphic K°. Furthermore, the exact
sequence (2.3), which exists since pd < is automatic when R is regular, reduces
by (2.1.1) to an isomorphism of graded Lie algebras n*(K5) = n=%(8), whence
T*(K*) = x7%(S).

After these remarks, one can apply (3.3) in order to get (i) = (ii) in Theorem
D, use the triviality of (ii) > (iii)=> (iv), and come back to (i) by means of
Theorem B. The implications (ii) = (v) = (vii) = (viii) and (ii) = (vi) = (viii) are
simply a matter of definitions, and (viii) = (i) by Theorem C.
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