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Zu einem hyperbolischen Gitterpunktproblem

Peter Thurnheer

I. Einleitung

Sei H der dreidimensionale hyperbolische Raum, A eine Bewegungsgruppe
von H mit kompaktem messbarem Fundamentalbereich 9. Sei A diskontinuier-
lich in dem Sinne, dass das hyperbolische Gitter {Tp\TeA} keine endlichen
Hâufungspunkte besitzt fur aile peH.

Wie in einem klassischen euklidischen Problem, betrachtet man die Anzahl
N°(A, p, q,x) der Punkte eines solchen von peH erzeugten Gitters- jeder so oft
gezâhlt, wie er als Bild von p unter A auftritt - im Innern und auf der hyperbolischen

Kugel vom Radius x um qeH, sowie die entsprechenden Rieszschen
Summen Nk(A, p, q, x) positiver Ordnung k. Schreibt man p(v, w) fur den
hyperbolischen Abstand der Punkte v e H, w g H, so ist

Nk(A,p,q,x): £ {x~p(Tp,q)}k, fc>0, x>0, peH, qeH.
TeA

Man interessiert sich dabei vor allem fur das Wachstum dieser Funktionen, wenn
der Radius x gegen oo geht, insbesondere im Falle fc=0 und fur p q.

In dieser Arbeit werden mehrere Resultate hergeleitet, die Aufschluss geben
iiber die Art dièses Wachstums - eines mit Hilfe einer Verallgemeinerung des

Satzes von Wiener-Ikehara, welche im letzten Kapitel formuliert und bewiesen
wird. Sie entsprechen aile den klassischen Ergebnissen, die man im analogen
euklidischen Problem kennt.

Eine wichtige Rolle bei verschiedenen Beweisen spielt die Laplacetransfor-
mierte der Funktion Nk, von der man unter anderem zeigen kann, dass sie einer
einfachen Funktionalgleichung genûgt.

Die Funktion N°(A, p, p, x) wurde - in zwei Dimensionen - erstmals eingefûhrt
und untersucht von H. Huber ([12], [13]), der dabei gezeigt hat, dass ihr Verhal-
ten eng zusammenhângt mit dem Laplace-Beltrami-Eigenwertproblem auf H/A.

Dièse Arbeit entstand aus der Dissertation, die ich bei Professor K. Chan-
drasekharan geschrieben und im Herbst 1979 abgegeben habe (man siehe auch

[17] und [18]). Ich môchte ihm, sowie seinen fruheren Assistenten Dr. H. Joris
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Zu einen hyperbolischen Gitterpunktproblem 241

und Dr. A. Good danken fur Ermutigungen, Anregungen und wertvolle Hin-
weise.

IL Zum Laplace-Beltrami-Eigenwertproblem

Seien H, A und 9 definiert wie in der Einleitung. Das Laplace-Beltrami-
Eigenwertproblem auf H/A wird von F. Fricker beschrieben und studiert in [10].
Es ergibt sich dabei, dass auch im Falle wo A elliptische Elemente enthalten darf,
die folgenden Tatsachen gelten: Das Spektrum ist diskret, die Eigenwertfolge
{An | n 0,1,...} reell und bei geeigneter Numerierung von der Form

0 Ao<A1<A2<..., lim An=œ.
M—*OO

Die Vielfachheit jedes Eigenwertes A, das heisst die Dimension des zu A

gehôrigen Eigenraumes ex ist endlich. Es existiert ein vollstàndiges ortho-
normiertes System {<£, |/ 0,1,...} von auf H definierten und A-automorphen
Eigenfunktionen. Somit ist

Dabei steht d<o fur das durch die Metrik in H induzierte Mass. Es bezeichne r
denjenigen Index, fur den Ar-x^KA,. ist. Man definiert

0 fur n < t.
i|3n, j3n > j3T > 0 fur n > t.

Die Menge {an | n 0,1,...} ist dann eine diskrete Teilmenge der komplexen
Ebene, ohne Hàufungspunkte im Endlichen, und fur die endlich vielen n mit
0 < An < 1 ist an reell und 1 > c^ ^ 0. Fur die ùbrigen n ist an reinimaginàr. Es ist

a0 1 und am 0, falls Am 1. Fur ptHy qeH, setzt man weiter

Dann sind Km(p,q), m=0,1,... und K*(p, q) unabhàngig von der speziellen
Wahl des Systems {<\>} | / 0,1,...}, also reell. Schreibt man \3F\ fur den hyper-
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bolischen Inhalt des Fundamentalbereichs &y so gilt zudem nach [10]

K0(p,q) 1/|^| fur aile peH, qeH.

Es bezeichne Ap, peH, die Untergruppe derjenigen Te A, fur die Tp p ist. Die
Ordnung Ord Ap dieser Gruppe ist wegen der Diskontinuitât von A endlich. Nach
A. Selberg ([15]), enthâlt A einen fixpunktfreien Normalteiler N von endlichem
Index n. In [10] wird die Existenz eines Reprâsentantensystems {l/J/
1,2,..., n} der Restklassen von A modulo N nachgewiesen, fur welches {U} \ j
1,2,..., Ord Ap} eine Teilmenge von Ap ist. Also gilt

% / l,2,...,OrdAp. (2)
# p mod A, / Ord Ap +1, Ord Ap 4- 2,..., n,

Da N fixpunktfrei ist, wird H/N eine geschlossene dreidimensionale
Riemannsche Mannigfaltigkeit und im Zusammenhang mit dem Laplace-
Beltrami-Eigenwertproblem auf H/N gelten die klassischen Resultate [1], [14]. Es

bezeichne 0 Àor<À^<-- die entsprechende Eigenwertfolge, cxn den zu À,N

gehôrigen Eigenraum und {<t>"\ j 0,1,...} ein vollstàndiges, orthonormiertes
und N-automorphes System von Eigenfunktionen. Setzt man

so ist insbesondere nach [1, Satz 1] und [11, Satz 5.1]:

— (3,

Fur p q mod A gilt die Abschàtzung gleichmâssig in peSF.

Bemerkungen. (i) Leere Summen sind in der ganzen Arbeit gleich 0 zu setzen.
Insbesondere ist also K*(p, q) 0, fails 1 kein Eigenwert ist.

(ii) Ist die Funktion / rechtsseitig differenzierbar an der Stelle x, so bezeichnet

man ihre rechtsseitige Ableitung bei x mit dJtf(x)/dx.

III. Ergebnisse

Sei H der dreidimensionale hyperbolische Raum, A eine diskontinuierliche
Bewegungsgruppe von H mit kompaktem messbarem Fundamentalbereich 9.
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Einer Idée in [10] folgend, ûbertrâgt man das Résultat [1] von G. V. Avacumovic
auf den hier betrachteten Fall, wo A elliptische Elemente enthalten darf:

(4)

und

X |Kn(p,q)| O(x3/2), gleichmâssig in (p,q)e^x^. (5)

Fur fc > 0, peH, qeH und réelles x definiert man

Nfc(A,p,q,x): £ {x-p{Tp,q)}k,
TeA

^j y^ g n

0<\n<l GnK&n ~^~ 1)

U-fe-1), (6)

Nk(A, p, q, x) := Qk(A, p, q, x) + .Rk(A, p, q, x). (7)

Es wird sich zeigen, dass Qk der Hauptterm, Rk der Restterm ist von Nk.

Ausgangspunkt aller weiteren Ueberlegungen ist eine Reihendarstellung fur
Nk(A,p,q,x), fc>0, insbesondere der Fall fc>l, in dem dièse absolut konver-
giert.

SATZ 1. Fur fc>0 ist

Nk(A, p, q, x) X an(x)Kn(p, q), (8)

mû

4it (x - p) p Sinh p dp, Àn 1.

(9)

— (x - p)k Sinh p Sinh (anp) dp, Àn ^ 1.
«n

Fur fc>l konvergiert die Reihe absolut und gleichmâssig in (p,q)e^x^, sowie

g/cichmâssig in x ans dner beliebigen kompakten Teilmenge von [0, <»). Fiir
0<fc<l ist die Konvergenz gleichmâssig in x aus einer beliebigen kompakten

Teilmenge von (0, oo).
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Fur fc > 1 lâsst sich die Identitât (8) herleiten durch Anwendung einer speziel-
len, in [10] gegebenen Form eines klassischen Entwicklungssatzes ([14]). Ihr
Giiltigkeitsbereich kann auf Grund von (4) ausgedehnt werden nach fc > 0 durch
ein Verfahren von K. Chandrasekharan und R. Narasimhan, welches auf einem

Aequikonvergenzsatz von A. Zygmund beruht ([4]).
Unter (vii) iiberlegt man sich direkt, dass die Funktion Nk(A, p, q, x) O(e2x)

ist fur fc>0. Also ist ihre Laplacetransformierte

Gk(A,p,q,s):=f Nk(A, p,q, x)e~xsdx, s: cr + if, a>2, fc>0

analytisch in der Halbebene a>2. Mit Hilfe von Satz 1 lâsst sie sich meromorph
fortsetzen, und zwar auf Grund der Reihendarstellung von

SATZ 2. Fur aile komplexen s£P, P: {±l±an | n =0,1,...}, und aile fc>0,
gelten die Gleichungen

Gk(A, p, q, s) (-l)kGk(A, p, q, -s).

Die Reihe unter (10) konvergiert absolut und gleichmàssig in s aus einer beliebigen

kompakten Teilmenge von C-F, sowie gleichmàssig in (p, q)e^Fx<F.

Somit ist skGk(A,p,q,s), fc>0, eine in der ganzen komplexen s-Ebene
meromorphe Funktion mit der Polmenge F. Die in Satz 2 gegebene einfache

Funktionalgleichung fur Gk(A,p,q,s) folgt unmittelbar aus (10). Beim Beweis
der Reihendarstellung (10) benûtzt man die Tatsache, dass sich die Koeffizienten
ak(x) fur ganzes fc explizit berechnen lassen-fùr fc 2 siehe man die Formel
(58) - sowie die Beziehung

A,p,q,s), fc>0, s£P. (11)

Speziell fur fc =0 ergibt sich aus (10):

(12)

Die Sâtze 1 und 2 ermôglichen den Beweis verschiedener Resultate, die Auf-
schluss geben ûber das Wachstum der Funktion Nk(A,p,q,x), fc^O, wenn x
gegen » geht.
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SATZ 3. Gleichmàssig in (p,q)e&x& ist

Rk(A,p,q,x)=\ O(ex), fe>l. (13)

O(xV3-k)x/2), 0<fc<l. (14)

Um abzuklàren, wie pràzies die Aussagen (13) und (14) sind, beweist man

SATZ 4. Fur k^O ist

Rk(A, p,q,x) Q±(ex). (15)

Ist Rk(A, p, p, x) O(e(1+e)x) fur aile positiven e, so gilt

limmfi?k(A,p,p,x)/cx -oo, 0<k<l. (16)

Formel (15) bedeutet JirrppRk(A, p, q, x)/ex ^0. Bezeichnet Wk(A,p,q,x) die
Anzahl Vorzeichenwechsel der Funktion Rk(A, p, q, y) auf dem Intervall O^y ^
x, dann geht also W*(A, p,q,x) gegen o° fur x-*». Dièse Aussage wird prâzisiert
durch

SATZ 5. Fûrk>0 gilt

Wk(A9 p, q, x) >—r x - dk, wobei dk unabhângig ist von x. (17)

Aus (16) folgt speziell Rk(A, p, p,x)^ O(ex), fur 0<fc<l, aus (15)
Rk(A, p, q, x)^o(ex), fur x-*°° und k>0. Das zeigt, dass das Résultat (13) in
dieser Form bestmôglich ist. Anders verhâlt es sich fur 0<fc<l, denn es gilt

SATZ 6. Bezuglich des durch die Metrik in H induzierten Masses ist fur fast
aile qeP, mit beliebigem 8>0:

Kk(A, p, q, x) O(e(1+S)x), fc s>0. (18)

Nach Satz 6 ist zu vermuten, dass die Abschâtzung (14) noch wesentlich verbes-
sert werden kônnte.

Die Sâtze 3, 4 und 5 lassen sich beweisen mit Hilfe der Methoden, die von K.
Chandrasekharan und R. Narasimhan entwickelt wurden im Rahmen ihrer
Théorie ûber arithmetische Funktionen und Funktionalgleichungen, ([5] bis [8]),
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sowie einer Idée, die von J. Steinig im selben Zusammenhang eingefûhrt wurde
([16]), obwohl die Funktionalgleichung fur Gk(A,p,q,s) nach Satz 2 nicht von
derselben Art ist. So erhâlt man insbesondere einen neuen Beweis fur das

Résultat (14) im Falle k 0 und p q, in dem dièses schon von F. Fricker
hergeleitet wurde ([10]).

Die Funktion G°(A, p, q, s) lâsst sich nach (12) darstellen durch eine Dirichlet-
reihe:

G°(A, p, q, s) - £ À7, AT : ep(Tpq), a>2.
S TeA

Anders als zum Beispiel in den Teilerproblemen, kennt man die Verteilung der
Grôssen AT nicht genau. Aus diesem Grunde dùrfte G°(A, p, q, s) schwerer zu
kontrollieren sein, auch in der Halbebene der absoluten Konvergenz und scheint
es sinnvoll, beim Beweis von Satz 6 den Hilfssatz aus Kapitel V zu verwenden,
anstelle der Laplaceumkehr- respektive Perronschen Formel. Man benùtzt dabei,
dass gilt

(d/ds)mG°(A, p, q, s) O(|r|~1+<°), fur aile ganzen m 2=0, beliebiges
o) > l/(4m +10) und fast aile q € 9,
sowie gleichmâssig in a mit |cr± 1| > k,
k beliebig positiv. (19)

Dies lâsst sich zeigen auf Grund von Satz 2.

III. Beweise

(i) Hilfsbeziehungen. Sei ô>0, x>0 und s: cr + ij3. Definiert man

/(x, s, S) : - (8 -1) f (x + w/s)s"2e~w dw fiir a > 0, oder fur a < 0 und

(20)

so ist

sx 6-1 ^
-1e"dp=ïTnô)-—+-5f(x9s98)

s s s

fur a > 0, oder fur a < 0 und 0 f 0. (21)



Zu einen hyperbolischen Gitterpunktproblem

Dies folgt durch eine partielle Intégration aus der Formel

x>0,

247

8>0. (22)

Fur beliebige e >0, (3*>0 und

fur 0<ô^2 gilt f/(x,±l±ift8) O(l). (23)

gleichmàssig in x>e, sowie |3>/3*: \df(x, ±l±ip, ô)/dx O(l). (24)

Beachtet man, dass |x + w/(±l±i/3)|>e|3*/(H-|3*) ist, fur |3>/3*, x>e und
weR, so ergeben sich die Abschâtzungen (23) und (24) aus der Voraussetzung
ô<2. Rechnungen, analog denjenigen, welche auf (21) bis (24) fûhrten, zeigen,
dass fur s: o- + i]8, #: min(l, 8) und beliebige e >0, 0*>O auch gilt

gleichmàssig in x >0 und ||3| ^ j3*. (25)

gleichmàssig ine<a<3, x>e und |3 g R. (26)

/|s|x), 5>0,
gleichmàssig in -3 < a < -e, x > e und |3 G R. (27)

Um Beziehungen zwischen den Resttermen Rk verschiedener Ordnungen k zu

erhalten, ùberlegt man sich, dass fur die Rieszschen Summen Nk gilt ([2]):

kNk-\A,p,q,x)
dNk(A,p,q,x)ldx,

oder k 1 und x + p(Tp, q), Te A, (28)

p, q, x)ldx, fc 1 und x p(Tp, q), Te A,

Nk+1(A, p, q, x) (fc +1) f Nk(A, p, q, u) du, k >0,

und

Nk(A, p, q, x) k f(x - v)k-1N°(A, p, q, «) dv, k > 0.

(29)

(30)
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Aus der Définition (6) folgt direkt

kQkl(A, p, q, x) dQk(A, p, q, x)/dx

und mit Hilfe von (22):

Qk(A, p, q, x) fc f(x -vf'WA, p, q, v) dv + O(xk+1),

fc >0, gleichmâssig in (p, q)e&x&. (31)

Die erste dieser beiden Formeln impliziert wegen (28):

dRk(A,p,q,x)/dx, fc>l,
fcJRk"1(A, p, q,x) < oder fc 1 und x + p (Tp, q), Te A, (32)

d+JRk(A, p, q, x)/dx, fc 1 und x p(Tp, q), Te A,

sowie, wegen (29):

Rk+\A, p, q, x) (fc +1) f JRk(A, p, q, v) dv - Qk+1(A, p, q, 0), fc >0. (33)

Zusammen mit (30) ergibt sich aus (31)

Rk(A, p, q, x) fc £(x - t;)k-1JR°(A, p, q, t>) dv + O(xk+1),

gleichmâssig in (p, q) e & x 9. (34)

(ii) Beweis von (4) und (5), Folgerungen. Summiert man bei gegebenem x>0
beide Seiten der Gleichung (4) in [10, Seite 406] ûber aile À<x und setzt fur
{S, | / 1,2,..., n} das spezielle Reprâsentantensystem {U} \ j 1,2,..., n} ein,
so ergibt sich

Z K,(p,<ï)= Z Z K?(Ump,q). (35)
N

Zusammen mit (2) und (3) erhàlt man daraus (4), wenn man q p wâhlt. Fur

p q gilt die Abschâtzung (3) gleichmâssig in p g 9, woraus mit der Cauchyschen

Ungleichung folgt

X \K?(p9 q)\ O(x3/2), gleichmâssig in (p, q) € 9 x 9,
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was unter Beachtung von (35) die Behauptung (5) beweist. Unter Verwendung
von (5) zeigt man mit Hilfe Abelscher partieller Summation:

Gleichmâssig in k>3. (36)

(37)

Da nur endlich viele Àn <1 sind, folgt aus (36):

X |Kn(p, q)|/|«n |K konvergiert fur k > 3 gleichmâssig in (p, q) g ^ x 9. (38)

(iii) Reihendarstellung von Nk(A, p, q, x), k>2. Definiert man bei gegebenem

v>x,

so hat Fk(v) kompakten Trâger und ist fur fc>2 zweimal stetig differenzierbar
nach v auf [O,00). Zudem ist Nk(A, p, q, x) XTeA^7x(p(Tp> fl))- Dies erlaubt auf
Grand der Entwicklung in [10, Seite 411] die in Satz 1 gegebene Reihendarstellung

der Funktion Nk(A, p, q, x), k >2, zu gewinnen.

(iv) Reihendarstellung von Nk(A,p,q,x), k>\. Fur aile reellen fc> —1 seien
die Koeffizienten ak(x) definiert durch die Formel (9). Dann ist

[[ak{v)dv, n 0,1,..., fc>-l, (39)

und

kak'l(x) dak(x)ldx, n 0,1,..., k > 0. (40)

Sei 8 >0. Fur Àn ungleich 0 oder 1 erhâlt man aus (9) durch zweimalige partielle
Intégration:

8ir(l + 8)

(al-l)2
X

tt(1 + Ô)<

s ^
«n

(l + ô)ô fx

+ e(~a"+l)p]dp, 8>0,

(41)
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Beachtet man (25), so folgt aus (41):

a£+8(x) O(ex/\an |x), 8 > 0, x • min (3 + 8,4), gleichmàssig in x > 0 und n>r.
(42)

Nun zeigt (42) zusammen mit (38) erstens: Die Reihe (8) fur Nk(A, p, q, x), k >2,
konvergiert absolut und gleichmàssig in (p, q) € ^ x <F, sowie gleichmàssig in x aus
einer beliebigen kompakten Teilmenge von [0,°°), und zweitens, wenn man (40)
beachtet: Genou dasselbe gilt fur die - vorerst formai - gliedweise differenzierte
Reihe. Wegen (28) beweist dies die Gùltigkeit von (8) fur fc>l.

(v) Reihendarstellung von Nk(A,p,q,x), fc>0. Im ganzen Abschnitt (v) be-
zeichne 8 eine feste Zahl, 0<ô<2. Durch einmalige partielle Intégration erhâlt
man aus (9):

[(«n
+ l)p (-a -l)p (a -Dp A-a +DPT

Fur n>T und x>0 ergibt sich daraus mit (21):

^(«n + l)x g(-an-l)x ^(cxn-Dx ^(-«n + l)x -i7T

2tt8

¦liô)+f(x,-aM-l,ô) /(x, a*-1,8)
(»an-l)3 (an-l)3

(44)

Beachtet man (23), so sieht man, dass aile Summanden auf der rechten Seite
dieser Gleichung O(|aJ~4) sind, gleichmàssig in n>r und x aus einem beliebigen
kompakten Teilintervall I von (0,°°). Nun multipliziert man beide Seiten von (44)
mit Kn(p, q) und summiert ùber aile n^r. Nach (38) konvergieren dann die
beidseits entstehenden Reihen absolut und man darf auf der rechten Seite

beliebig umordnen. Mit
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und

„(-« -l)x ,(a-l)x A-tx +l)x
(45)

wird

(1 + aJ3

/(x, -an +1, ô)-f(x, an - 1, 8)1 Kn(p, q)
(46)

Dabei gilt:

Die Reihe (45) fur Pô(x) konvergiert absolut und gleichmâssig in x e I, wobei

I ein beliebiges kompaktes Teilintervall von (0,o°) ist. (47)

Nach (23), (24) und (38) konvergiert die Summe auf der rechten Seite von (46),
sowie ihre - vorerst formale - gliedweise Ableitung nach x gleichmâssig in x e I.
Da die Funktionen /(x, ±l±an, ô), 8 >0, n>r, und ihre Ableitungen nach x
stetig sind in x, x>0, folgt:

Pô(x) ist stetig differenzierbar nach x, 0<x <o°.

Weiter ist

o(l) fur m

(48)

(49)

Man zeigt dies mit Hilfe von (4) zuerst fur p q und erhàlt daraus (49) wegen
\ n(q,q). Nach (38) ist

(50)
an(±l±an) 1+8

Es bezeichne nun I wie oben ein kompaktes Teilintervall von (0,o°), J ein

abgeschlossenes Intervall, enthalten im Innern von I. Sei jul die Lange von I. Aus



252 PETER THURNHEER

(49) und (50), folgt mit [4, Corollary 3, Seite 221]:

V K (v a) e(±1±a")x
irr(8 + 1)2- ^ ^

t—j r^g ist gleichmâssig âquikonvergent in
n^r «n v n) x e I zur abgeleiteten Fourier

Reihe einer fA-periodischen
Funktion. Dièse Funktion
ist auf I gleich

tt/Xô + 1)y(x) £ —7—T—!—TîTs I e(±1±a")u du, xog/,

mit 7 € C7, t(x) 1 fur xgJ. (52)

Sei L*(x) L*(ô, A, p, q, x) die /ui-periodische Funktion, fur die gilt

L*(x) 7(x)| P8(v)dv, fur xel

Nach (52) ist dann

dL*(x)/dx=Ps(x) fur xeJ. (53)

Ist / eine auf I definierte Funktion, so bezeichne /* die /x-periodische Funktion
mit /*(x) /(x) fur aile xgI.

Wegen (48) ist die Fourier Reihe von {P^x)}* gleichmâssig konvergent inxeJ.
Auf J ist deshalb nach (53) die Ableitung der Fourier Reihe von L*(x) gleich
der - gleichmâssig in x aus J gegen Pô(x) konvergenten - Fourier Reihe von
{Pô(x)}*. Zusammen mit (47) folgt:

Die Reihe (45) fur P6(x) ist gleichmâssig âquikonvergent in xeJ zut
Ableitung der Fourier Reihe von L*(x).

Aus (47), (51) und der Définition von L*(x) erhâlt man damit

]T asl(x)Kn(p, q) ist gleichmâssig âquikonvergent in x € / zur

Ableitung der Fourier Reihe der Funktion

y(x) I Kn(p, q) asn(v) dv =777 I K^ q)a1n¥S(x)-y(x)c1 } (54)

cx\ Ci unabhângig von x.
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Dabei werde gesetzt

c1 c1(S,A,p,q,x0): (l + 8)-1 £ al+a(x0)Kn(p, q)

und fur fc> —1:

Tk(x) Tk(A, p, q, x):= £ ak(x)Kn(p, q).
n<T

Man wird sich ûberlegen:

Die Ableitung der Fourier Reihe der Funktion
{y(x)(S + irMN1+8(A, p, q, x)-T1+8(x)}-y(x)ct}* konvergiert
gleichmâssig in x e J. (55)

Das bedeutet wegen (54), dass £nS£T a^(x)Kn(p, q) gleichmâssig àquikonvergent ist
auf / zu einer gleichmâssig auf J konvergenten Reihe und somit dort ebenfalls
gleichmâssig konvergiert. Es folgt, dass auch £~=0 û*(x)Kn(p, q) gleichmâssig
konvergiert auf /. Zusammen mit (28) und (40) vervollstândigt dièse Tatsache den
Beweis von Satz 1. Es bleibt noch (55) zu verifizieren. Offensichtlich gilt:

Die Ableitung der Fourier Reihe der Funktion
{y(x)(S + l)-l{N1+8(A,p,q,x)~T1+8(x)}-y(x)c1}* konvergiert sicher dort
gleichmâssig, wo die Fourier Reihe der Ableitung dieser Funktion
gleichmâssig konvergiert. (56)

Nach (40) und (9) ist dT1+s(x)/dx (l + ô)Ts(x) und T*(x) stetig differenzierbar
nach x auf I. Also konvergiert die Fourier Reihe von d/dx{T1+6(x)}*
gleichmâssig auf J. Da ausserdem y e C7 ist, folgt

Die Fourier Reihe von d/dx{y(x)(8-¥iyl{NM(A9 p,q,x)-T1+ô(x)}-
y(x)ci}* konvergiert zumindest dort gleichmâssig, wo die Fourier Reihe

von 4/dx{(l + sr1N1+a(A,p,q,x)}* {N8(A,p,q,x)}* gleichmâssig

konvergiert. (57)

Als Summenfunktion positiver stetiger Funktionen ist N8(A, p, q, x) stetig und
nicht fallend, also von beschrânkter Schwankung auf jedem kompakten Intervall.
Somit ([19, Seite 410]), konvergiert die Fourier Reihe von {N8(A,p,q,x)}*
gleichmâssig in xeJ. Das beweist (55) wegen (56) und (57).
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(vi) Die explizite Reihe fur N2(A, p,q,x). Fur ganzes fc lassen sich die
Koeffizienten ak(x) durch partielle Intégration explizit berechnen. Speziell fur
fc 2 erhàlt man:

2 * f!o. t^ 2*
N(A,p,q,x) |^j |- Smh 2x —-— x

+ 8irKfp,q){x Cosh x - 3 Sinh x + 2x}

Sinh ((qn - l)x) 4anx
,fe «n [ (a,+ 1)3 (an-l)3 (a2n-l)2J

(58)

(vii) Bewds uon Satz 2, (11) und (12). Bezeichnet I(x) den hyperbolischen
Inhalt einer hyperbolischen Kugel vom Radius x, so ist ([10, Seite 409]) J(x)
7r{Sinh 2x - 2x}. Da 9 kompakt ist, existiert ein £ > 0, sodass 9 enthalten ist in
einer Kugel vom hyperbolischen Radius £ und es gilt N°(A, p, q, x)
O(I(x + Ç)l\&\). Also ist die Funktion Nk(A, p, q, x) O(e2x) fur k 0»und
damit nach (30) fur aile k>0-und ihre Laplacetransformierte Gk(A,p,q, s),

k>0, s: a + it, ist analytisch in der Halbebene <r>2. Dabei gilt

skGk(A,p,q,s) r(k + l)G°(A,p,q,s), a>2, k>0. (59)

Nach dem Identitâtsprinzip genùgt es, die Aussage (59) fur réelles s>2 zu
beweisen. Setzt man in die Définition von Gk(A, p, q, s), fc >0, die Beziehung (30)
ein, so erhâlt man (59) fur s >2 und k >0, indem man sich uberlegt, dass man die

Integrationen vertauschen darf und anschliessend s(x-v) substituiert. Zudem ist

(59) offensichtlich richtig fur k 0.

Die Formeln (58) und (38) zeigen, dass die Reihe e~xs £n=o al(x)Kn(p,q)
absolut konvergiert und zwar gleichmâssig in x e[0, °°) fur jedes s mit a>2. Setzt

man also in die Définition von G2(A, p, q, s) die explizite Reihe (58) fur
N2(A, p, q, x) ein, so erhâlt man durch Vertauschung von Summation und Intégration

Kn(p, q)

(s2( + 1)2)(s2(a1)2), *>2. (60)

Mit Hilfe von (60) soll G2(A, p, q, s) meromorph fortgesetzt werden nach ganz C.

Dazu definiert man P: {±l±an | n 0,1,...}. Dann ist P eine diskrete
Punktmenge ohne Hàufungspunkt im Endlichen. Wegen a0 1 gehôrt 0 zu P.
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Sei M eine beliebige kompakte Teilmenge von C-P. Da gilt

l/(s2-(an + l)2)(s2-(an-l)2) O(l/|an|4), gleichmâssig in n 0,l,... und

se M,

konvergiert die Reihe (60) nach (38) gleichmâssig in s g M sowie in (p, q) g 9* x ^
und

G2(A, p, q, s) ist meromorph in ganz C mit der Polmenge P.

Mit (59) und (60) erhâlt man daraus durch wiederholte Anwendung des Prinzips
der analytischen Forteszung und des Identitàtsprinzips Satz 2, sowie (11). Wegen
der fur cr>2 gùltigen Beziehung

°(A, p, q, s) f e~xs £ 1 dx £ f e~xs dx
h Te A Te A Jp(Tp,q)

p(Tp, c

I V^-p(Tp,q)S

ist damit auch (12) bewiesen.

(viii) Beweis von (13). Man setzt O^mi^^a^. Dann ist O<0<1 und unter

Beachtung von (41) lassen sich mit (26) und (27) die Koeffizienten ai+ô(x) in
folgender Weise darstellen:

°" lX) W
«„ L(l + o,,)2+8 d-aJ2+sJ

e)x), 0<An<l.
'|an|*)> gleichmâssig in n>r.

Dabei ist 8 > 0 vorausgesetzt und x • mm (3 + S, 4). Unter Verwendung von (22)

folgert man direkt aus (9):

8), Àn l, 6>0,

Ô>0.
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Also gilt speziell fur die unter (6) definierte Funktion Qk :

q) Ql+\A, p, q, x) + O(e(1~e)*) + O(x2+8), S > 0.

Setzt man dièse, sowie die Beziehung (61) in die Reihendarstellung (8) fur
Nl*8(A, p, q, x) ein, so erhâlt man

ô>0, *: min (3 + 6,4). (62)

Fur n>r und xeR ist |eawX| l. Beachtet man noch (38), so folgt aus (62) die

Behauptung (13).

(ix) Beweis von (14) fur k 0, fc 1. Die Abschàtzung (14) im Falle fc 0 und
fur p q, wurde bewiesen von F. Fricker ([10]), mit Hilfe einer Approximation
der Funktion N°(A, p, p, x) von oben und unten durch bezûglich der Koordinaten
in H zweimal stetig differenzierbare und A-automorphe Funktionen. Die Anwen-
dung seines unter (iii) zitierten Entwicklungssatzes auf dièse Funktionen lieferte
das entsprechende Résultat.

Fur fc 0, sowie fur fc 1, kann man (14) auch herleiten unter Verwendung
der Méthode der endlichen Diflferenzen, ausgehend von der expliziten
Reihendarstellung (58) fur N2(A, p, q, x). Sei die Funktion y y(x) reellwertig und
definiert auf [0,°°), y(x)^0 fur x>0 und y(x) o(l), x-»œ. Fur eine beliebige,
auf [0,oo) definierte Funktion F setzt man

x>0, x + 2y>0.
: \ {F(x + 2y - 2F(x +

Durch geeignete Entwicklungen in Taylorreihen mit Restglied ùberlegt man sich,
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dass fur / 1,2 gilt

4Jy(xK) O(x(K-j)), k €R, 45,(6°*) O(ex), gleichmâssig in -3<a <sl.

gleichmâssig in <3eR.

|y|), gleichmâssig in 0<a<l.
A\{xex) xex + jex + O(xex |y|).

Mit diesen Formeln und der Définition (6) fur Qk(A, p, q, x) erhâlt man aus den

unter (58) explizit gegebenen Ausdrûcken fur a2(x):

rO(e7k|4|y|'), .,-....... (63)
| ] 1,2,gleichmâssig m h>t,

'), (64)

-O(e*), / 1,2. (65)

Nun wendet man die Operatoren A\ auf die Gleichung (8) an. Fur fc=2
konvergiert die Reihe auf der rechten Seite von (8) absolut. Aus diesem Grunde
darf man redits Summation und Anwendung von A\ vertauschen. Auf die Terme
mit n<T wendet man (65) an, auf diejenigen mit KÀ^Iyl"2 die Beziehung
(64) und die restlichen Summanden schàtzt man ab mit Hilfe von (63). So ergibt
sich fur / 1,2:

4'y(N2(A, p, q, x)) 2Q2'(A, p, q, x) + O(ex) I \Kn(p, q)\l\an\4->
2

Die O-Abschâtzungen in dieser Beziehung sind gleichmâssig in (p, q)
denn nach (5) sind es auch diejenigen unter (65) und wegen (36) und (37) folgt,
dass gleichmâssig in (p, q) e 9* x & gilt

|y|), (66)

(67)
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Andererseits ist nach (29):

p, q, x)) - f V(A, p, q, d) de,
y 4c

"H

sodass, da die Funktionen Nm(A, p, q, x), m =0,1 monoton wachsen, auch gilt

,q,x)) fur y>0,
,q,x)) fur y<0,

J ' '

Das Résultat (14) im Falle fc 1 ergibt sich aus diesen Ungleichungen, zusammen
mit (66), wenn man j l und y ±e~x wàhlt, und fur fc=0 erhâlt man (14),
indem man j 2, y ±e~x/2 setzt und (67) beachtet.

(x) Beweis von (14) fur 0<fc<l. Mit Hilfe der unter (ix) hergeleiteten Resul-
tate soll der Beweis von (14) vervollstândigt werden. Das Vorgehen ist analog zu
demjenigen beim Beweis von Satz 1.71 in [2]. Nach (34) gilt fur beliebiges

Rk(A, p, q, x) fc[ f + JX}(x - vf-WiA, p, q, v) dv + O(xk+1),

k > 0, gleichmâssig in (p, q) g y x 9. (68)

Man wâhlt nun £ £(x): x-xe~x/2, das heisst x-£ xe~x/2. Aus dem schon

bewiesenen Résultat (14) im Falle fc 0 ersieht man, dass dann das Intégral von £

bis x in (68) gleich O(xke(3~k)x/2) ist fur 0<fc<l und gleichmâssig in (p,q)e
SFxSF. Zudem existiert nach dem zweiten Mittelwertsatz der Integralrechnung
([9, Seite 256]) ein w, 0<u<£ sodass gilt

(x - ^)k~1 |V(A, p, q, v) dv + X*"1 ^R0(A, p, q, i;) du

O(xke(3"k)x/2), 0 < fc < l,gleichmâssig in (p, q) e ^ x y.

gleichmâssig in (p, q) €
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Dièse letzte Abschâtzung, welche man aus dem Résultat (14) fur k 1 erhâlt,
beweist, eingesetzt in (68) die Aussage (14) vollstândig.

(xi) Beweis von (15) und (17). Wird definiert

*>•¦

so ist nach (62)

Sk(A, p, q, x) O(e(1-e)x) + O(xk+1), k > 1. (69)

Setzt man fur n>t arg(1 -an): i/rn, so wird 1 -an k\nel\ n>r.
Mit dieser Schreibweise ergibt sich aus der Définition von Sk"1(A, p, q, x):

X ^^ sin (0nx + ^nk) 4-S^HA, p, q, x),
h>t Pn^n

fc>2. (70)

Aus (38) und der Tatsache, dass die Folge À, strikt monoton wachsend ist, folgert
man die Existenz einer reellen Zahl k0 > 4, sodass fur aile k>k0 gilt

S,(ftq)l_ y |Km(p,q)|l

Nach (69) gibt es zu jedem k ein xo xo(k), sodass die Abschâtzung

\Sk(A, p, q, x)\ < irykex fur aile x >x0 (72)

erfûllt ist. Fur xv xv(fc):=(Tr/2 + iMr-^Tk)/pT ist

0,1,... und aus (70), (71) und (72) folgt fur k>h0

(<-iryke\ fur aile v mit (-l)vKT(p,q)<0, xv>xo.
1 PqXJ (<iryke\ fur aile v mit (l)KT(p,q)<0, xvxo.
1 >P'q'XJU7r7e\ fur aile i^ mit (-irKr(p,q)>0, xv^xo.

Das bedeutet, dass .Rk(A, p, q, x), k > k0-1, das Vorzeichen wechselt auf jedem
x-Intervall xo^xv<x<xv+1 der Lange ir/|3T. Somit beweist (73) sowohl (15) als

auch (17) fur fc>fco-l.
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Genau wie in [16] folgert man mit der dort gegebenen Verallgemeinerung des

Satzes von Rolle aus (73) und (28) die Gùltigkeit von (17) fur aile fc >0, und auch

(15) ergibt sich fur aile fc>0 aus (73) unter Beachtung von (29).

(xii) Vorbereitungen zum Beweis von (16). Aus Satz 2 lassen sich die Haupt-
teile von Gk(A, p, q, s) in den Polen seP bestimmen. Insbesondere ersieht man:

Gk(A, p, q, s) ist analytisch fur a>0, fc ^0, bis auf einfache Pôle bei
s*:=l±an, mit Residuen <k 7rr(fc + l)Kn(p, q)/(±an)(l±an)k+\
fur n 0,l,...,s^l.
Falls 1 Eigenwert ist, hat Gk(A,p,q,s) zudem einen doppelten
und einen einfachen Pol bei s 1 mit den Hauptteilen
27rF(fc + l)K*(p, q)l{s -1)2, respektive -27rr(fc +2)K*(p, q)/(s -1).

(74)

Man definiert

Hk(A,p,s):=[ Rk(A,p,p,x)e-xsdx, a>3/2, fc^O. (75)

Vorerst fur a > 2 ist dann

Hk(A, p, s) Gk(A, p, p,s)- f Qk(A, p, p, x)e~xs dx, k >0.

Setzt man in dieser Gleichung den expliziten Ausdruck (6) fur Qk(A, p, p, x) ein
und fûhrt die Intégration durch, so ergibt sich zusammen mit (74):

Hk(A9pfs), fc > 0, ist analytisch fur or > 1 - 0, (0 < S : minn<T c^ < 1),

bis auf einfache Pôle bei s^:=l±an mit Residuen u*k irF(fc +1)x
lUp,p)/(±«n)(l±««)k+1 fur aile n>r. (76)

Als weitere Vorbereitung zum Beweis von (16) wâhlt man eine beliebige ganze
Zahl M>0 und betrachtet die Funktionen

V(x): 2cos2(x/2) l+cosx l+è(elx + <T'x), W(x):= l\ V(/3,x).

Die Funktion W(x) ist von der Form W(x): SJ<i0i;J(eIW' + e-lwO. Dabei ist

^=(1/2)", i/>0, v ganz, also ^>0, / 0,1,..., O und w, durchlâuft die

q: (3^+1-I-1)/2 Zahlen r0PT + r^T+1 + - • - + rM0T+M, ^=0 oder ±1, wobei der

erste von 0 verschiedene Term der Folge r0, ru...,rM jeweils gleich +1 ist.
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Die w, seien so numeriert, dass wJ j3T+J ist, / 0,1,..., M und wo =0.
Dann ist v] 1/2 fur / 0,1,.., M und

1 y -lP x V
mit w^O, j M+l,M+2,...,Q-l. (77)

(xiii) Beweis von (16). Man will zeigen, dass unter der Annahme

Rk(A, p, p, x) O(e(1+e)x), fc>0, fùrjedes e>0, (78)

gilt

lim inf JRk(A, p, p, x)/ex -», 0 < fc < 1. (79)

Sei im ganzen Abschnitt (xiii) 0< k < 1. Mit der unter (xii) betrachteten Funktion
W definiert man

L L(A, p,fc):= lim (cr-1) f e"-°xJRk(A,p,p,x)W(x)dx.
cril J^

Man wird folgende Ungleichungen herleiten:

T+M
liminfRk(A, p,p,x)/ex<L<-7rr(fc + l)c2 X *s(P>

c2 positiv und unabhângig von M. (80)

Fur n>r ist (3n =(An-l)1/2~Afll/2, n-»oo, Und nach [10, Seite 408] ist die
Konvergenzabszisse der Dirichletreihe Xn^i Kn(p, p)/A^ gleich 3/2. Somit geht die
Summe auf der rechten Seite von (80) gegen <» fùr fc<l und M—>«>. Da M eine

beliebige positive ganze Zahl war, ist mit (80) auch (79) bewiesen. Das bedeutet
(78) impliziert (79), was zu zeigen war. Die erste Ungleichung in (80) ist eine

Folge der offensichtlichen Tatsache, dass W(x)>0 ist fur réelles x. Beachtet man
nàmlich noch, dass fur beliebiges festes £, f >0, gilt

(o— 1) f e"oxJRk(A, p, p, x) W(x) dx

<(o--l)£ max |e~orxRk(A,p,p,x)W(x)|-^0, o-H,
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so erhàlt man

fRk(A,P,p,x),,înf hr

Aus der Darstellung (77) von W(x) folgt aber, dass fur jedes feste | der in (81)
auftretende Limes gleich 1 ist. Da £ beliebig positiv war, ist damit die erste
Ungleichung unter (80) bewiesen.

Die andere Behauptung in (80) verifiziert man, indem man sich ûberlegt, dass

mit (77) und der Définition (75) von Hk(A, p, s) gilt

M
L £ | Hm (a~l){Hk(A, p,a-aJ+r) + Hk(A, p, or + aJ+T)}

j =0

+ t v, lim (o-- l){Hk(A, p,a-iwl) + Hk(A,p,cr + iw,)}.

Beachtet man (76), so ergibt sich daraus

z ^^^{-î^i-^^^+i/a-f^r1}. (82)
«

Dabei bezeichnet Zw,=3m die Summe ùber aile j aus der Menge {M+1,M +
2,..., Q}, fur die w, |8m ist, fur irgend ein m > t. Mit der unter (xi) eingefùhrten
Bezeichnung arg (1 — a») : ipn, n>r, wird (82) zu

Z .^feè (83)
Wj=3m Mm

Da j3J>j3T>0 ist fur />r gilt 0>^T : arg(l-aT)>arg(l-aJ): ^J >-7r/2,
j>t, also wegen 0
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Somit existiert ein nur von fc abhàngiges c2 > 0, sodass gilt

0>-c2>sin((fc + l)^), gleichmâssig in j^r.

Unter (xii) hat man sich ùberlegt, dass aile v] >0 sind, j 0,1,..., Q. Also, da
auch die K,(p, p) |<Ê,(p)|2>0 sind, folgt aus (83):

Das beweist (80) und damit (16).

(xiv) Beweis von (19) und Satz 6. Ist f(s) eine analytische Funktion von 5, so

setztman (d/ds)mf(s): fm)(s), m 0, 1,.... Fur s<£P, n =0,1,... und m >0, m

ganz, definiert man y (s, n, m): {l/(s2-(an + l)2)(s2-(on-l)2)}(m). Dann ist fur

(v) f 1 ^(m—n-v)ll ¦ <84)

Unter Beachtung von Satz 2 erhâlt man

n,j=O
s^P. (85)

Fur festes s£P ist y(s, n, m) O(l/|an|4), m>0, gleichmâssig in n 0,1,...,
sodass nach (38) die Doppelreihe unter (85) gleichmâssig konvergiert in (p, q) e

Mit der Orthogonalitâtsrelation (1) folgt deshalb

f °(A, p, q, s)|2 <K (8tt)2 £ Kn(p, p) |7(s, n, m)|2, s^ P.
n=O

(86)

Sei 0<|<l. Aus Formel (84) ersieht man, dass fur beliebige ô>0, k>0 und
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gleichmâssig in a mit |<t±1|>k gilt

{
|r|-1+ô |r|-2€(m+2)), gleichmâssig in n mit

P(M~4)> gleichmâssig in allen ùbrigen n.

Man setzt dièse Abschàtzungen in (86) ein und wendet (38), sowie (4) an. Setzt

man dann £ l/(2m + 5), so ist 2£(m + 2)= l-£. Wàhlt man schliesslich bei

gegebenem <o, <o > l/(4m +10) £/2, den Parameter 8 derart, dass 0 < 8 < 2<o - £

ist, so ergibt sich

t
4)u <i«JLu+u«Kn(P'P)

2+«) O(|r|-2+a+€)

O(|t|~2+2a>), gleichmâssig in a mit |o-±1|>k.

Damit ist auch (19) bewiesen. Durch wiederholte partielle Intégration làsst sich

mit Hilfe von (19) fur fast aile q e 9 zeigen:

u
G°(A, p,q,a + it)elty dt O(eey), fur beliebig vorgegebenes e > 0

und fur feste £>1, cr>l, cr^F,
gleichmâssig in 0< l/<2e2€y.

Mit dieser Formel und (19) sind die Voraussetzungen des nachfolgenden
Hilfssatzes verifiziert fur die Wahl A(x): N°(A,p,q,x), f(s):=G°(A,p,q,s),
°"o Pi: 2, y > 1, 7^ F, st : 1 + ap j 0,1,..., t, w(y) : eey, e beliebig positiv.
Beachtet man (74) und die Définition (6) von O°(A, p, q, x), so ergibt sich Satz 6

fur fc 0 aus dem Hilfssatz und damit fur fc>0 aus (34).

V. Ein Hilfssatz

Der Satz von Wiener-Ikehara gibt das asymptotische Wachstum einer

reellwertigen, nicht fallenden Funktion an, unter der Voraussetzung, dass deren

Laplacetransformierte in der Konvefgenzabszisse cr0 einen einfachen Pol mit
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bekanntem Residuum besitzt und sonst analytisch ist in der s-Halbebene Res>
a0.

Oft ist aber von der Laplacetransformierten mehr bekannt in dem Sinne, dass

sie ùber <x0 hinaus meromorph fortgesetzt werden kann, eventuell mit mehreren,
auch mehrfachen Polen. Im folgenden soll eine Verallgemeinerung des Satzes von
Wiener-Ikehara bewiesen werden, die sich auf dièse Situation bezieht.

Hilfssatz. Sei die Funktion A(x) definiert fur x>0, nicht negativ, monoton
wachsend und das Intégral fâ A(x)e~xs dx, s: a+it, konvergiere fur or>ao
gegen die Funktion f(s).

Sei f(s) analytisch fur a > 7, bis auf (a, + l)-fache Pôle bei s s,, s, : j3, + iyp
mit den Hauptteilen ^/(s —s,)a'+1, a,>0, a} ganz, j 1,2,... ,q und y<|3q<
Pq-i^---^Pi a-0. Sei

Ist mit einer positiven, nicht fallenden Funktion w und fur beliebiges festes

(a) /(a + ir) O(l), gleichmâssig in cre [7,^ + 1],

ÇU
(b) I f(y + it)eltydt O(w(y)) fur y-*°°, gleichmâssig in 0<

so lâsst sich folgern

R(x) O(eyxw(x)). (87)

Bemerkungen. (i) Weil A monoton wachsend vorausgesetzt wurde, ist cro

Pi.
(ii) Da /(s) reell ist fur réelles s>cr0, folgt f(s) f(s) fur aile s^s, mit

Re s > 7. Dies impliziert, dass die Summe in der Définition von R(x) - und damit
R(x) selbst- reell ist.

(iii) Die in der Voraussetzung (b) auftretende Funktion w wird im ail-
gemeinen von der Grôssenordnung der oberen Grenze des zu betrachtenden

Intégrais abhângen und die Aussage des Satzes kann unter Umstânden besser

werden, je kleiner dièse Grôssenordnung gewâhlt werden darf. Ersetzt man die
beim Beweis auftretende Hilfsfunktion

Mx):-|0, sonst
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durch die n -fâche Faltung

hn(x): (h1*h1*- • -xh^ix) (n Faktoren),

so ist hn(f/2nÀ) O(l), gleichmâssig in feR fur aile À>0, n l,2,... und es

lâsst sich zeigen, dass gilt:
Zu beliebig festem £>|3i-7 existiert ein ganzes /^l, sodass die Bedin-

gungen

(a) /(s) O(l), gleichmâssig in a g [7, & + 1],

(b) I /(74-ir)h,(r/2/e€y)elty dr O(w(y)) fur y -> 00,

implizieren

O(eyxw(x)).

Das bedeutet, die Grôssenordnung der oberen Grenze des unter (b) zu be-
trachtenden Intégrais kann in dieser Formulierung des Satzes halbiert werden.
Die mit dem Hilfssatz hergeleitete Aussage (18) kann allerdings auf Grund dieser

Feststellung nicht verbessert werden.
(iv) Indem man das Intégral der Funktion A betrachtet und durch Anwen-

dung der Méthode der endlichen Differenzen, lâsst sich aus dem Hilfssatz
beweisen, dass allein die Voraussetzung

(a) /(o- 4- it) O(l), gleichmâssig in a e [7, f$1 +1],

impliziert

R(x) O(e(fi-y)x/2xiv+1)/2), v:= max ar

Beweis des Hilfssatzes. Abschàtzung (87) soll hergeleitet werden durch
Uebertragung eines Beweises von Landau-Bochner fur den Satz von Wiener-
Ikehara (man siehe dazu zum Beispiel [3]).

Man setzt jR*(x) : R(x)e~yx. In einem ersten Schritt will man zeigen, dass gilt

R*(x)^ c3w(x), x ^ 1, c3 unabhângig von x. (88)
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Setzt man

so ist g(s) analytisch fur <x>y und

g(s)= [ R*(x)c^(s^ dx, or>p1. (89)

Sei T)>^! und p,:=Tj —y. Mit der Formel

A>0, « reell,

erhâlt man fur À > 1, y > 1 die Gleichung

g(T, + it){l - |t|/2À}e("+^ dt R*(x)e-(-^ Wy X^ dx, (90)
2x Jo My

indem man auf der linken Seite die Beziehung (89) einsetzt und sich ùberlegt,
dass die ïntegrationsreihenfolge vertauscht werden darf. Man setzt À

À(y):=e2€y, mit dem in der Voraussetzung b) auftretenden, festen
Fiir y > 1 ist dann À > 1. Sei

T(y) : Im J

Wegen g(s) g(s) fiir a>y, ist die linke Seite von (90) gleich T(y) und indem

man auf der rechten Seite u: À(y —x) substituiert, ergibt sich

du. (92)

q

P(x): A(x)e-"x-R*(x)= £ -^rxV^*, (93)
,=1a,!

T(y)

Definiert

¦L*
man

*(y-n/A)
Asin2u

«2
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so erhâlt man aus (92)

CKy sin2
J'Xy

sin2 u CKy sin2 uP(y-ulk)e^IK^Y^du =\ A(y-u/K)e~yy^u/K—— du. (94)
_oo M J—oo M

Nun lassen sich die Voraussetzungen ûber A ausnûtzen. Wegen A(x)>0, x>0,
ist der ganze Integrand auf der rechten Seite von (94) nicht negativ. Da zudem A
monoton wachsend ist, folgt aus (94) fur beliebige a, 1 < a < Ày :

^-^du> P
u2 J_a

T(y)+ [P(y-u/\)e»u/k^-^du> P A(y-a/A)e-^+T1M/x^^du. (95)L u2 J u2

Man wâhlt a a(y): À(y)1/2 e€y. Fur y>l ist dann l<a<À.y und durch
beidseitige Subtraktion des Terms

J—

erhâlt man aus (95)

i?*(y-l/a)<-^-{T+S2+S3}(y), (96)

mit

e^la2*^du>0, a(y)>0,

J*a
«lin2 u

\ {P(y - u/a2) -e^-*MP(y - l/a)}e-/a2 ^V au,
-a M

S3(y) := { f
""

Man wàhlt t|>pt so, dass Pi-7<t)-t M'<^ ist. Die redite Seite von (96) soll

nun in Funktion von y nach oben abgeschâtzt werden. Die Funktionen S, (y),
7 1,2,3 sind unabhângig von f(s) definiert. Zu ihrer Abschâtzung macht man
somit keinen Gebrauch von den Voraussetzungen iiber /(s). Offenbar ist

limS^y^ir. (97)
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Mit der aus der Définition (93) ersichtlichen Abschâtzung

P(y - u/a2) - e^u/a2*1/a)P(y ±l/a) O(e(^~y)yy 7a)

O(yve*-y-*)y) fur -a<u<a, v:=maxap (98)

folgt wegen (3i~7<£:

S2(y) o(l) fur y -> oo. (99)

Es ist auch Pl-y<n<(; und nach (93) F(x) O(xVp'^)x)
gleichmâssig in 0<x<<». Also gilt S3(y) Oie™/a) O(e(M-~€)y) und somit

S3(y) o(l) fur y -* ». (100)

Da g(s) analytisch ist fur <x>7, lâsst sich die unter (91) definierte Funktion T(y)
folgendermassen darstellen:

T(y) Im f g(s)(l-y)e(s-)y ds,
*'W1 + W2+W3 ^ *>™ J

mit W1: {s|tj>s>7}, W2: {s

t)}, A A(y): e2€y. Auf Wx ist s reell, also g(s)e(s~Y)y reell und Im{l-
(s-rî)/2A/}=O(l/A). Auf W3 ist {l-(s-7j)/2Ai}=O(l/A). Zudem ist mit f(s)-
wie vorausgesetzt unter (a)-auch g(s) O(l), gleichmâssig in cre[7, (3x4-1].

Somit sind die Beitràge der Intégrale ûber Wt und W3 je gleich O(e^7A)

(-^) o(l) fur y->oo. Weiter ist

O(w(y)) + O(l).

Die O-Abschàtzung ergibt sich durch partielle Intégration unter Beachtung der

Voraussetzung (b) und der Définition von g(s). Damit wird, da w nicht fallend

vorausgesetzt ist

T(y) O(w(y)), (101)

und (97), sowie (99) bis (101), eingesetzt in (96) ergeben die zu verifizierende
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Beziehung (88). Der Hilfssatz ist bewiesen, wenn noch gezeigt wird

#*(*)> O(w(x)). (102)

Sei wie oben t)>j8i so, dass Pi-y<^:=r]-y<^ ist. Es kann w(y) O(elxy)

angenommen werden, da andernfalls nichts zu beweisen ist. Aus (92) folgt, wenn
man fur y>l wieder setzt a a(y): À(y)1/2 e€y und (88) beachtet

T(y)<c3f f

12U

Wegen R*(x) A(x)e~yx~P(x) ist also mit (101) und Oie™la)
o(l) fur y—»oo:

O(w(y))+ f° P(y-M/a2)e^M/a2^VfdM< f"
• 2

u2

u2

du

(103)

Die letzte Ungleichung ist eine Folge davon, dass A nicht negativ und monoton
wachsend vorausgesetzt wurde. Auf beiden Seiten der Ungleichung (103) sub-
trahiert man den Term

I P(y
-a

n2 u^ du.

Beachtet man (93), sowie (97) und die Tatsache, dass wegen (98) gilt

f
a

{P(y - u/a2) - e^u/a2+l/a)Piy + l/a)}e^u/a2^^ du o(l) fur y -* oo,
J—a M

so erhâlt man die Abschàtzung (102). Damit ist der Hilfssatz bewiesen.
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