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Balanced splittings of Semi-free actions of finite groups on
homotopy spheres

DoucrLas R. ANDERSON® AND IAN HAMBLETON'®

Throughout this paper we work in the smooth category. In particular, the
terms ‘“‘manifold” and “action” mean ‘‘smooth manifold’’ and ‘“‘smooth action”
respectively.

Let 3"** be a homotopy sphere of dimension n+k andlet p: GX3 — 3 be a
semi-free action of the finite group G on 3. The fixed point set of this action is an
n-manifold, denoted by either F" or 3€, and G acts freely on 3 —F. A splitting
of such an action is a decomposition of 3 of the form 3 =D, U D, where D,
(i=1,2) is a closed G-invariant (n+ k)-disk such that aD, = D, N D, meets F
transversally. In this case, the splitting F=F,UF, where F,=FND, (i=1,2) is
called the induced splitting of F. A splitting of the action is a (strong) balanced
splitting if the induced splitting is a (strong) balanced splitting of F in the sense of
the following definition.

Let F" be a closed n-manifold. A splitting of F is a decomposition of F of the
form F=F, UF, where F, (i=1,2) is an n-manifold with dF,=F, NF,. A
splitting is balanced if H;(F,) is isomorphic to H;(F,) for all j. A strong balanced
splitting is a balanced splitting F=F, UF, such that A, is equal to A, where
A,=ker(H,_,(Fy)— H,,_,(F)) (i=1,2), m=[n/2] and F,=F,NF,.

In this paper, we investigate the problem(s) of whether a given semi-free
action admits a (strong) balanced splitting. We show that if dim F=2m, then a
balanced splitting of the action always exists. When dim F=2m + 1, we introduce
a sort of ‘‘semi-characteristic”’ invariant which is the main obstruction to the
existence of a balanced splitting. A similar invariant is the obstruction to the
existence of a strong balanced splitting of the action without regard for the parity
of dim F. Finally, we construct examples of semi-free actions whose semi-
characteristic invariants are non-zero. Such actions, then, have no strong balanced
splittings.

O Partially supported by the N.S.F. under grant number MCS76-05997.
@ Partially supported by an N.S.F. grant at the Institute for Advanced Study, Princeton, N.J.
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Balanced splittings 131

One class of actions for which balanced splittings exist is obtained by the
“twisted double” construction. Namely, let p: G xD"** — D"** be a semi-free
action of the finite group G on an (n+k) disk. Let 3 =D U D where ¢ :0D —
oD is an equivariant diffeomorphism. Our interest in the problem considered here
arose from trying to understand the conditions under which a given semi-free
action is a twisted double. An action that admits a balanced splitting (respectively,
strong balanced splitting) resembles a twisted double (respectively, a double; i.e.
¢ is the identity), at least homologically. In that sense, such an action exhibits a
rough sort of symmetry. An action with no (strong) balanced splitting is rather
strongly asymmetrical.

We remark finally that the class of finite groups G that can act smoothly and
semi-freely on a manifold is rather small - it consists of exactly the finite groups
that admit a free linear representation. Although these groups have been clas-
sified by Wolf [22], this classification is not used in proving Theorem A and B
below and it was used only to guide our search for the examples of Theorem C.

The first named author would like to thank McMaster University for its
hospitality during the period when the research contained in this paper was done.

1. Statement of results

In this section, we outline the main flow of our argument and state our main
results. We begin by setting the notational convention that for any finite group G,
%(G) denotes the category of finite abelian groups of order prime to |G|, the
order of G.

Let F" be the fixed point set of a semi-free action of G on the homotopy
sphere 3"+ It follows from Smith theory that H,(F)e @(G) for i <n. Similarly, if
the splitting F=F,UF, is induced from a splitting of the action, then I-Ii(F,-)e
D(G) (j=1,2) for all i, and H,(F,)e D(G) for i<n—1 where F,=F,NF,. A
splitting satisfying these conditions will be called admissible.

We note that if F" is any closed manifold such that H,(F")e @(G) for i<n,
then admissible splittings of F are abundant. For example, let D" < F" be an
embedded n-disk and set F, = D" and F,=F —Int D". Suppose now that F = 3¢
and that F=F,UF, is an admissible splitting of F. We wish to obtain an
obstruction to extending this splitting to a splitting of the action. This is done as
follows:

Let €(G) denote the category of finitely generated, cohomologically trivial
ZG modules. If we regard the groups in 2(G) as trivial ZG modules, then Rim
has shown that they are cohomologically trivial [14; Theorem 4.7]. Hence, there
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is an inclusion k : #(G) — €(G) and an induced homomorphism ky : Go(2(G)) —
Go(€(G)) where Go(P(G)) and Go(%€(G)) are the Grothendieck groups of the
categories P(G) and 6(G) respectively and Go(€(G)) = Go(€(G))/{{M]|M is a
finitely generated free ZG module}. On the other hand, every finitely generated,
projective ZG module is cohomologically trivial. Hence, there is also an inclusion
[:P(G)— 6(G) where ?(G) is the category of finitely generated projective ZG
modules. The induced homomorphism Iy : Ko(ZG) — Go(€(G)) is an isomorph-
ism by another result of Rim [14; Theorem 4.12] (cf. Proposition 2.2 below) and
we identify these groups via this isomorphism. Finally, let A(G)=
Im (ky: Go(2(G)) = Ko( ZG)). .

Suppose now that X is a finite CW complex such that H;(X)e @(G) for all i.
Let x(X; G) € Go(P(G)) and x(X; G)e A(G) be defined by

X(X, G)= ) (- [H/(X)]

i=1
and

x(X, G) = kxx (X, G).

We are now ready to state our first main result.

THEOREM A. Let (3, p) be a smooth semi-free action of the finite group G on
the homotopy (n+k) sphere 3 with connected fixed point set F*. If 1=n<k -2,
then the admissible splitting of F as F, UF, is induced by a splitting of the action if
and only if x(F,; G)=0.

We remark that x(F,; G)=(—1)"x(F,; G) so the above result does not
depend on the ordering of F, and F,.

The reader will note that this theorem is similar in spirit to results of Jones [6]
and Oliver [9]. Indeed, it was inspired by their work.

An obvious necessary condition for the existence of a (strong) balanced
splitting of the action is that there be an admissible (strong) balanced splitting of
F. In section 4, we show that if n =2m, then F always has such splittings; but, if
n=2m+1 and H,(w,(F); M)=0 for all m,(F) modules M then F has such
splittings if and only if |H,,(F)| is a square. Thus |H,,(F)| is a “primary obstruc-
tion to finding a (strong) balanced splitting of the action.

Now let F" be a closed manifold such that H,(F")e @(G) for i<n and, if
n=2m+1, suppose |H,(F)| is a square. We define a semi-characteristic
x12(F; G)e A(G) by setting x1(F; G)=kgpio(F; G) where p,,(F;G)e
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Go(2(G)) is given by

(m—1

Y (- 1)¥[H,(F)] if n=2m

]

Pl/z(Fn; G)=1«

L CDTHE+-D"Zlg] i n=2m+1

where q =|H,,(F)|'".

Now let x — % be the involution on K(ZG) induced by sending [P] to —[P*]
where Pe #(G) and P*=Hom,g (P, ZG). In Section 2, we show that every
element x € A(G) satisfies x = X. In particular, x,,(F; G) = x1,(F; G) if n=2m.
In Section 4, we show that if F"=3° n=2m+1, and |H,,(F)| is a square, then
X12(F; G)= — x,2(F; G). In either case, then x,,,(F; G) represents a well defined
element of H"(Z/2; A(G)) which we denote by x,,(F; G).

THEOREM B. Let (3, p) be a semi-free action of the finite group G on the
homotopy (n+k)-sphere 5 with connected fixed point set F" where n#3,4,
l=n=<k-2.

(i) If n=2m, then the action has a balanced splitting. It has a strong balanced
splitting if and only if x,,(F; G)=0.

(i) If n=2m+1 and H,(w(F); M)=0 for all w,(F) modules M, then the
action has a balanced splitting if and only if it has a strong balanced splitting. The
latter occurs if and only if |H,,(F)| is a square and x,,(F; G)=0.

In particular, Part (ii) of Theorem B holds if =,(F)=0 or if H,,(F)=0.

If G is cyclic of order n, then a result of Jones [6; Lemma 1.1] shows that
A(G)=0. Similarly, a result of Ullom [18; Proposition 2.10] shows that the
exponent of A(G) divides the Artin exponent of G; which, in turn, divides |G|.
Hence, if G has odd order, so does A(G) and H"(Z/2; A(G))=0 for all n. In
these two cases, then, x,,(F; G) always vanishes.

The simplest examples of non-cyclic, even order groups that admit free linear
representations are the generalized quaternion groups Q2! (1=3). These groups
have the presentation (a, b; a®> ' =1, b>=a*", bab™'=a~") and have order 2"

THEOREM C. Let G=Q2' and let d be the minimal dimension of a free
linear representation of G. Let n and k be integers such that 6=n=<k—6 and k=0
(mod d). If n#1 (mod 4) then there exists a semi-free action of G on a homotopy
sphere 3"** with fixed point set F having dimension n such that x,,(F; G) #0.

We remark that the fixed point sets of these examples are actually doubles.
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We also remark that since it is easy to show that x,,(F; G) is a cobordism
invariant, these actions are not cobordant to linear actions.

2. Some algebra

In this section, we obtain the basic algebraic results about the groups
Go(2(G)) and A(G) that we will need.

PROPOSITION 2.1. The group Go(2(G)) is free abelian on the generators
{{ZIp]|p is a prime, p +|Gl}.

Proof. Any group T € 9(G) is isomorphic to a direct sum C,® - - - D C, where
C, is cyclic of order pj for some prime p, where p,+|G|. Hence, [T]=
[Ci]+ - +[C] in Gx(D(G)). An easy induction argument using the exact
sequence 0 — Z/p"~ ' — Z[p" — Z/p — 0 shows that [Z/p"]1=r[Z/p] in Gx(D(G)).
Hence, {{Z/p]|p is a prime, p+|G|} generates Go(2(G)).

Now let F(G) be the free abelian group with generators {{p]|p is a prime,
p+|Gl}. If Te %(G) has order p} - - - p%, let o(T)=r[p,]+ - - +r[p,Je F(G). It
is easy to check that o induces an isomorphism o4: Go(2(G)) — F(G). This
completes the proof.

PROPOSITION 2.2. The inclusion of categories 1: P(G)— 6(G) induces an
isomorphism ly: Ko(ZG) — Go(€(G)).

Proof. If M € €(G), then by Rim [14; Theorem 4.12] M has a short resolution
0— P,— P,— M — 0 where P,, P, € ?(G). The map [M]+~>[P,]—[P,] induces a
well defined homomorphism inverse to I.

We wish now to give an alternate description of A(G). We recall that if r is a
positive integer such that (r,|G|)=1, then Swan [16; Proposition 7.1] has shown
that the submodule (r, N)< ZG is in #(G) where N=}_.; g Swan also shows
[17; Lemma 6.1] that the map r—[(r, N)] defines a homomorphism d:(Z/|G|)*—
K,(ZG) where (Z/|G|)* denotes the group of units in Z/|G]|.

PROPOSITION 2.3. (i) A(G)=Ima.
(ii) Every element x € A(G) is of the form x = ky[Z/q] for some integer q prime
to |G|. Furthermore, x = X.

Proof. Define a homomorphism 7: Go(2(G)) — (Z/|G|)* by sending [Z/p] to p
where [Z/p] is one of the generators of G,(?(G)) given in 2.1. We note that
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91 = ky, for if p is a prime not dividing |G/, then
0—ZG — (p, Ny—> Z/p —> 0 *)

is a projective resolution of Z/p. Since 7 is obviously onto, A(G)=Im ky=Ima
and (1) follows.

To prove (ii), note that x =d(q) for some q € (Z/|G|)*. If we take q to be an
integer 0 < q <|G|, then x =3(q) =91[Z/q]= k4[Z/q]. To show x = x it suffices to
show that ky[Z/p]= k[ Z/p] whenever p is an integer prime to |G|. To see this,
take the dual of the sequence (*) above. This gives an exact sequence

0— (p, NY* = (ZG)* = Extys (Z/p, ZG) — 0 (**

The right hand term is isomorphic to Z/p as abelian groups. It inherits a ZG
module structure from the maps ‘“‘multiplication by g’ (g€ G) on ZG. However,
since the map, ‘“‘multiplication by (g—1)” on ZG factors through Xp:ZG —
(p, N), the ZG module structure on Ext,¢ (Z/p, ZG) is trivial. Hence ky[Z/p]=
k4 Extz (Z/p, ZG)]= —[{p, NY*]= k4[Z/p] by the definition of ~, and (ii) fol-
lows.

PROPOSITION 2.4. (i) Let C4={C,, 9;} be a chain complex such that C,=0
for i <0 and for i > n where n is some positive integer. If C; and H;(Cy) are in C(G)
for all i, then

2 (—1[C]= X (—1)[H(Cy)]
i=0 i=0
in Go(6(G)) = Ko(ZG).
(i) Let p and q be positive integers with q <p. Suppose that 0 —> H,— H, —

H;—H,_,—---— H, — H; — 0 is an exact sequence of modules in €(G). Then
in Go(€(G))=Ko(ZG)

p - p o p .
2 (1[H]= Y (- [HI+ X (- 1)[H]
i=q i=q

i=q

Proof. This follows easily by standard arguments.

3. The proof of Theorem A

In this section we give the proof of Theorem A. The necessity of having
x(F;; G)=0 for an induced splitting is contained in the following lemma.
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LEMMA 3.1. Let F" be the fixed point set of a semi-free action of G on 3"
Then

(i) x(F"—x;G)=0 for any xe€ F".

(ii) If the splitting F=F,UF, is induced by a splitting of the action, then
x(F1; G)=0.

(iii) For any admissible splitting F=F, UF,,

x(Fy; G)=(—1)"x(F;; G).

Proof. We first show (ii). Let D,UD, be the splitting of the action that
induces the given splitting of F. It has been shown by Illman [5] that the G-space
D, has the structure of a finite G — CW complex. It now follows from the exact
sequence of the pair (D,, F;) and 2.4 that

x(Fy; G)== L (~D'[H(Dy, F)l=~ L (~1[G(Dy, F1)]
where Cy4(D,, F,) denotes the cellular chains on (D,, F,). Since G acts freely on
D,-F,, C(D,, F,) is a free ZG module for all i. Hence x(F;; G)=0.

To prove (i), we note that if x € F" then there exists a G-invariant disk D}**
with center x such that F;, =D, NFis adisk. Let D,=3 —Int D, and F,=D,NF.
Then by (ii) 0= x(F,; G) = x(F—x; G) and (i) follows.

To prove (iii), we note that a consideration of the exact sequence of the pair
(F—x, F,) yields the exact sequence

0—-H, (F))>H, (F-x)>H,_ (F-x,F})—>"--
— H,(F,)— H,(F—x)
-—> H](F_’x, Fl)—> 0

Hence, by 2.4 and (i)

0=X(F~x; G)=x(F;; G)+ X, (- '[H(F-x Fy)}.

n
i=1

For i=n—1, we have the isomorphisms

H,(F-x, F,) = H,(F, F,) <=~ H,(F,, Fy) «— H""(F,)

where Fo,=F,NF,=0F,, ey is an excision, and d is duality. Since H;(F,)e
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P(G) for j=1, we also have the isomorphism
Ext[H,_;_(F,); Z]— H"(F,)

It follows that H,(F—x, F1)=H,_;_4(F,) for i=<n—2 and that H, ,(F—x, F,)=0.
A similar argument shows that H,_,(F—x) vanishes. Hence so do H,_,(F;) for
i=1,2. It now follows that

"i (— 1)E[Hi(F—X, F)l=(- 1)n_1X(F2; G)

i=1

and (iii) follows from the previous equation.
The proof that yx(F;; G)=0 implies that the splitting of F is induced by a
splitting of the action is contained in the corollary to the following proposition.

PROPOSITION 3.2. Let m=6. Let M™ be a smooth (m—1)-connected m-
manifold with a semi-free G-action. Let N* = M© be the fixed point set of this
action and let N, N be a connected codimension 0 submanifold with boundary
such that H,(N,)e D(G) for i>0. If 2n+1=<m, then there exists an [m/2]—1
connected G-invariant submanifold MT<M™ such that M{=N, and
(- 1)'[H;(M,)]= x(Ny; G) for i =[m/2].

COROLLARY 33 If 2n+2=<m and x(N,; G)=0, then there exists a G-
invariant disk D™ < M™ with D =N,.

Proof of 3.2. Let p:E— N be a closed G-tubular neighborhood of N. Let
Q=M-IntE, Q=(M-Int E)/G, and q:Q — Q be the obvious quotient map.
Using the facts that H;(0E) — H;(E) is an isomorphism for i =m —n—2 and that
2n+1=m, it is easy to show that Q is [m/2]—1 connected. Let E,=p '(N,),
Q,= S(E,) the sphere bundle of E,, and Q, = S(E,)/G. Then Q, <dQ. Note that
since p:Q,— N, has fiber S" " ! and 2n+1=m, p*:Hi(él)—>H,-(N1) iS an
isomorphism for i=n—1.

We shall construct a sequence of submanifolds V; < Q, 0=i=<[m/2]—1 such
that the following conditions hold:

(a) V; is a smooth regular neighborhood of a CW complex X; = Q, Ucells of
dimension =i+1.

(b) (Q, V,) is i+1 connected.
(c) There exists a short exact sequence

0—> Hi+1(él) "f:‘) Hi+1(Vi) —>P—0
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where V;, =q (V,), k:Q,— V, is the inclusion, and P € ?(G) satisfies
(= D)™'[P]= ) (- 1[H;(Ny)]
i=1

(d) For j>i+1, K*:Hj(()l)—>H,-(Vi) is an isomorphism.

If we let M, = E, UV, for i =[m/2]—1, then M, is the desired submanifold of
M. To see this, note that by (b), V, is [m/2]—1 connected since Q is. Then
Mayer-Victoris and Van Kampen arguments show that M, is [m/2]—1 connected
and that for i=[m/2], H,(M,)e #(G) and satisfies (—1)'[H;(M,)]=x(N;; G),
where we have used (c).

The construction of the manifolds V; starts by letting V, be a smooth collar
neighborhood of Q, in Q. Clearly (a) through (d) hold. Suppose V; satisfying
(a—d) has been constructed for some i, 1 <i<[m/2]—1. (The construction of V,

from V,, is slightly different from the general case and will be described below.)
Let 0.V, =Cl[aV;—Q,]

LEMMA 3.4. The inclusion m;(C1(Q - V,), 9, V,)—m;(Q, V,) is an isomorph-
ism for j<[m/2].

Proof. Since V; has the homotopy type of Q, Ucells of dimension <i+1, and
the image of any map may be pushed off Q, by using a collar, (V,,d, V) is
m—(i+1)—1 connected by general position. It follows that the inclusion maps
(9, V;) = m(V;) = 7,(Q) are all isomorphisms. Hence, so is 7,(C1(Q - V;)) —
m1(Q). By homotopy excision 7;(C1(Q—V;),d,V,)— 7;(Q, V;) is an isomorph-
ism for j=m—i—2. Since i <[m/2]—1, [m/2]=m —i—2 and the lemma follows.

We note that (b) implies that V, is i-connected since Q is. Hence we have
isomorphisms, H,,(V;) « m,.1(V;) = m,,,(V;) since i=1. Since py:H,.,(Q,) —
H,,,(N,) is an isomorphism, H,,,(Q,)e 2(G) and we may choose a resolution

0 > Py > Py 4 i+1(‘7i)"'"0

with P, € 2(G) (k =0, 1) such that P, is a free ZG module with basis e,, ..., e
Let p':Py— m.,,(Cl(Q-V,),d8,V;) be a homomorphism such that the diag-
ram below commutes

e

T102(CLQ = V3), 35V) — m142(Q, Vi) — mi41(Vi) = Hi 1 (V)
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We note that if i <[m/2]—2, then 8 is an isomorphism and p' is unique, while, if
i =[m/2]-2, 9 is onto, but may not be an isomorphism. In this case then p’ may
not be unique.

Let f:(D'"?,8*)—(C1(Q—-V,),d,V;) be a map representing p'(e;)
(1=j=s). General position, if i<[m/2]—2, or standard piping arguments if
i =[m/2]-2, show that we may assume the f; are embeddings with mutually
disjoint images. We now let V.., be a smooth regular neighborhood if V;U
Ui=1 f; (D'*?). It is obvious from the construction that V,,, satisfies (a), while an
examination of the exact sequence

— W 2(Vie, Vi) = m2(Q, V) = m10(Q, Vi) —

|

Py —2— H,,,(V)

shows that (b) holds.

To prove (c) and (d), we note that since (V,,, V;) is (i+1) connected,
H,(V,,, Vi) =0 for p#i+2 and H,»(V;.,, Vi) = P,. It follows that ky: H;(Q;) —
H,-(VHI) is an isomorphism for j>i+2. Furthermore, the diagram below com-
mutes and has an exact row:

0— Hi+2(‘7i) - Hi+2(‘7i+1) - Hi+2(Vi+1’ V.) - Hi+1(‘7i) -0

T

Hi+2(él) P,

Since ker p = P;, we obtain the short exact sequence
0— Hi+2(él) =% Hi+2(‘7i+l) —P,—0
Since P, is free, we have

(= 1)*2[P]= (- 1" '[Hi,(V)]=
() [Hia( Q)] + (=1 [P]= 2 (= DY[H;(NY)]

]

by the inductive hypothesis and since py: H,,,(Q,) = H,,,(N,) is an isomorphism.
This completes the proof of (c) and (d) and of the inductive step.
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The construction of V, from Vj is similar to the above argument. In this case,
we note that there is a commutative diagram with exact rows and the indicated
isomorphism

1— m,(Q, Q) — 7(Q,) —™ m,(Q) —> 1

!

l— ’"’1(61) — m(Qy) > G - 1

since Q is 2-connected and q:(~)1—>Ql is a covering. Hence, there is an
isomorphism ,(Q, Q,) = m,(Q,). The argument now proceeds essentially as
above to kill m,(Q, V,) = m,(Q, Q,). The details are left to the reader.

Proof of 3.3. If m =6, let V,,_; be the manifold constructed in the proof above
and notice that (c) implies that H, (V,_,)e ?(G) and that (— D)"[H (V,_,)]=
x(N;; G) since py:H,(Q,)— H,(N,)=0 is an isomorphism. Since x(N,; G)=0,
we may attach trivial n-handles to V,_, in Q to make H,(V,_,) free over ZG.
Since 2n+2=<m we may then attach (n+1) handles to V,_, as above to kill
H,(V,_,) without introducing new homology.

If the manifold so obtained is denoted by V,, then W, = V, U E, is contracti-
ble manifold with simply connected boundary. Hence it is a disk and 3.3 holds
for m=6.

If m <6, then n = 1. In this case, N, must be an interval and E, is the desired
disk.

4. The proof of Theorem B

In this section, we give the proof of Theorem B. It is based on the following
lemmas whose proofs are given at the end of this section.

LEMMA 4.1. Let n#3,4. Let F" be a closed n-manifold such that H,(F)e
D(G) for i<n. If either n=2m or n=2m+1, H,(7(F); M)=0 for all =(F)
modules M, and |H, (F)| is a square, then there exists an admissible strong
balanced splitting of F.

ADDENDUM 4.2. The splitting above can be chosen so that H,(F;) — H;(F) is
an isomorphism for i<[n/2]—1 and j=1, 2.



Balanced splittings 141

LEMMA 4.3. Let F* = 3° where G acts semi-freely on the homotopy sphere 3.
Suppose there exists an admissible balanced splitting F, UF, of F.

(i) If n=2m, let A =ker (H,,_,(F;)— H,,_,(F)). Then

2m—1

X12(F; G)=x(F;; G)-2 Y, (—1[H,(F)]+(-1)"[A].

i=m

(ii) If n=2m+1, then |H, (F)| is a square,

)21/2(F§ G)=x(F;; G), and )21/2(1:, G)= “‘)~(1/2(F§ G).

LEMMA 4.4. Let n=2m (m=3) and q be any integer prime to |G|. Let
F,UF, be an admissible strong balanced splitting of F.

(i) For any integer | (1<1<m—1) there exists an admissible strong balanced
splitting F, UF%, of F such that

x(F1; G)=x(Fy; G)+(—1)'2ky[Z/q]
(ii) There exists an admissible balanced splitting Fy UF5 of F such that
x(Fi; G) = x(Fy; G)+(—1)" k[ Z/q].

It follows from 2.3 that if n =2m, then x,,(F) represents a cohomology class
x12(F)e H"(Z/2; A(G)). In this case any other representative of this class differs
from yx,,,(F) by an element of the form 2a for some a € A(G). If n=2m+1, then
X12(F) represents an element of H"(Z/2; A(G)) by 4.3. In this case,
H™"(Z/2; A(G)={xc A(G) |x=—x}{y—7 | ye A(G)} ={x € A(G) | 2x =0} since
x=x for all xe A(G).

Proof of Theorem B. Suppose first that n=2m. By 4.1, there exists an
admissible strong balanced splitting F, UF, of F=3°. By 2.2, (- 1)"x(F;, G) =
k«[Z/q] for some integer q. By 4.4, there exists an admissible balanced splitting
F1U F5 such that x(F; G)=x(F,; G)+(—1)"""k4[Z/q]=0. By Theorem A, the
splitting F'{ U F’, extends to a balanced splitting of the action. This establishes the
first sentence of Part (i) of Theorem B.

To establish the second sentence of Part (i), we use 4.1 and 4.2 and let F, UF,
be an admissible strong balanced splitting of F such that H,,_,(F,) — H,,_(F) is
an isomorphism. From 4.3, we then see that x,,(F; G)= x(F;; G)+2a for some
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a€ A(G). But also if xy,(F; G)=0, then x,,(F, G)=2b for some be A(G).
Hence x(F;; G)=2(b—a). We now use 4.4(i) and proceed as above to obtain a
strong balanced splitting of the action.

Suppose now that the action has a strong balanced splitting inducing the strong
balanced splitting F,UF, of F with F,=F,NF,. In this case, since
ker (H,,_,(Fy) — H,,_,(F,)) =ker (H,,_,(F,) = H,,_,(F,)) by definition, a simple
chase of the diagram

H,.(F, F,)— H,,_(F,) — H,,_(F)

| T T

H, (F,, Fy)—> H,,_,(F,) —> H,,_(F,)

shows that A =ker (H,,_,(F;)— H,,_,(F))=0. But also x(F;;G)=0 by 3.1.
Hence by 4.3, x1,(F; G)=2c from which it follows that x,,(F; G)=0.

To prove (ii) of Theorem B, suppose the action admits a balanced splitting
D,U D,. Then |H,,(F)| is a square and 0= x(F;; G) = x1,2(F; G) = x1,2(F; G) by
Theorem A, 4.3, and the remarks preceeding this proof. The first of these
conditions, however, implies that F has an admissible strong balanced splitting
F} UF} by 4.1; while the latter condition implies that the splitting F; U F% extends
to a strong balanced splitting of the action by 4.3 and Theorem A. Since a strong
balanced splitting of the action is balanced the proof of Theorem B is completed.

We turn to the proofs of 4.1-4.4.

Proofs of 4.1 and 4.2. If n=2, then F" =S? obviously has an admissible
strong balanced splitting. Suppose now that n =5. We consider first the case when
n=2m. Fix a handlebody decomposition of F and consider K™™' where K’
denotes the union of all handles of index <j. For i<m—1, H;(K™')— H,(F) is
an isomorphism while, for i = m — 1, there is an exact sequence

0—> H, (K™) —> H, (K™, K™ —— H,._,(K™")—*> H,._,(K™) —> 0

where H,,_,(K™)— H,,_,(F) is an isomorphism, H,,(K™, K™!) is free abelian on
the handles of index m, and H,,_,(K™ ") is free abelian since K™ ' has the
homotopy type of an m —1 complex. Let T =ker iy. Then T is free abelian and
9:H, (K™, K™ ')— T is a split epimorphism. Hence, if x,,...,x, are free
generators for T, we may regard these classes as lying in H,, (K™, K™ !). Since
(K™, K™ ') is (m—1)-connected, these classes may be represented by maps
f:(D™S™ ) —> (K™, K™ "), i=1,...,s. Since n=5, by general position and
standard embedding theorems we may factor f= Uf, through an embedding
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f:Uisi (DM, S™ Y — (K™ —Int K,, 0K,), where K,=K™ ' —an open boundary
collar, and the inclusion (K™ —Int K, dK,) = (K™, K™ '). Let F, be a thickening
of KoU Ui~ D" where f' is the attaching map.

A straightforward argument shows that H;(F,) — H;(F) is an isomorphism for
i=m-—1 and that H;(F,)=0 for i =m. An analysis of the exact sequence of the
pair (F, F,), using techniques similar to those in the proof of 3.1, then shows that
H;(F,) — H,(F) is an isomorphism for i=m—1 and that H,(F,)=0 for i=m
where F,=F —Int F,. This establishes 4.1 and 4.2 when n=2m.

The proof of 4.1 in the case when n=2m + 1 requires the following lemma.

LEMMA 4.5. Let B be a finite abelian group such that |B| is a square. Then
there exists a short exact sequence 0— A — B — A — 0 where A is isomorphic to
A.

Proof. We divide the proof into several cases. For the first case, suppose
B =Z/p*. Then 0 — Z/p* — Z[p* — Z/p* — 0 where the first map is multiplica-
tion by p°, is the desired short exact sequence. For the second case, suppose
B =Z/p"®Z/p°* where r and s are odd and r <s. In this case, set t =(r+s)/2, let
p1:Z[p' — Z[p" be the obvious epimorphism, and let p,: Z/p° be multiplication by
p*~". Then

(py.0y)

0— Z/p' —— Z/p’ D Z/p*> —> coker (p,, p) —> 0

is the desired short exact sequence.

In the general case, write B as the direct sum of its p-primary components
where p is a prime. Each such summand can be written as a direct sum of groups
of the forms Z/p* and Z/p" @ Z/p* where r and s are odd and r <s. The desired
conclusion now follows obviously from the first two cases.

The proof of 4.1 when n=2m+1 and m =2 now proceeds as follows. Fix a
handle decomposition of F. Let K’ be the union of all handles of index =j and
consider K™~ '. As before, we have an exact sequence

ix
0—>H, (K")—>H, (K™, K" Y—>H,,_, (K" Y)—>H,,_;(K™)—>0

and an epimorphism H,,(K™)— H,.(F). Since |H,,(F)| is a square, there exists a
subgroup A < H,,(F) and a short exact sequence 0 > A — H,,,(F)— A — 0 with
A isomorphic to A. Pick elements x,, ..., x, € H,,(K™) projecting to generators
of A and a basis y,, ...,y for a direct summand of H,(K™ K™ ') that maps
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isomorphically onto ker 3. We may proceed as in the case when n=2m to add
handles of index m to K™™' to kill the classes jgXi,...,jxX:V1,--., Y. The
resulting submanifold F,< K™ has the following properties

(1) F, is a smooth regular neighborhood of an m-complex;
(i) (F, F,) is (m—1) connected;
(i) iy:H,,_,(Fy) — H,,_,(F) is an isomorphism; and
(iv) ix:H,,(F,) — H,,(F) maps onto A.

It follows from these properties that all the groups m,(dF,), 7,(F—Int F;) and
m,(F) are isomorphic and that the pair (F—Int F,, 0F,) is (m —1) connected.

LEMMA 4.6. If H,(w,(F), M) =0 for all w,(F) modules, then the Hurewicz
map h:m,, .(F—Int F,, 0F,) —> H,,., (F—Int F,, dF,) is onto.

Proof. Since ,(F)= m,(dF,) = m,(F—Int F,;), the spectral sequence of the
universal covering p:(F—Int F,, ﬁ:o) — (F—Int F,, oF;) shows  that
Px: Hkﬂ(m:o, d0F,) —» H, . ,(F— Int Fy,0F,) is onto. But so is h:m.,
(mo, doF,) — Hm(ﬁ—TﬁfT?o, aFO) The lemma now follows easily.

We remark that the proof really requires only that H,(w,(F), M)=0 when
M = H,,(F—1Int F,, 9F,). In particular the lemma holds if m,(F)= 0 or if H,,(F) =
0.

It follows from 4.6 that the Hurewicz map h below is onto.

7Tm+1(F—'Int FO’ aFO)
h

7
H,,.,(F —Int F,, 0F,)

— H,,,1(F, Fo) —> H,(F,) —> H,,(F) —>

In particular, if we let z,,..., z, generate a free abelian direct summand S of
H,..,(F, Fy) such that 9:S —Imo is an isomorphism, then there exist maps
fi: (D™, 8S™)— (F—Int F,, dF,) such that f, represents z;, By standard embed-
ding theorems, the maps f; may be taken to be embeddings. We may now proceed
essentially as before to construct a submanifold F, < F such that (F, F,) is (m —1)
connected, iy: H,,_,(F;) = H,,_,(F) is an isomorphism, and iy: H, (F;) — H,,.(F)
is an isomorphism onto A. But then F,, F—Int F, is the desired strong balanced
splitting of F.

Proof of 4.3. Suppose first that n=2m+1. Let A =ker(H, _,(F;)—
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H,,_,(F)) and B = ker (H,,(F,) = H,,(F)). Then the exact sequence of (F, F,) may
be factored into the exact sequences
0—-A—-H,_(F,)—H,_(F)—---— H{F)— HF,F,)—0
O—éB_—*Hm(Fl)_—)Hm(F)_)Hm(P;F])——)A_>0
0— H,,,_,(F,)>H,,, (F)>---—H,, (F)—> H,,,(F,F;)—>B—0

where the expected terms of degree 2m have dropped out of the third sequence

by duality (cf. the proof of 3.1). By applying the second part of 2.4 to the third
sequence, we obtain the equation

(~1"[Bl= L (-DTHEI- Y (~DIHE]- 3 (—)HEE)]

The proof of 3.1 shows that H,(F)~=~ H,,,_;(F) and that H;(F, F,)=~H,,, _;(F,)=
H,,._,(F,;) where the last isomorphism follows from the fact that F,UF, is a
balanced splitting of F. Hence

2m—1

(mwkz<nmwm2<nmw&—z(nmmn

i=m+1

A similar computation starting with the first sequence gives

2m—1

(1MM—Z(MH®]Z<nmw&~Z<Dmmn (1)

i=m+1

Hence [A]=[B] in Go(2(G)).
Similar reasoning applied to the second sequence shows that

(=)™ [H.(F)]= (- )" [H.(F)]+ (= )" [H.(F, Fy)]
+(-)"[Bl+ (D" [A]
=(—1D)"2[H, (F)l+(-1)"""2[A]

Hence [H, (F)]=2{H,,(F))—[AT in Gy(%(G)). It now follows from 2.1 that
|H,,.(F)| is a square and that

[Z/q]=[H,.(F)]-[A]

where |H, (F)|=q* By combining this with equation (1), we seee that
X12(F; G) = x(Fy; G).
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Since F,UF, is a balanced splitting of F, and n=2m+1, x(F,;G)=
— x(Fy; G) by 3.1. Hence, from above, x,,(F; G) = — x,,2(F; G). The conclusion
that x,,(F; G)= — x12(F; G) now follows from 2.3.

The argument above establishes 4.3 in the case when n=2m+1. If n=2m,
the formula for y,,,(F; G) is obtained by similar arguements starting with the first
of the exact sequences above.

Before proving 4.4, we introduce some notation and prove a sublemma. Let
n,l, and q be positive integers with [ <n. Then M,(l, q) will denote any n-
manifold with boundary such that

~ 0 if i=l
Aondar={2 |
M=, i
SUBLEMMA 4.7. Let n=5 and 1<1=n-—4. Then S" has a splitting of the
form M, (I, 9) UM, (n—1-2,q).

Proof. Let X =S'|J,e* where q denotes a map of degree q. Then X embeds
in $° and by suspending, we obtain embeddings S'|J,e'"'=3'"""'X - 3!"1§%=
S'**c 8™ Let F, be a regular neighborhood of S'(J,e'*! and F,=S"—IntF,.
Then F, is an M, (l, q); while F, is an M,(n—1—2, q) by Alexander duality.

We shall denote S™ together with the splitting of 4.7 by S"(l, q). If F=F,UF,
is a splitting of F", we may take the connected sum of this splitting with S"(l, q)
along Fo=F,NF, and M,(l,q) "M, (n—1-2, q) = M, to obtain the new splitting
Fi#M,(l,q)UFE,# M,(n—1-2, q) of F. We denote this splitting by F# S"(l, q).

Proof of 4.4. Let F, UF, be an admissible strong balanced splitting of F. To
prove (i), consider the splitting F#S"(l, q)#S"(n—1-2,q)=F;UF}. A simple
computation shows that the homomorphism H;(F;)— H;(F!) (j=1,2) is an
isomorphism for i# [, n—1—2 and that the sequence

0— H,(F) > H,(F}) > H,(F}, F}) > 0
is split exact for i =1, n—1—2. In this case, H;(F}, F;) = Z/q and it follows easily
that x(F}; G)= x(F;; G)+(—1)'2[Z/q] when n=2m. It is also easy to see that
F{UF} is an admissible strong balanced splitting of F; hence, (i) follows.

The proof of part (ii) is similar. One takes F# S™"(m—1, q).

5. The proof of Theorem C

In this section, we prove Theorem C by constructing the appropriate exam-
ples. We first set some notation.
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Let X be a finite CW complex. Then F"(X) will denote the double, N"(X)U
N"(X), where N"(X) is a smooth regular neighborhood of X in R" where
n=2dim X+2.

We will let jy: H"(Z/2; A(G)— H"(Z/2; K,(G)) be the map induced by the
inclusion j:A(G)— Ky(G) and H:H"(Z/2; K,(G)) — L"(G) be the hyperbolic
map of Ranicki [12; Theorem 4.3]. We recall that there exists an exact sequence

o — L%, (G) —> H™(Z/2; Ro(G)) —> L(G) —> LY(G) —> - - -

due to Shaneson [15], and Ranicki [12; Theorem 4.3]. (The reader will note that
the usual dimension, n+1, for the cohomology group has been replaced by n
since we are using the involution [P]— —[P*] instead of the usual involution.)

Theorem C will be deduced from the following propositions whose proofs are
temporarily deferred.

PROPOSITION 5.1. Let G be a finite group admitting a free linear representa-
tion of dimension d. Let X be a finite CW complex such that H,(X) e 2(G) for all
i>0. Let n=2 dim X+2 and k=n+6 be such that k=0 (mod d). Suppose that
either

(1) n+k is even and Hj[x(X; G)]=0; or
(il) n+k is odd, |G| is even, 2x(X; G)=0 in A(G), and Hj[x(X; G)]=0.

Then there exists a semi-free action of G on a homotopy sphere 3"** with
3% =F"(X).

In this proposition [x(X; G)] denotes the class of x(X; G) in H"(Z/2; A(G)).
The condition that 2x(X; G) =0 in (ii) above is needed to insure that [x(X; G)]is
defined.

PROPOSITION 5.2. Let G = Q2! be the generalized quaternion group of order
2" and let H: H"(Z2; Ko(G)) — L"(G) be the hyperbolic map.

(i) If n¥1 (mod 4), then H=0.
(i) If n=1 (mod 4), then H is injective.

Proof of Theorem C. Let X be the Moore space S'|Jse® where f:S' — S' has
degree 3. Then x(X; Q2")=[(3, N)]# 0 in A(Q2') = Z/2 by [18; Proposition 3.5].
Theorem C now follows directly from 5.1 and 5.2.

Proof of 5.1. Since k =0 (mod d), there exists a free orthogonal representation
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W* of G of dimension k. Furthermore, k is even since d is. Let G act trivially on
R™ and diagonally on R" X W*. Then R" X0 is the fixed point set. Embed X in
R™ x 0 with smooth regular neighborhood N"(X). Let the pair (R" X W* N(X))
play the role of the pair (M, N,) in Proposition 3.2.

Following the notation of 3.2, we let Q=R"x(W-Int D(W)), Q,=
N(X)xS(W), Q=Q/G, and Q, = Q/G where D(W) and S(W) are the unit disk
and sphere of W respectively. We also let V,< Q be the submanifold, constructed
in 3.2, that was denoted there by V, for i =[n + k/2]— 1. The proof now breaks up
into two cases:

Case 1. n is even. In this case, we set n=2p, k=2q, and n+k =2r. The
restrictions on n and k imply that p+2=<gq and that n+3=<r=<k—-3. By 3.2 and
its proof, (Q, V,) is r-connected and H,(V,) = P,e P(G) and satisfies (—1)'[P,]=
x(X; G). Furthermore, since Q is k—2 connected and r=k—3, there are
isomorphisms

H,(Vo) e« m,(Vo) — m,(V,) «— m,,,(Q, Vo)

Let o:H,(V,) — m,.,(Q, V,) be the composite isomorphism. By the methods of
[20; Chap. 1] each class x € H,(V,) determines a preferred class of immersions
f. :S"x D" — V, which may be used to define mutual and self intersections, A and
p respectively, as in [20; Chap. 5].

LEMMA 5.3. For all x, ye H.(V,), A(x,y)=0.

Proof. Let S} and S} be immersed spheres in V,, representing o(x) and o(y)
respectively. Then by [20; Chap. 5], A(x, y)e ZG is given by

Axy)= 2 (S5 85878
geG
where S, and §y are immersed spheres in V,, covering S, and S, and (, ) denotes
the usual intersection pairing on H,(V,).
Let j: Vo— (V,,0V,) be the inclusion. Then for all u, ve H,(V,), {u, v)=
(u, j4xv) =0 since the following commutative shows that jy is the zero map:

Hr(VO) s —> Hr(VO’ a‘/0)

l e*l”

0=H,(R" X W)—> H,(R" x W, R" x W—1Int (V,))

The lemma now follows.
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It follows from 5.3 and formal properties of self-intersections that
w:H(Vy)— ZGv+ (=1 | ve ZG} is a homomorphism of groups where
“bar” is the anti-involution of ZG that sends 3,.sn, g to 3 . n, g '. But also
5.3 shows that w(x)=(— 1)'“;_(;) for all x. Hence, p:H.(V,)—
H™*Y(Z/2; ZG)={ue ZG |u=(—1)"""a}lv+(-1)*'5 | ve ZG}; and, in fact, p
is a ZG homomorphism.

In general, n is not the zero homomorphism. The next step in the proof of 5.1
is to replace V, by a new manifold V, of the same homotopy type such that all
mutual and self-intersections of the classes in H,(V,) vanish. In order to do this,
we let V < Q be the manifold corresponding to i =[n + k/2]—2 = r—2 in the proof
of 3.2. Then (Q, V) is (r—1) connected and there is a short exact sequence

0 = Hr——l(él) - Hr—l(V) - P = 0

where P e P(G) satisfies (—1)7'[P]= 3727 (- 1)[H;(X)]. In fact, our numerical
restrictions imply that H, ,(Q,)=0, that H,_,(V)=P, and that (—1)"'[P]=
x(X; G).

We can regard V, as having been obtained from V by choosing a resolution

where F is a finitely generated free ZG module with base x4, . . ., x;; by letting p’
be the unique homomorphism that makes the diagram

|

m(CL(Q~-V),8,V)—> 7,(Q, V) —> m,_(V)=H,_(V)

commute; by representing each class p’(x;) by an embedding f}:(Djx D", S]7' x
D")— (C1(Q-V),d,V); and by then attaching the handles f,(DjxD") to V via
the embeddings f,=f/|:S]"'xD"— 9,V where 9. V=Cl(8V—Q,).

Let u':F— H™*Y(Z/2; ZG) be a homomorphism such that u’ | P,= . Since
P, is a direct summand of F, such a homomorphism exists. Following [20; Chap.
5], we let h;:S;"'xD"xI— 93,V xI be a regular homotopy from f; to a new
embedding g such that the mutual intersection of the h; vanish, while the self
intersections of h; are given by —pu'(x;). Let V,=V UU;j-; D;XD" where the
attaching map for D{X D" is g;.

In effect, V, is obtained from V by doing surgery on classes p'(x,), ..., p'(x;) €
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7,(Q, V)= =, (i) to make the inclusion map i: V— Q r-connected. Thus, there
exists a map ¢, : V; — Q and a stable framing F,; of 7y, ®y¢*¥ v, where 7y, and vy,
respectively denote the stable tangent and normal bundles of the manifold M. In
fact, there exists an immersion ¢ : Vo, — V, such that ;¢ is homotopic to i; for
we may map V< V, into V< V, by the identity on the complement of a collar
aV xI of 3V and by shrinking 8V X I onto dV X[3, 1] leaving dV x 1 fixed (where
0V < V corresponds to 3V x0). This immersion may then be extended over the
jth handle D;xD"=S;"'xD'xIUD;xD" of V, by mapping the collar ;™' X
D" xI into a4V x[0,3] via h; (with the parameter changed) and by mapping
13,- X D" onto the corresponding handle of V; via the identity.

It is easy to see that { is a homotopy equivalence that makes the following
diagram commute

11,41(Q, Vo) — m,(Vo) «— m,(Vo) —> H,(Vy)

| - o -Jis |

7rr+1(Qa V1) ‘:“) Wr(Vl) “: 77:(‘71) j““’ Hr(Vl)

In particular, if ¢,:S"XD"— V, is an immersion in the preferred class of
immersions corresponding to x € H,(V,), then the composite immersion ¢, is in
the preferred class of immersions determined by (x) € H,(V,). We may combine
this observation with the following lemma to compute the mutual and self
intersections of classes in H,(V,).

Let Vo=V'UH where V'=V minus an open collar of 8V and H=
Vo—Int V',

LEMMA 5.4. Let xe H(V,). Then there exists an embedding &7 :(D". ¥
D", S 'xD")— (H,3V') and an immersion ¢ :(D"_xD",S" 'xD")— (V',aV')
such that ¢} | S 'XD"=¢; | S 'x D" and such that ¢, =} U, is an immer-
sion representing Xx.

Proof. Consider the following commutative diagram

0— 7,41(Q, Vo) —> m(voT V')—> m,(Q, V) —> 0
T

H,(V,) 7, (H, V') —> 7,(Q,8V")

Nk

Trr-l(avl)
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It follows from the previous discussion and homotopy excision that the row is
exact and that the indicated maps are isomorphisms. Hence d(x) can be rep-
resented by a map f,:(D",, S"™")— (H,dV’) such that f, | S"! extends to a map
f:(D-,S"™)—(V',aV’'). But then x itself can be represented by a map
g: (D™, 8", D.D")—(Q; Vo, H, V') such that g|D.=f,. In particular, the
stable bundle representation 4., — Ty, that defines the regular homotopy class
of immersions representing x restricts to stable bundle representations 7(D", X
D")— 1(H) and 7(D"XxXD")— 7(V’') that yield the same representation of
(S 'xD")— 1(dV").

Let ¢,:(DyxD",S"'xD")—(H,3V') and ¢_:(D_xXD", S 'xD")—
(V',3V') be immersions corresponding to these representations. Since 7,(dV') —
m,(H) is an isomorphism, we may regularly homotope ¢, to an embedding
¢; (D xD",S"'xD")— (H,8V"). Since ¢ |S" 'xD" and ¢_|S" ' XD’ cor-
respond to the same representation of stable tangent bundles, they are regularly
homotopic. By splicing the regular homotopy onto ¢_, we may replace ¢_ with a
new immersion ¢ :(D"XD", S 'xD")— (V' dV’) such that ¢ |S" 'xXD"=
;| S 'x D" It follows immediately from the construction that ¢; U@ is an
immersion representing Xx.

LEMMA 5.5. All mutual and self-intersections of classes in H,(Vl) vanish.

Proof. Let x'€ H,(V,) and suppose x'=e(x). Let ¢, :S"xD"— V, be the
immersion representing x constructed in 5.4. Then @, represents x’ and the
self-intersections of i, (S" X 0) determine w(x'). The descriptions of ¢ and ¢,,
however, show that the self-intersections of ¢, (S X 0) are just the sum of those
of Y, (D" %x0) and Y, (D7, X0). The self-intersections of Y, (D" X0) are just
those of ¢ (D" x0) which are the same as those of ¢,(S"x0) since ¢; is an
embedding. Hence, the self-intersections of Yrd, (D" X 0) equal w(x). On the other
hand, since ¢, (D", X0) is embedded, the self-intersections of Y, (D', X 0) all arise
from the behavior of . The description of ¢ given above, however, shows that
the self-intersections of Y, (D", X0) are —u'(x)= —u(x). Hence, pn(x')=0.

A similar argument shows that A(x,y)=0 for all x,ye H.(V)).

The proof of 5.1 in the case when n is even is now completed as follows: Let
M, = V, U (N(X)x D(W)) with corners equivariantly rounded and let M*" be the
double of M,. Then M* is (r—1) connected and supports a semi-free G-action
with M© = F"(X). If we delete a G-tubular neighborhood of M and pass to the
orbit space, we obtain V,; U V, where the union is along 9, V; =Cl 9V, —Q,). We
note that H=m,,,(f)=H,(D(V,)) and A and p are the mutual and self-
intersection forms on H. But now, the inclusion V;— D(V;) induces a
monomorphism H,(V,;)— H whose image is totally isotropic by 5.5. It follows
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that (H, A, w) is the hyperbolic form on H,(V,). Since (—1)'[H,(V,)]= x(X; G), it
now follows that if Hj[x(X; G)]=0, f may be made (r+ 1) connected via surgery
relative to aD(V,). Let g: V,— Q be the resulting map.

Since aV,=dD(V,) is the double of Q,, 8V, is the double of Q,=
N(X)xS(W) where V, is the universal cover of V,. We now let I"*k =
V,U(F"(X)x D(W)). Then 3"** supports a smooth semi-free G-action with
3G =F"(X). On the other hand standard arguments show that 3"** is a
homotopy sphere. This completes the proof of 5.1 in the case when n is even.

Case II. n is odd. In this case, we let n=2p+1, k=2q, and n+k =2r+1.
Here, the manifold V|, constructed at the beginning of this proof has the following
properties which may be derived easily from 3.2 and properties of Q;:

(a) V, is a smooth regular neighborhood of a CW complex X = Q, Ucells of
dimensions =r.

(b) (Q, V,) is r-connected.

() H(Vy)=0 for 0<i<r and H.(Vy)=P, is in P(G) and satisfies
(=D [Po]l=x(X;G). i

(d) For i>r, ky:H;(Q,) — H,(V,) is an isomorphism.

It follows immediately from (c) that [P,]= k[ Z/p]=[(p, N)] for some integer
p prime to |G| (cf. section 2 for notation). By stabilizing, if necessary, we may
assume that P,=(p, N)®DF, where F, is a free ZG module. Combining this with
the exact sequence (*) of 2.3, we obtain an exact sequence

O0—>F,—>P,—Z/p—0

where F, = F,DZG is a free ZG module and Z/p is trivial ZG module.

We now proceed as in the proof of 3.2. We identify P, with ,,,(Cl1(Q—
Vo), 9. Vy) where 0, V,=Cl(0V,— Q,). We pick free generators x,,...,x, of F,
and represent them by piecewise linear embeddings f;:(D"™,S")—
(C1(Q—V,),d,V,) with mutually disjoint images. We then attach the cells
(D™ (j=1,...,s) to V, and let V; be a smooth regular neighborhood of
VoU U= (D™ in Q. It is easy to see that V, has the following properties:

(a") (Q, V,) is r-connected.

(b") H,(V,)=0for 0<i<r and H,(V,)= Z/p where (— 1)ks[Z/p]= x(X; G).

(¢') For i>r, ky:H,(Q,)— H,(V,) is an isomorphism.

Let b: H.(V,)x H,(V,) = QG/ZG denote the linking form as defined in [19;
Section 5]. Similarly let q: H,(V,) = QG/{v+(—1)"*'% | ve ZG} be the quadratic
map defined by self-linking.
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LEMMA 5.6. (i) For all x, y € H,(V,), b(x, y)=0.
(i) If |G| is even, then q(x)=0 for all x e H,(V,).

Proof. Since H,(V,)=Z/p is cyclic, it suffices to show that b(x,x)=0 for x a
generator of Z/p. It follows immediately from the construction of V, from V,, that
there exist embeddings f:S" — Int V, and g:(D"*!,S")— (Cl1(V,—V,), 8, Vy)
whose lifts to V, represent the class x and a chain whose boundary is px. Since
b(x, x) is just the intersection of f(S") with g(D"*") and these sets are disjoint,
b(x, x)=0 and (i) is established.

To prove (ii), we note first that (i) and [19; p.252] imply that q is a
homomorphism. On the other hand, q(x)=b(x,x)=0 modulo ZG by
[19; p. 252]. Hence q:H,(V,)— ZG/v+(—1)""'5 |ve ZG}. If |G| is even, then
H,(V)= Z/p has odd order. Furthermore, it is well known that the only torsion in
ZGAv+(—1)"*'% | ve ZG} has order two. Hence q(x)=0.

The proof now proceeds as in the even dimensional case. We let M, =
V,UN(X)xD(W)) and M**' be the double of M,. Then M**! is (r—1)
connected, has H,(M) = Z/p® Z/p, and supports a semi-free G-action with M° =
F"(X). As before, the complement of a G-tubular neighborhood of M€ covers
ViUV, where the union is along 9,V,; and there is an r-connected map
f:ViUV,— Q, representing a surgery problem, with H =, (f)=H,(M).
Furthermore, since iy: H,(V,) — H,(M) is monomorphic with totally isotropic
image by 5.6, the form (H, b, q) is the hyperbolic form on Z/p where b (respec-
tively, q) is the linking (respectively, self-linking) form on m,,(f). (cf. [19; Section
5]). It now follows that the class of (H, b, q) in LY, ,,(ZG, Z—{0}) is H'({p, N))
where LY, ,,(ZG, Z—{0}) is the group L,,.,(A, S, €) of Ranicki [13; Proposition
2.4 and Section 7] for A =Zn, S=Z—-{0}, e =1, and X ={0} arising from (split)
e-quadratic linking forms and H': H**(Z/2; Ko(G)) = L%..,(ZG, Z —{0}) is the
hyperbolic map.

On the other hand, there is a commutative diagram [13; Proposition 7.1]

H2r+1(Z|/lz; KO(G)) __H'_) f2'r+2l(ZG, Z "'{O})

H>*Y(Z/2; Ko(G)) — L%, ,1(G)

and it follows from the geometric interpretation of o given by Pardon [10] that
a(H, b, q)= H({p, N)) is the obstruction to doing surgery relative to o(V,, U V,)
to make f (r+1)-connected. Hence, if H((p, N)= Hj[x(X; G)]=0, there exists
an (r+1)-connected map g:V,— Q where aV,=4(V,UV,) and g|oV,=
fla(V,U V,). The remainder of the proof for the odd dimensional case now
follows exactly the proof of the even dimensional case.
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Proof of 5.2. By the results of [8] and [3] the 2-primary component of
Ko(Q2Y) is Z/2 (cf. also [1; Section 4]) and the restriction map
r¥:H*(Z2; K,(Q2"))—> H"(Z|2; K,(Q8)) is an isomorphism. Hence,
H"(Z/2; K,(Q2") = Z, for all n.

If n=3 (mod4), H is the zero map by [4]. Assuming that H=0 for n=0
(mod 4) the result for n=1 (mod4) and |=3 follows easily from the exact
sequence

H'(Z/2; Ko(08)) -2 L%(Q8) —> LE(Q8) — H(Z/2; Ko(Q8))

using the facts that j is onto, L}(Q8) has order 4 by [11; Theorem 9.24b], and
L"(Q8) has order 4 by [21; Theorem 5.2.4]. The general case follows from this
case by applying the restriction map.

The proofs for the cases when n=2m use the commutative diagram [13;
Proposition 7.1]

L3,...(ZQ2', Z—{0) — H(Z[2; Ko(Q2Y)

l=

L3,..1(Q2") —> HY(Z/2; Ro(Q2') —> L4,(Q2Y)

where the upper left hand term is the torsion L-theory of [13; Section 7] for
Y = K,(Q2'). We shall show that j is onto by constructing an appropriate
e-quadratic linking form. This construction is facilitated by the following result.

LEMMA 5.7. Let e=+1 and (M, A) be an g-symmetric linking form over
(ZG, Z—4{0}). If M has odd order, then there exists a unique function u:M —
QG/{x +¢€x | x € ZG} such that (M, A, n) is an e-quadratic linking form.

Proof. Since this result is well known, we only sketch its proof. Let A, =
{yeQGlix+€%|xeZG}|y=€y} and B.,={zeQmn/Zm|z=¢€Zz}. Then
A(x, x)e B, for all x e M. Furthermore, since M has odd order, A(x, x) € (B, )oqq;
the odd torsion subgroup of B,. The natural map QG/{x + ¢x | x € ZG}— QG/ZG
induces an isomorphism p:(A,)oqq = (Be)oaa- Set p(x)=p 'A(x, x).

The proof of 5.2 in the case when n=2 (mod 4) is now completed as follows:
Let Z/r be endowed with the trivial ZQ2' module structure and define A : Z/r X
ZIr— QQ2YZQ2' by A(s, t) = (st/r)N where N € ZQ?2'! is the norm element. Then
A is a symmetric linking form on Z/r. Hence, (Z/r, ) determines an element
[ZIr, A, n] of 2 -(ZQ2';,Z—-{0}) such that j[Z/r,A, n]=[{r,N)]e
H°(Z/2; K,Q2Y). Since [(3, N)] generates the latter group the result follows.
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Suppose now that n =0 (mod 4). We consider first the case when [ = 3. In this
case we make use of a construction shown to us by R. Oliver. Note first that there
is a pull-back diagram.

Z0O8 —=» ZD4

azl lpz

Z[i, j, k]—=> F,Dr

where D4 = Z/2@® Z/2 is the dihedral group of order 4 with elements 1, S, T, ST
and F, is the field with p elements. By [7], the map 9: K,(F,D4) — K,(Q8) in the
corresponding Mayer—Victoris sequence is onto and carries any unit a +bS +cT +
dST of F,D4 with exactly three of a, b, ¢, d odd onto the generator (3, N) of
K(Q8).

Let p be a prime, p=3(mod4) and choose a, b, ¢, d such that p=
a’*+b*+c*+d* Let u=a+bi+cj+dkeZ[i,j, k]. Then right multiplication by
u,-u:Zlij, k]— Zl[i,j, k] is injective. A tedious computation shows that this
map has cokernel Z/p® Z/p (additively); hence,

0 —> Z[i, j, k]—> Z[i, j, k] —> ZIp® Z/p —> 0

is exact. Furthermore, Z/p@®Z/p inherits a ZQ8 module structure via the
epimorphisms ZQ8 — Z[i, j, k] — Z/p®D Z/p. Let P be kernel of this composite
and M denote Z/p® Z/p with this ZQ8 module structure.

LEMMA 5.8.(due to R. Oliver). The ZQ8 module P is a projective module
representing the non-trivial element of Ky(Q8).

Proof. Let ii € F,D4 be given by it = @+ bS +¢T +dST where a, b, ¢, d are the
mod 2 reductions of a, b, ¢, d respectively. Since p =3 (mod 4), exactly three of a,

b, ¢, d are odd and @ is a unit of F,D4. Consider now the following commutative
diagram

ZQ8 37D4
Zli, j, k] z “___ ,F,D4 "
Z[i, j, k] e JF,D4
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where the unlabelled maps are inclusions and 7 makes the triangle on the top
commute. A diagram chase shows that

P———>ZD4

|

Z[i, j, k]—2 F,D4

is a pull-back diagram. Hence P is a projective module representing d(ii). The
lemma now follows from the remarks above.

LEMMA 5.9. The module M supports a ZQ8 invariant skew-symmetric link-
ing form ¢ .M XM — Q/Z.

Proof. Define ¢ by setting ¢((r, 5), (r', s")) =(rs'—r's)/p where r, s, r', s’ are
integers representing classes in M XM =(Z/p® Z/p) X (Z/p®D Z/p). Clearly ¢ is
skew-symmetric; in fact, ¢ is the form with matrix

1 o)

On the other hand, M is an indecomposable ZQ8 module. Since F,Q8=
(E,)*® M,(F,), it follows that the Q8 representation on M is given via the
inclusion Q8 — SL,(p) = Sp,(p) [2]. Since Sp,(p) is the group of isometrics of the
form with matrix

)

the lemma now follows.
The proof of 5.2 in the case when n =0 (mod 4) and ! = 3, is now concluded as
follows: We define A : M XM — QQ8/ZQ8 by

Axy)= ). &(xyg g

2€Qs8

Then A is a —1 (= skew)-symmetric linking form in the terminology of [13]. Since
M has odd order, 5.8 shows that (M, A) determines an element x =[M, A, n]€
L3(ZQ?2', Z—{0}) such that j(x)=[(3, N)]#O.

The proof of 5.2 in the case when n =0 (mod 4) is completed by observing that
the 2-Sylow subgroup of SL,(p) is Q2' [2] when p=-1 (mod 2'). Hence, the
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action of Q8 on M given above extends to an action of Q2' and the form ¢ of 5.8
remains invariant under this extended action. Hence, we can construct a (—1)-
quadratic linking form representing an element y € L5(ZQ?2', Z —{0}) whose restric-
tion to ZO8 is x. The commutative diagram

L3(ZQ2', Z—{0}) —> H*(Z/2; K,Q2")

l I

L%(ZQ8), Z—{0}) —> H°(Z/2; K,Q8)

coming from restriction now shows that j is onto in general. This concludes the
proof of 5.2.
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