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On Hopf Invariants

J. M. BOARDMAN and B. STEER?)

Introduction

There are various operations in homotopy theory all called generalized Hopf
invariants. In § 2 we give axioms for Hopf invariants, resembling those for character-
istic classes. We prove that these axioms define a unique sequence of homotopy
operations

A:[EA,EB]-[E"A,EBAEBA---A EB].

From the axioms we can find the behaviour of 4, on composites and Whitehead
products. This enables us to express 4, in terms of the Hilton-Hopf invariants [12], in
§ 4. On the other hand, we show in § 3 that 4, is the (n— 1)-th suspension of the n-th
James-Hopf invariant [16]. We deduce that the James-Hopf invariants and the
Hilton-Hopf invariants determine one another, apart from a few suspensions.

In § 5 we construct a sequence of homotopy operations by writing down explicit
maps. Since the axioms hold, these operations coincide with the operations 4,. We
know after PONTRJAGIN [23] and THom [30] that one may regard an element of
n,(S*) as a framed-cobordism class of framed, compact, smooth submanifolds of
R" with codimension k. We interpret 4, in this context as a geometric construction on
framed submanifolds of a smooth manifold, which generalizes the geometric in-
terpretation given in [10] of the suspension of the Hopf invariant due to G. W.
WHITEHEAD [35] and HiLtoN [12]. (Notice that with our conventions there is a
difference of sign between our invariant 4, and the invariant 4’ of [10].) KERVAIRE [18]
has given another geometric construction for the suspended Hopf invariant, which is
easily seen to be a stable suspension (up to sign) of 1,. One may regard our geometric
invariant, or that of [10], as superseding it.

Perhaps the most interesting section is § 6, where we illustrate how the geometric
invariants occur in differential topology. Many of their properties were initially
proved (in the case of spheres) by direct geometric methods.

Particular attention has been paid throughout to signs. We include an Appendix,
§ 7, comparing the signs of the various Hopf invariants on homotopy groups of
spheres.

1) Pendant une paftie de ce travail le deuxiéme auteur a bénéficié d’un bourse du Fonds National
Suisse.
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1. Notation

The only spaces we shall consider are connected CW-complexes and their loop
spaces. All our spaces are assumed to be equipped with a basepoint o, whenever one is
needed; it is to be respected by maps and homotopies. In the case of a CW-complex
the basepoint must be a vertex. The support of a map f: A— B is the closure of the
inverse image f ! (B—o0). We say f is zero at ae 4 if fa=o0. We denote the composite
of f:A—-Band g:B—>C by g.f.

The wedge A v B of spaces A and B is their union with the two basepoints identified
together to form the new basepoint. If B is a subspace of 4, 4/B will denote the
identification space formed from A4 by identifying B to a new basepoint 0. We may
include 4v Bin A x B as (4 x 0) U (0 x B). The smash product (or reduced join) A A B
of two CW-complexes is the identification space (4 x B)/(4v B), where we give
A x B, and hence A4 A B, the obvious CW-topology. We shall write A” B for the smash
product of # copies of B.

We shall write R" for euclidean n-space, D" for the unit disk in R”, and S$"~! for
its boundary, the unit sphere. In homotopy theory it is useful to have also the sphere
Z"=D"/S""!, which is homeomorphic to S”, but not canonically. (The choice of
homeomorphism S"= X" is discussed in more detail in the Appendix.) The suspension
EA of A is defined as A A(I/0I) (which is canonically homeomorphic to 4 A X'),
where I is the closed unit interval [0, 1], with endpoints 0I=0u 1, and basepoint 0;
E is a functor. The n-fold suspension E" is the functor F iterated » times. We shall
denote by s any identification map. It will be convenient always to regard EFA4 as
being obtained from 4 x R by the map s: 4 x R— E 4 identifying o xR, 4 x(— 00 ,0]
and 4 x[1, o), to the basepoint. Similarly for s:4 xR">E" 4.

We denote by [ 4, B] the set of homotopy classes of maps from A4 to B, where the
maps and homotopies must, of course, respect the basepoints. By [4], track addition,
which we write as +, makes [EA, B] into a group, and [E* 4, B] into an abelian
group. Then the class —:e[EB, E B] is defined, where 1 is the class of the identity
map of EB. The involution U on [4, EB] is induced by composition with —1.
We stress that, even when aen,(S”), the elements a, Uz, —a, and —Ua are in
general all distinct. However, we do have, trivially, UEf=EUf=—Ef for any
pe[A4, EB].

Associativity and commutativity of the smash product define shuffles E™" A A E"B
=~ E™*"(A A B) uniquely, provided the copies of 1/0I remain in the same order. These
shuffles are frequently used and suppressed from the notation.

Given any wedge B;v B,V ---v B, or product B, x B, X --- x B,, we shall write
p,:BivB,v--vB,—B, or p,.B; xB,x--xB,—»B, for the projection to the r-th
factor, and i,: B,.<B; v B,V -+ v B, or i,: B, B; X B, x --- X B, for the inclusion of the
r-th factor (making use of basepoints). We write i, for the homotopy class of i,, and
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n, for the homotopy class of p,. (We shall normally use Greek letters for homotopy
classes, and Roman letters for maps.)
The pinch map r,: EA—~EAv EAv ---v EA (n factors) is given by

res(a,t)=is(a,nt—k+1) for k—-1<nt<k, (1.1)

where s: 4 xR— EA is the identification map, and ae 4, teR. We write p, for the
homotopy class of r,. Then p,=1, +1,+ -+ +1,. We also need the backward pinch map
FoeEA-EAVEAvV ---v EA defined by

Fos(a,t)=iys(a,nt—n+k) for n—k<nt<n—-k+1, (1.2)

and its homotopy class p,=1,+1,_,+:--+1. It is clear that p,=p, when 4 is a
suspension. In general we have p,= — Up,,.

For any space A, the reduced diagonal A:A—A A A is the map given by da=
ana(aeA). It is nullhomotopic when A is a suspension. The smash product functor

defines a pairing
[E"A, B] x [E"A,C]—>[E"A A E"A,B A C].

The reduced diagonal in A yields the map
E""" A gmwng~>E" (AN A)~E"A A E"A,
which induces the operation
[E"A AE"A,BAC]—>[E"""A4,B A C].
DEerINITION 1.3. The cup product pairing
[E™A, B] x [E"A,C]>[E""" A4, B A C]

is the composite of these two operations. We write « - § for the cup product of « and f.

These products are relative to A. If A is itself a suspension E D, we have two cup
products, defined with respect to 4 or D. Those defined with respect to 4 vanish,
because 4: ED— E D A E D is nullhomotopic. We summarize the elementary properties
of the cup product.

LemMmA 1.4. The cup product is bilinear and associative. It vanishes when A is a
suspension.
As a particular case of the cup product pairing, we have

[EA,EB] x[EA,EC]—[E*4A,EB A EC].
From [28] we know that this can be desuspended, as a pairing

[EA,EB] x[EA,EC]—[EA,E(B A C)], (1.5)
which is induced from a map 5: QEBx QEC—-QE(BAC).
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Loop spaces. The usual loop space on a space 4 is a H-space which is not associa-
tive. Therefore we shall use MOORE’s loop space [22], which is.

DEFINITION 1.6. Given a space A, the Moore loop space QA is the set of pairs
(f, k), where keR, k>0, and f:R— A4 is a map such that ft=o0 unless 0<r<k. We
topologize Q A as a subspace of 4® x R, where A® is given the compact-open topology.
The basepoint of Q4 is the zero loop (0, 0). We call k the length of the loop ( f, k).

The multiplication (or ‘addition’) of loops in Q4 is defined by (f, k)+(g, m)=
(h, k+m), where

ft if0<t<k,
ht=3g(t—k) ifk<t<k+m,
0 otherwise.

This makes 24 into an associative H-space, having the zero loop as identity element.
The ordinary loop space £, A4 is the subspace of Q 4 consisting of loops of length 1.

LEMMA 1.7. Q; A is naturally a deformation retract of QA.

Proof. Define the retraction q: QA4—-Q, A by q(f, k)=(f}, 1), where f;t=f(kt).
Then g is continuous and is a deformation retraction. A deforming homotopy is
easily constructed.

Given a map f: EA— B, we have fos: 4 x R— B, and therefore /': A—Q B, defined
by (f'a)t=fs(a, t)(acA, teR). We have a loop(f'a, 1) of length 1. This defines the
natural adjoint isomorphism of groups

[EA, B] ~[A4, @B],

where the multiplication in Q B is used to make [ 4, 2 B] into a group. The functors E
and © are adjoint functors (on homotopy classes). The above isomorphism may also
be regarded as the transgression of the fibration L B— B, where LB is the space of
Moore paths on B.

2. Axioms for Hopf invariants

In the following definition B runs through all connected based CW-complexes,

and A runs through all finite connected based CW-complexes. We use the cup product
1.3.

DEerFINITION 2.1. A Hopf ladder is a sequence of natural transformations (oper-
ations)
A:[EA,EB]->[E"A,A"EB], for n=1,2,3,...,
such that:
(a) (identity) A, is the identity operation,
(b) (normalization) A, Ea=0 if ae[4, B] and n>1,
(¢) (Cartan formula)
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An(a + p) = A‘na + An—la'llﬁ + ln—za‘izﬁ +-0 A’la'ln—lﬁ + A'nﬁ
whenever «a, fe[E A, EB].

(If n>1, the order of the terms in (c) is irrelevant, because then [E"A4, A" EB] is
abelian.)

THEOREM 2.2. There exists precisely one Hopf ladder.

The proof of this main theorem is deferred to § 3, where it will be included in 3.15.

In the subsequent sections we shall use these axioms to express 4, in terms of
various kinds of . previously defined Hopf invariants. This will justify the name
‘Hopf ladder’.

A particularly useful special case is when A is a suspension. Then the cup products
vanish, by 1.4.

COROLLARY 2.3. A,:[EA, EB]—[E"A, A"EB] is a homomorphism whenever A is
a suspension.
The Cartan formula (c) suggests the usual formalism.

DEFINITION 2.4. We define formally the exponential Hopf invariant
e¢=1+a+lza+l3a+l4a+’”

The terms lie in different groups, except that 1 is purely formal. With this defi-
nition we can rewrite the axioms succinctly as

ef*=1+Ea, and e*"P=¢"¢". (2.5)

Further support for the name ‘exponential’ will be given by 3.17, when we show
that in certain special cases n! 1,a=a" (the cup power): so that, very formally,
e*=Xa"[n!.

Various extensions of Theorem 2.2 are possible.

REMARK. Our proof of 2.2 will show uniqueness of truncated Hopf ladders, in
which we are given A, only for n<n,, satisfying the relevant axioms. Further, we use
only the naturality in 4, not that in B. Again, we can allow A4 to run through finite-
dimensional CW-complexes.

REMARK. We can give a desuspended form of 2.1. Instead of the cup product, we
use the B-pairing 1.5. We postulate operations

[EA, EB]—~[EA, EA"B]

satisfying (a) and (b) as before, but in (c) we demand equality only modulo an ‘ideal’
generated by certain Whitehead products. Uniqueness is thus modulo this ‘ideal’,
which is killed by one suspension.
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3. The invariants of James

In this section we introduce JAMES’s theory [15] of reduced product spaces, and the
resulting James-Hopf invariants [16]

va:[EA, EB] > [EA, EA"B].

This theory enables us to prove our main theorem 2.2, and to show that the suspended
operations E" "'y, form a Hopf ladder.

As a by-product, we deduce the formula for A,(f - ).

As always, B is to be a connected CW-complex with basepoint 0. We collect from
[15] the salient facts about the reduced product space B,

LeEMMA 3.1. B, is the free monoid on the points of B— o, with o as identity, topolog-
ized as a CW-complex. It contains B as a subcomplex. Given any associative H-space X,
with basepoint as the identity, any map f: B— X (or homotopy f,: B— X ) extends uniquely
to a continuous homomorphism g: B, — X (or homotopy of homomorphisms g,: B, — X).

Proof. This is essentially Theorem 1.11 of [15].

If B has countably many cells, B, is an H-space. In any case, the multiplication
B, x B,— B, (which we write as +, even though it is obviously not commutative) is
continuous if we use the CW-topology on the product B, x B,. The subcomplex
B, of B, is the subspace consisting of all #-fold products of points of B. Thus B, is
the union of the sequence of subcomplexes B,, and B,/B,_, ~A"B.

A distance d on B is a real-valued continuous function defined on B, such that
do=0, and db> 0 for all b+#0. Such functions always exist on a CW-complex B, and
any two are homotopic through distances, because they form a convex subset of R2,

Suppose given a distance d on B. Given be B and keR(k>0), let w(b, k) be the
particular loop in Q E B with length k£ defined by

w(b, k) (t) = s(b, t/k),
where s: B x R—EB. Also, define w(o, 0) to be the zero loop.
DErINITION 3.2. The canonical homomorphism (relative to d)
u:B, > QEB
is the homomorphism extending the map B—QE B given by
ub=w(b,db) (which is continuous).
We can now state the main theorem on B.

THEOREM 3.3. Any canonical homomorphism u:B,,—QEB is a homotopy equiva-
lence. Any two are homotopic.
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Proof. In Theorem 5.6 of [15], JAMES proved that the composite gou: B, —Q, EBis
a singular homotopy equivalence, where g: Q E B— Q, E Bis the deformation retraction
we used in the proof of 1.7. For examination of the formula (7.1) of [15] revealsthat g o u
is precisely the canonical map as defined by JAMEs. Finally, we may omit the word
‘singular’, because MILNOR has proved [21] that 2, EB has the homotopy type of a
CW-complex.

We shall use an adjoint form of this theorem.

DEFINITION 3.4. Define the homotopy class we[ EB,, E B] as the adjoint to the
homotopy class of any canonical map u:B,—QEB. Write w,=i*we[EB,, EB],
where i: B, B,.

LeMMA 3.5. Let A be a finite CW-complex, and a€[E A, E B]. Then there exists an
integer n, and fe[ A, B,], such that a=w, - Ep.

Proof. The class in [ A4, Q EB] adjoint to a can be factored through some B,, by
3.3 and the finiteness of A.

Let B" denote the product of » copies of B. It will play the same role in this section
as the maximal torus in the theory of Lie groups.

The following lemma is well known.

LEMMA 3.6. The identification (i.e. multiplication) map s:B"— B, induces an in-
jection
s*:[EB,, X]—~[EB", X]
for any space X.
Proof. We know from Theorem 8.2 of [4] that

s*:[EA"B, X]>[EB", X]
is injective. We consider the commutative diagram

[EA"B, X]—[EB,, X]-[EB,_,, X]

! !
[EB", X]-[EB" ', X],

in which the top row is exact because A" B~ B,/B,_, (see [4]). By induction on n
assume that s*:[EB,_;, X]>[EB"™ !, X] is injective. Then the diagram shows that
s*:[EB,, X]-[EB", X] is injective.

The induction starts trivially with n=1. Hence the result holds generally.

We combine 3.5 and 3.6 to prove an important lemma, which may be viewed as a
splitting principle. (It has an interpretation for certain types of quasifibrations; see

[17].) -

LemMA 3.7. Let A be a variable finite CW-complex, and X and Y be fixed spaces.
Suppose we have two operations
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@, V:[EA,EX]>[EA, Y],

natural in A, which agree on all elements of the form Eo;+ Ea,+---+ Ea,, where
Oy, Apyer., A €[ A, X], for all A and all n. Then o=V,
Similarly for operations

[E(A v A), EX]—[EA, Y].

Proof. Take ae[EA, EX]; we have to show that da= W «. Since A is finite, there
exists a finite CW-complex B and homotopy classes e[ EA, EB], ye[ B, X], such
that «=Ey o 5. By 3.5, there exists n such that f8 factors as w, o En, where ne[ 4, B,].
Naturality in A4 yields the commutative diagram

[EA, EX] <+ [EB, EX]—>[EB", EX]
‘j( o,¥ \L D, ¥ ‘Jf D,¥
[EA, Y] <+ [EB, Y] —=> [EB’, Y].
We have lifted ae[EA4, EX] to Eyow,€[EB,, EX], which gives s*(Eyo w,)e[EB",
E X]. The crucial observation is that from the definition of w,, we have

s*w,=En, + En, +--+ En,e[EB", EB].
Hence
s*(yew,) =E(y°m) + E(yomy) +-+ E(yom,),
on which @ and ¥ agree by hypothesis. Since s* is injective by 3.6, it follows that
boa=Ya.

In the second case, ac[E(Av A), EX] has two components, a;c[EA, EX]
(j=1, 2). We factor each «; as Ey; o f3;, where y ;e[ B;, X] and ;e[ EA, EB;]. Then we
put B=B Vv B,,f=10B,+1,°B,€[ EA, EB], and define ye[Bv B, X] as the class
including y, on B, vo,7y, on ov B,, and zero on B, vo and ov B;. The proof can
now be completed much as before.

It is time to introduce the James-Hopf invariants [ 16].

DErFINITION 3.8. We define, for each n>1,

gn:Bo > (4"B), Dy
gn(bl +b2 +'"+bm)=zabal AbaZA"'Abona (bLEB) (39)

summing over all strictly increasing functions
:{1,2,...,n} > {1,2,...,m},

where the terms are to be ordered lexicographically from the left. (Compare Lemma
2.5 of [15])
This map is not a homomorphism.
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DEerINITION 3.10. The James-Hopf invariant
Ya:[EA, EB] > [EA, EA"B]

is obtained from g} :[4, B, ]—[4, (4" B),,] by taking adjoints and using Theorem 3.3.
In order to compare y, with other operations by 3.7, we need to compute its value
on elements of the form Eo; + Ea,+ -+ Ea,,

LeMMA 3.11. Take any elements o;€[ A, B], (1<j<m). Then

Yn(Eoty + Edy+- 4+ Ea,) =) E(tty1 255"+ *0t,,)

(the cup product), where we sum over ¢ as in 3.8.

Proof. For each j, choose a representative f;:4—B of «;. A convenient repre-
sentative of the adjoint to the track sum Eoy+ Ea,+:--+ Ea,, is the map f:4— B,
given by

fa=fia+ fa+ -+ fn,a. (aeA)
Then

g"fazzfdlaAfGZGA"'/\ on@
=Z(fal /\fa_z A A an)(a AdA- A a),

from which the result is clear.

REMARK 3.12. The terms in 3.9 may be ordered in different ways. JAMES, in [15],
orders them lexicographically from the right. ToDA [32] orders them lexicographically
from the left, as we do. In fact, one could use any system for ordering the terms,
provided it gives rise to a continuous map g,. One can show that there are just 2"-n!
such systems of ordering, all of them essentially lexicographic. From 3.11 one can
deduce that in general (e.g. when B is the n-fold wedge P, ,(R) vP,,(R)v --- vP,,(R))
no two of the resulting maps g, are homotopic. On the other hand, we see from 3.7
and 3.11 that the corresponding suspended operations

Ey,.[EA,EB] - [E* A, E’A"B]

are independent of this choice.
We consider the suspended James-Hopf invariants

E" 'y,:[EA,EB] > [E"A,E"A"B] = [E"A, A"EB], (3.13)

which we now know are canonical (in the sense that they do not depend on any
arbitrary choices). For these, 3.11 yields

(E"'9,)(Exy +Eay+--+ Ea,)=Y Ea,*Eotgy - "Ea,,. (3.14)
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THEOREM 3.15. The suspended James-Hopf invariants 3.13
E""'y,:[EA,EB] > [E"A, E"A"B] =~ [E" A, A"E B]
form a Hopf ladder. For any Hopf ladder (A,) we have J,=E" 1y,
Proof. Write A,=E" 1y, for the operation 3.13. We must verify the axioms 2.1.

Trivially, (a) and (b) hold. To prove the Cartan formula, we compare the two oper-
ations given on (a, f)e[EA, EB]x[EA, EB]~[E(Av A), EB] by A.(a+ ) and
Ayt Ay oA B+ Ao Ay B+ + A A B+ ALB.

That they agree on («, f) whena=Ea, + Ea,+--+ Ea,and f=EB; + EB,+---+ Ep,
is clear from 3.14. By the second part of 3.7 (taking X=B and Y=0Q""! A" EB), these
two operations must agree generally. Thus (c) holds, and we have a Hopf ladder.

For any Hopf ladder (4,), the axioms 2.1 determine the value of 4, on all elements
of the form Ea, + Ea, + -+ + Ea,,. Then 3.7 shows that A, = A, generally. This completes
the proof.

This theorem includes Theorem 2.2, which is therefore now proved.

We can also deduce from 3.7 the expansion of A,(foa). Given strictly positive
integers j, (1 <r<gq) such that j, +j,+---+j,=n, define the permutation map

T(j1sjas-rig):(EBY! x R" 15 (EB x R ™) x (EB x R?™!) x-.- x (EB x R/*71)

by grouping the factors of R""% as R/*"! xR/ ! x ... x R/e71 and rearranging the
factors of (EB)?x R"™4, taking care to keep the g copies of EB in the same order.
That is,

T(jisjaseosdg) (brs by by ty, thy ooty y)
=((bustis taseensty—1)s (bas s tiia i oestjyma)s ees(Bgs tamgm b 15 o es umg)) s
where b,e EB and 1, eR. Let 4( jy, j,, ..., J,) be the class of the map
E""A'EB~E"BAE?BA--AE“B
induced from 7T'( jy, j,, ..., J,) by identification. This is not a shuffle in the sense of § 1.
THEOREM 3.16. Let ae[EA, EB] and fe[EB, EC]. Then

2n(Bo®) =Y (A3 B A A B A AL B)oN(i1sjzserig) B 9 Ag0,

where we sum over all sequences ( jy, ja, ..., J,) of strictly positive integers satisfying
Jitia e jy=n.

Proof. We regard both sides of the formula as operations on ae[ E4, EB], and in
3.7 take X=B, Y=0Q""1 A"EC. By 3.7 we need verify equality only when « has the
form Eoy + Ea, +--- + Ea,,.

Suppose a=Ea; + Eay+ -+ + Ea,,. Then

pea=p°Ea, +B°Ea,+:++ f°Ea,.
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By 2.1, we obtain the formulae, in which ( jy, j,, ..., j,) ranges over all sets of integers
satisfying j; +j,+---+j,=n, as in the statement of the theorem, and ¢ runs through
all strictly increasing functions {1, 2, ... ,q}—{1, 2, ..., m}.

An(Poct) = sz’fl(BoEaal).j’jz(ﬁoanQ). 'qu(ﬁoEaaq)
= ZZ(ljlﬁoEjladl).(x‘jzﬁoEjzaGZ). '(ijqﬁ"quo‘aq)
= ZZ(%‘;B Adjp BN A ;tjqﬁ)o(Ejl“al'Eh“az' ‘Ej"%q)
= ZZ(Zj,ﬁ AL B A A quﬁ)"’?(fnjz, v rifg)
°E"%(Ea,y Eo,, - Eay,,)
=Y (A BAALBA AL B N(j1sdzs-rig) E Agt.

Thus the formula holds for a, and therefore generally, by 3.7.

We next investigate in what sense the elements 4,a are divided powers of a. If
ae[ EA, EB], we wish to compare its n-th cup power a” with 4,a, which both lie in
[E"A, A"EB].

THEOREM 3.17. If B is a suspension, and a€[ E A, E B], then

where we sum over all permutations n of the factors EB of A"E B, and ¢(n) denotes the
sign of the permutation .

Proof. Both sides are natural in A4; therefore by 3.7 we need verify the formula
only when « has the form 2 Ea;.

Suppose a=Ea; + Ea, + -+ + Ea,,, where each a;e[ 4, B]. Then by 2.1

It =Y Eay-Ea,, - Eo,,,

where o runs through all functions ¢:{1, 2, ..., n}—>{1, 2, ..., m} satisfying o1 <a2
<---<on. (The order of the terms is irrelevant.) Hence, by composing with a permu-
tation 7,

(—1YProia=YEoa,;Ea,, - Ea,,,

where this time we sum over those functions o satisfying o(n1)<o(n2)<--- <o (nn).
Summing over 7 yields

S(—=1y®neda=YEa,*Ea,, - -Ea,,,
T o
where we sum on the right over all functions ¢ such that a1, ¢2, ..., and on, are all

distinct. But
o« = ZEaal‘EaUZ' 'Eaan’
g
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with no condition on o. The extra terms all contain a repeated factor. Now for any

ye[ A4, B], we may use the naturality of the reduced diagonal to rewrite Ey- Ey as the
composite

E’A57E' Bs7E (BABY=EBAEB.

Since by hypothesis B is a suspension, the diagonal 4: B— B A B is nullhomotopic, and
therefore Ey- Ey=0. Thus the unwanted terms in the expansion of «" are all zero, and
we have proved the theorem.

As an example, taken A and B to be spheres.

COROLLARY 3.18. Suppose aemn,(S*), where k is odd. Then A,0em,,,_(S"%)
satisfies n! A,0=0.

For the case n=2, compare Theorem 5.42 of [35], apart from the question of
identifying our Hopf invariant 4, with the usual one (up to sign; see Appendix).

For the sake of completeness, let us note the behaviour of A, on smash products.

THEOREM 3.19. Given ae[EA, EB], and fe[C, D], let A:D—>A"D be the n-fold
reduced diagonal, Then
Af(a A B)y=2,aA(4°0),
apart from some shuffles.
Proof. This is trivial for the James-Hopf invariant 3.10, which are we entitled to
use (after suspension) for 4,, by 3.15.

4. The invariants of Hilton

In this section we introduce the Hilton-Hopf invariants [12], [20],
I:[EA EC]>[EA,EAC],
which are defined by the identity
(1, + 1p)°a=Y1.°Hoae[EA,EC v EC]. (4.1

Here, 1, runs through certain iterated Whitehead products called basic products;
there are many choices of such a system, and consequently many choices for H..

We compare these invariants with our axiomatic invariants A,, and hence in-
directly with the James-Hopf invariants, by applying 4, to each side of 4.1; this was
the method used in [10] to compare 4’ with h. We evaluate 4, on a sum by the axioms
2.1, and on a composite by 3.16. We need to evaluate 4, also on Whitehead products.

For this purpose we use BARRATT’s definition of the Whitehead product, as given
in § 3 of [5]. It is observed there that for any spaces 4 and B, the Barratt-Puppe exact
sequence (see [4] or [24]) for the inclusion map i: 4 v Bc A x B breaks up into short
exact sequences, in particular
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0—[E(A A B), X][E(4 x B), X] w[E(A v B), X]—0.
The projection maps p,:Ax B—A4 and p,:Ax B—>B embed [EA, X] and [EB, X]
(though not, of course, their direct sum!) in [E(4 x B), X]. Given ae[EA, X] and
Be[EB, X], we can form the commutator é=a'+f'—a'—f'e[E(4 x B), X], where
a'=pia and B'=p}B. Evidently i* =0, because inclusion induces [E(4 v B), X | =
[EA, X]x[EB, X]; and therefore & lifts uniquely to [ E(A4 A B), X].

DEFINITION 4.2. Given a€[EA, X] and fe[EB, X], we define their Whitehead
product [a, fle[ E(A A B), X] by

s*[e, B]=pla+pz B—ploa—p3p.
In case A and B are spheres, this differs by a sign from J. H. C. WHITEHEAD’S
classical definition [36] (see Appendix). It has the property that if 6:[F4, X |~

[4, 2 X] is the adjoint isomorphism, then §[a, f] is the Samelson product [25] of du
and 4.

Standard identities for commutators in groups yield corresponding formulae for
Whitehead products. We clearly have, always,

[B, a] = — [a, B]°En(4, B), (4.3)

where 1(A4, B) denotes the class of the map BA A=~ A A B interchanging the factors.
It will be quite safe to ignore natural isomorphisms arising from the associativity of
the smash product, but not in general those from commutativity, except for shuffles
E™"AAE"B=E™""(A A B).

Let us write (x, y) for the commutator xyx~'y~! in a (multiplicative) group.
From the identity

(%, y2) = (x, ») (: (, 2)) (%, 2)

and the fact that the reduced diagonal 4:B— B A B is nullhomotopic when B is a
suspension, we deduce that the Whitehead product

[EA, X] x [EB, X]—[E(4 A B), X]

is linear in the second factor, when B is a suspension. From this and 4.3, it is linear in
the first factor when 4 is a suspension. Take also ye[ EC, X']. From the Witt identity

(x (752, (52, ) (0, (5%, 2) (07 %), 2)
(2, (" y X)) (75 ), x) =1

we deduce the Jacobi identity for the Whitehead product
[[e. 81, 7] + [[B. 7], «]°En(B A C, A) + [[v, o], B]°En(C, A A B) =0, (4.4)

again provided that 4, B, and C are suspensions.
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Given elements ae[E*4, A"X] and Be[E'B, A"X], we can form by using
shuffles the elements a A and (BAa)oE**'y(B, A) in [E**'(4 A B), A"*"X]. We
call the smash commutator {a, > of « and f the element

(o, By =0 AP —(BAa)oE*"'y(B, A)e[E*' (A A B), A"*"X].  (4.5)

It is defined if k+7/>0, and is bilinear. This commutator extends by linearity to
formal sums.

THEOREM 4.6. Suppose ae[EA, EX] and fe[EB, EX], where A and B are sus-
pensions. Then we have, for the exponential Hopf invariants 2.4,

e P =1 4 [a, B] + <%, ).
Explicitly, for n>2,
i=n—1

Aol B = ; Ao A dyiB— (4B A Ay;0)°E"n(B, 4).

Proof. Write as before o'=pTa and B'=p3p in [E(A x B), EX]. Then by defi-
nition s*[a, f]=a'+ ' —a’— f’. Naturality and the Cartan formula 2.5 yield

s*e[a, fl=e¢ e eV
=¥ —efe)e e 1 1.

We see that the cup product (e* —1)-(e?’ — 1) can be written s* {(e*— 1) A (¢! — 1)}, and
similarly for (ef’—1)-(e* —1). Hence we have

s¥ et = s*{(e" e’y + [, B} e ¥ e P + 1.

The hypothesis that 4 and B are suspensions implies that all the cup products except
s*{<e*, e’y +[a, B]}-1-1 vanish, since they involve the diagonal in 4 or in B. The
remaining terms are those we need.

The Hilton-Milnor theorem. To state the Hilton-Milnor theorem precisely, we
need a certain amount of formal algebra. We shall consider from now on the wedge
B=B;v B,V v B, of connected CW-complexes, and a finite CW-complex 4. We

shall eventually assume that each B, is a suspension, in order to simplify the theorems
and the proofs.

Take abstract symbols z;, z,, ..., z, and let

L be the free Lie algebra (over Z) generated by the letters z,, z,, ..., z;;

U be the free associative algebra on z,, z,, ..., Z;;

M be the set of monomials in U, which is the free monoid on the letters zy, z,,
..vs Zx; and

F be the free non-associative algebraic object generated by z,, z,, ..., z;, with one
binary operation. The weight wt(a) of an element a in M or Fis the number of factors
in it. Fis often called the set of formal commutators in the letters z,, z,, ..., z;. There

seey
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are obvious homomorphisms F—L and F— M c U, which we suppress from our
notation, obtained by taking the binary operation in F as [, | or as multiplication.

It is customary to make U into a Lie algebra by setting [x, y]=xy—yx; then
there is a homomorphism x: L— U of Lie algebras sending each z; to z;. The Poincaré-
Birkhoff-Witt theorem asserts in this case that U is the universal enveloping algebra of
L, and that ¥ embeds L as a direct summand {considered as additive groups) of U.
Hence L is free abelian, and recipes for a base are available (e.g. [12]).

By induction on weight, we define for each ae M(a#1),

B, if c¢=z,
A°B = 5 .
A*BAA’B if c=ab;
and iterated Whitehead products 1,€[E A° B, E B], for each ceF, by

1,, theclass of theinclusion EB,cEB, if c¢=z
I, = i
[1,,1] if c=ab.

re

Given any family (P,) of spaces with basepoint, we denote by [, P, the restricted
product of the P,, which is the union of all the finite subproducts of the cartesian
product. We give this space the direct limit topology (rather than the cartesian product
topology), in which a function in [], P, is continuous if and only if it is continuous on
every finite subproduct. We can at last state the Hilton-Milnor theorem in a suitable
form (compare [12], [20], [5], [28]). (The methods of [21] show that each space in-
volved has the homotopy type of a CW-complex; so that a singular homotopy
equivalence is a homotopy equivalence.)

THEOREM 4.7. (HILTON-MILNOR). Suppose the subset Q of F yields a base of L,
and give Q any total ordering. Then the map

[1Qi:[] QEA°B-QEB, (i.€1)
ceQ ceQ

defined by using the multiplication in Q EB in the order indicated by Q, is a homotopy
equivalence.

If ¢ has weight n, the space E A°B is n-connected, because B is connected. It is
possible to deduce for any CW-complex Y an isomorphism of sets

[EY,EB]=[][EY,EA°B],
ceQ

which becomes an isomorphism of groups when Y is a suspension. We have the
projection to the c-th factor

h:[EY,EB]~[EY,EA°B], (4.8)

which is a homomorphism when Y is a suspension. Suppose now that 4 is a finite
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CW-complex (or even finite-dimensional). Then the operations 4, can be described
more simply. Take fe[ EA, EB]; then

B=3 i.°h.p. (4.9)

ceQ
The terms must remain in the correct order, that given by the ordering on Q. Once Q
has been chosen, the particular Whitehead products 1, for which ceQ are called the
basic Whitehead products.
Now suppose that By=B,=---=B,=C. Then B=CvCv--vC.

DErINITION 4.10. Given ae[EA, EC], the Hilton-Hopf invariants H_ ae[EA,
EA™C] (m=wt(c)) are defined by H.a=h_(p, o), where

pk=11 +l2 +"'+lkE[EC,E(CV CV"'VC)]

is the class of the pinch map 1.1.
For these operations we have the defining relation

(ty + 1+ +y)ea= Y Haci,. (4.11)
ceQ

Of course, the element H .« depends in general on the choice of the ordered base Q,
and not merely on c.

We propose to apply 4, to each side of 4.11, with the help of 3.16 and 4.6. For the
rest of this section we assume that A and C are suspensions.

We first compute 4, 1. Define, by induction on weight, iterated smash commutators
4.5 w.e[E" A°B, A" EB], where ce F and n=wt(c), by

1, if c¢=z,
Q. =
¢ Ko, w,y if c=ab.
We shall also write Ao rather than e* for the exponential Hopf invariant 2.4 of «.

LEMMA 4.12. If c=z,, then A1,=1+1.. If wt(c)=>2, then L1,=1+1.+ 0,

Proof. We proceed by induction on weight. We have A1,=1+1, if ¢ has weight 1,
by 2.5. Assume the result for 7, and 1,. Then by 4.6 11,, is given by one of the four
formulae,

L+, + <141, 14+ (if wt(a) = wt(b) =1)
PP L TP G e Y (if wt(a) = 1, wt(b) > 1)
T M, + A+, 4o, 1+ 1) (if wt(a) > L, wt(b) = 1)

Lty + <L+ 1o+ 05 L+ 1, +@p)  (if wt(a) > 1, wt(b) > 1).

Any smash commutator of the form <1, a) or e, [f,y]), where ae[EX, EY],
vanishes (since E[f, y]=0); hence in all cases the third term reduces to w,;, which
proves the lemma.
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We need to rewrite w, in a more algebraic form. Grade the algebra U by writing
U, for the subgroup of homogeneous elements of weight n. Let £, be the permutation
group on n symbols, with o as multiplication, which will act on A" E B by permuting
the factors, and G,=Z[%,] its integral group-ring. Then the identity A™*"EBx
ATEBA A"EB induces a homomorphism of groups %, x ¥,—%.+» and hence
G,®G,—G, ., These maps make the additive groups G, into a graded ring G, quite
apart from the composition products o in each G,. Construct a new graded ringV, by
defining V,=U, ®G, for eachn>0; V, is also a (G,, o }-module. If a, be F have weights
m and n respectively, define n(a, b)e &, ., as the permutation sending j to j+n (if
j<m) or j—m (if j>m). Then we define, by induction on weight, elements u.e U and
v.€V for each ceF, by

{u,,:z,, B, = %y, if c¢=z,

U, =u Uy — upt,, v,=0,0,—n(b,a)ev,v, if c=ab.

The augmentations ¢,: G,=Z[¥,]—Z induce the augmentation ¢: V,— U, of graded
rings. Clearly ¢v.=u, for all ce F, by induction on weight.

Denote by v.(1) the element of [E" A°B, A" EB] obtained by replacing z, by 1,
for each r, and multiplication by smash product, where n=wt(c). Then our obser-
vation is that by induction on weight we have

o, = 1.(),
for all ceF.

The map sending c to u, extends to the additive map x: L— U that embeds L in its
universal enveloping algebra U. The Poincaré-Birkhoff-Witt theorem asserts that if
the ordered subset Q of F yields a Z-base of L, then the elements u,, u,,...u, , where
q1<q,<--<q, in Q and m>0, form a base of U. An analogous proof (formally
similar to that of Theorem 3.2 of [12]) shows that a corresponding result holds for V,

as follows.

LeMMA 4.13. Suppose the ordered subset Q = F yields a base of L. Then the elements
Vg, Vg, -V, Of weight n, such that q,<q,<---<q, in Q, form a Z[¥,]-base of the
(Z[ <], °)-module V,.

We are assuming that B,=B,=--=B,=C, so that B=Cv Cv--vC. By 2.3,
since A is a suspension, A,:[EA, EB]|—>[E"A, A"EB] is a homomorphism. Also,
since C is a suspension, the pinch class p e[ EC, E B] is a suspension. Thus 4,, applied
to 4.11, gives

(pk AV S EANEA pk)olna = ZQAn(lcoHca)'

For each monomial ae M of weight n, we have the obvious projection map

pi:A"EB—> A°EB~ A"EC,
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where A° E B is defined in a similar way to A* B. Then composition with 7, the class of
ield
Pay YIEXC8 Loa=Y m,o4,(,°H,a). (4.14)
ce@Q
Assuming that n>2, we see from 4.12 and the composition formula 3.16 that

An(1.oH o)=0 unless the weight of ¢ divides n. If wt(c)=m and n=rm, we find
An(1coH o) = (= 1)° A" (v, (1))°E" "4, H_ o, (4.15)

where e=4(r—1) (n—r), and the sign comes from 3.16. (We have concealed a shuffle.)
Now for each ceQ of weight n, let v.: V,>Z[¥,] be the (Z[¥,] °,)-module homo-
morphism that picks out the coefficient of v_ in the Z[ %, ]-base of V, given by 4.13.

We deduce E'Hoa=Yv(a® 1)° 4,0, (4.16)

where %, also acts on A" E C by permuting the factors, and we sum over the monomials
ae M of weight n.

In [3], BARCUS and BARRATT pick out the particular commutators ¢,=[[...
[[z2, 2.1, 21, .--]s z1] of weight n>1, with n—1 entries z,. They suppose that k=2,
and that the ordered base Q contains all the g,. Write H, for the corresponding
Hilton-Hopf invariant H, , which still depends on Q. (To some extent the elements
o, are canonical: if one orders F arbitrarily subject only to the conditions (i) wt(a) <
wt(b) implies a<b, and (ii) z, <z,, and picks out the corresponding set of basic
commutators as in [12] or [28], then each o, will be contained in every such set.) In
4.14 take a=1z,z} !. Since Q can obtain only one element with n—1 factors z; and
one factor z,, only one term of 4.15 survives substitution into 4.14, and we find
loo=E""'H a.

Let us summarize.

THEOREM 4.17. If A and C are suspensions, and a€| EA, EC], then

(@) A,a=E""'H,a for n>2, where H, is the Hilton invariant corresponding to o,
as above.

(b) For every basic commutator c of weight n, E""'H . is expressed in terms of
A,0 and permutations by the formula 4.16.

Now we know from 3.15 that 4,a=E" " !y,a, where 7, is the James-Hopf invariant.
Thus we can relate the James-Hopf invariants y, to the Hilton-Hopf invariants H..

THEOREM 4.18. If A and C are suspensions, and ac[EA, EC], then
(a) If the ordered base Q contains the commutators o, then

E' 'y a=E""'Ha for nx=2,

(b) For every basic commutator c of weight n, E"~*H .a can be expressed in terms
of E"" 'y, and permutations, by the formula 4.16.
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This theorem is well known, and can be desuspended, as the assertion that the
Hilton-Hopf invariants and the James-Hopf invariants determine each other. The
first proof, of the desuspended theorem, was given by BARRATT [6]. The desuspension
of (a) is Lemma 3.12 of [29].

When A4 and C are not suspensions, a similar result, with numerous extra terms
involving cup products of terms of lower weight, can be proved in exactly the same
way. The cup products vanish in the case of 4.18, by 1.4.

5. A geometric invariant

In this section we construct a sequence of homotopy operations by writing down
explicit maps. We prove that they form a Hopf ladder, and hence provide a geometric
interpretation of the suspended James-Hopf invariants. The second, A,, is closely
related to the generalized Hopf invariant H* given by HiLTON [11]. We show that 4,
also includes the functional cup products, and is therefore related to STEENROD’S
cohomology definition of the classical Hopf invariant [27].

Before we construct the operations 4,, we construct a sequence of operations y,,
which is slightly more general, and is technically more convenient in certain proofs,
but seems to lack independent interest.

We consider n spaces B,, B,, ..., B,, instead of a single space B. We recall from § 1
the identification maps s: A x R"—>E™ A.

DEerINITION 5.1. Given any map (based, of course)

f:EA->B;vB,v-—-vB, (n=0)

we define a new map
,uanE"A—-)Bl A B2 A A Bn

as follows. Put f;=p;°f°s: A x R—> B;. Define

q:AxXxR">B; AB, A--A B,
by the formula
fl(a’ tl) A fz(a, t2) A A fn(a’ tn)
g(a,ty, ty,..nt,) = if t,<t,<--<t,, (5.2)
o otherwise.

Then ¢ is continuous, for if #;=t¢;,,, one at least of f; and f;., is zero at (a, ¢;), and
hence g is zero there. We also observe that g vanishes whenever any ¢;<0 or #;>1;
therefore g factors through the identification map s: 4 x R"—>E" A, to yield the re-

quired map u, 1.

LemMA 5.3. The homotopy class of u, f depends only on the homotopy class of f, and
we therefore have a homotopy operation
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t:[EA,B, v By,v--v B,]>[E"A,B{ A B, A--A B,],

natural in A, By, B,, ..., B,.
Proof. We have merely to apply the formula 5.2 to a homotopy f; of f to obtain a
homotopy u, f, of u, f. Naturality is clear.

DEFINITION 5.4. Given a map f:EA—EB and n>0, define the map A,/ E"A—
A"EB by A, f=u,(f°f), where 7,:EB—»EBv EBvVv ---v EB is the backward pinch
map 1.2. Hence we have the operation

i [EA,EB]—[E"A, A"EB]
on homotopy classes, which may be regarded as the composite operation
[EA,EB]l5+[EA,EBVEBv--v EB]|——>[E"A, A"EB].

REMARK 5.5. We note that from A, we can recover a particular case of the oper-
ation p,, namely

u,[EA,EB; v EB,v:-v EB]—>[E'A,EB, AEB, An---A EB,].
For put B=B; Vv B,V ...v B,, and take a€[ EA, EB]. Then by naturality

= iy ((E R, v By v oo Emy)o7,20)
=(E7'61 /\ETCZ A"'/\Enn)oﬂn(ﬁnoa)
=(Eny, AEny, A--A Em,)ol,a,

where 7; is the class of the projection p;: B— B,;.

THEOREM 5.6. These operations A, form a Hopf ladder.

Hence by 2.2 and 3.15 we have an interpretation of the suspended James-Hopf
invariant E”"'y,, when A is a finite-dimensional CW-complex. (Actually, the di-
mensional restriction is unnecessary, but we shall not prove this here.)

The main work in proving 5.6 is in establishing the Cartan formula. We shall
deduce it from Cartan formula for u,.

We need a well-known lemma for adding homotopy classes, which we state
without proof.

LeEMMA 5.7. Suppose the classes o,€[E" A, X'| are represented by maps g;: E" A—
X, for 1 <i<k, where n>1. Suppose the support (see § 1) of g;° s: A x R"— X is contained
in Ax D, where the sets D; (1<i<k) are convex subsets of R" whose interiors are
disjoint. The the track sum o;+o,+---+oy is represented by the map g:E"A—X
defined as follows: ga=g;a if g;a+o, and ga=o if g;a=o for all i (a€ E" A). The result
holds even for n=1, provided the sets D;=R occur in the correct increasing order.

This lemma is quite false if D; is not required to be convex, for then linking can
occur (see § 6).



200 J. M. BOARDNAM AND B. STEER

There are obvious projection maps (1 <j<n—1)

B,vB,v---vB,-»B, vB,v---vB;,ByvB,v:--vB,—»B;,; vVBj,,v:-vB

n»

which induce homomorphisms of track groups

Li:[EA,B,v B, v--vB]—[EA B, VB, V-V B|]
and
R,.;:[EA,B,vB,v--vB]—[EAB;. Vv B;,, V-V B,].

LemMmA 5.8. Suppose a, fe[EA, B;v B,V ---v B,]. Then

fa(a+ B)=ppo+py_y Ly yoa-py Ry B+ py_ s Ly_pa-py Ry 4o
ot pyLyop, Ry B+ p,B.

Proof. We may choose fea and gef such that fos has support in 4 x [0, 4] and
ge°s has support in 4 x[4, 1]. Then by 5.7 we may represent a+f by the map &,
where ko s agrees with fos on 4 x [0, 4] and with geson 4 x[4, 1].

We have to consider the map q: A x R"—>B; A B, A --- A B, defined by

kl(a, tl) A kz(a, tz) A A kn(a, t”)
q(a, tl’ tz,..-,tn)= When tl <t2 <"'<tn (5.9)
o otherwise,

where k;=p;°kes. This map represents p,(a+ f) apart from identification. We see
that g is zero on each of the hyperplanes #;=4. These hyperplanes divide the region
in R” satisfying 5.9 into various convex subsets. Consider that on which

<t <<t <F<tj <-<t,.
Let g; agree with g on this set, and be zero outside. Then

q;(a, tis tys s ty) = fr(a, t)) A f2(a, ) Ao A fi(a, 1))
A gj+1(aa tj+1) ARMARA gn(a’ tn)’

in which f;=p;cfos and g;=p,°ge°s, subject to certain inequalities which, owing to
the special form of f and g, we may write as

t1<t2<"‘<tj and tj+1<tj+2<“.<tn'

Thus g;, after identification, represents u; Lo p,_; R,_ ;.

The lemma now follows by applying 5.7 to the maps g;, for 0<j<n.

The case n=2 ;s illustrated in the figure overleaf.

Proof of 5.6. We must verify the axioms 2.1 for the operations 4,.

The identity axiom (a) holds, trivially.

The Cartan formula (c) follows from 5.8, when we observe that L;p,=p; and
Rjpn=p;.
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0 3 1 t,

We verify the normalization axiom (b) by showing that we actually have 4,(Ef )=0
for any map f: 4— B when n>2. For 4,(Ef) is obtained by identification from the
map q:4 xR"—> A" EB given by 5.2, namely

fl (aa tl) A fZ(as t2) ARRMIA fn(a’ tn)
q(a,tl, tz,...,tn)= when tlstzg...Stn’
o otherwise,

where f;=p;°FcEf°s:AxR—EB. In this case the support of f; is contained in
Ax[(n—j)/n, (n—j+1)/n], by 1.2. Hence q(a, ty, 15, ..., t,)#0 only if n—j<nt;<
n—j+1 for all j, which contradicts t, <t,<---<t, if n>2. Therefore g, and A,(Ef),
are zero if n>2.

This completes the proof of Theorem 5.6.

ReEMARK. The normalization axiom would not hold if we had used the ordinary
pinch map instead of the backward pinch map in 5.4.

We next recall another generalized Hopf invariant, and show that it is included
in 4,.

Take a CW-complex B. For k>1 the homotopy exact sequence of the pair
(EBx EB, EBv EB) splits, to yield the short exact sequence

0+, (EBxEB,EBv EB)7n,(EBv EB)7>m(EB x EB)>0.  (5.10)

Given an element aen, (EB), we can form
prod—1,°a—1,°0em(EB v EB),
which evidently lies in the kernel of j,, since m,(EBx EB)~n, (EB)®n(EB). It
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therefore lifts uniquely to n, . (EBx EB, EBv E B). We have also, by identification,
amap 4+, (EBxEB, EBv EB)—m,.,(EBA EB). These yield the operation

H*:n,(EB) > n,.,(EB A EB). (5.11)

This map is called a generalized Hopf invariant by HiLTON [11] in the case when B is
a sphere. (When B is a suspension, it does not matter whether we use the usual pinch
class p, or the backward pinch class p,, because they coincide.)

THEOREM 5.12. We have
A‘Z _ - H*an(EB)HTtk_H(EB A EB).

Proof. We put A=X*"1=D*"1/§¥~2 in the definition 5.4 of A,. Given f:EA—
E B, we constructed A, f by means of a map

q:(AxT,A xd8T)—>(EB x EB,EB v EB),

followed by identification, where T is the triangle in R? given by 0<t, <t,<1, 0T is
its boundary, and

q(a, ty, t)) = (fl (a,ty), f(a, tz))-

The three sides of the triangle yield 7,°f, i,°f;, and i,°f,. Hence we have here the
construction for H*, and the theorem is established, apart from the sign.

If we use the homotopy boundary convention (see Appendix), the three sides of
X*~1 % 0T become oriented so as to represent 7,°a, 1,°a, and —p,°«, where feae
[EA, EB]. We therefore have 1,=— H*. (Use of a different boundary convention
would result in a different sign.)

Finally we show that the Hopf invariant A, induces important cases of the
functional cup product described by STEENROD [27]. Take any map f:EA—EB of
spaces with basepoint. We can form the reduced mapping cone X=EB | ), TEA of f,
where TEA denotes the reduced cone obtained from EAx[0, 1] by identifying
EAx1 and 0x[0, 1] to the basepoint o, and we attach TEA to EB along EAx0
by f.

We know that the reduced diagonal of a suspension is nullhomotopic. This fact
enables us to simplify the reduced diagonal 4: X—> X A X of X by a homotopy.

More specifically, let us define explicit homotopies g,: EC—»EC and k,: EC»EC
by the formulae

{gus(c, t)y=s(c, t+tu) (0<u<1;ceC) (5.13)

kys(c, t)=s(c,t + tu —u)

where s: C x R— EC stands for the usual identification map. Then (g,Ak,)°4: EC—
ECAEC is a nullhomotopy of 4.
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From these, we construct a homotopy F,: X— X A X in three stages, starting from
Fo=A4.
First stage: 0<u<1.

On EB we take the constant homotopy,

On s(EAx[0,%]) we take

F,s(z,t) =5s(ky,2z,t) A s(g,u2,1)eX A X (zeEA).
On s(EA x[3$, 1]) we take
F,s(z,t)=s(k,z,t) A s(g,z,t)eX A X (zeEA).

These fit together at =0 and #=1 to define F,: X—>X A X for 0<u<1. We see from
5.13 that F, is zero on s(EA x [1, 1]).
Second stage: 1 <u<2.

We note that the image of F, lies in M A M, where M=EBuUs(EAx [0, ]). We
may regard M as the mapping cylinder of . It contains £ B as a canonical deformation
retract. For F,(1<u<2) we compose F,:X—M A M with a homotopy which starts
with the identity map of M A M and ends with the canonical projection M A M—
E B A EB. We shall therefore find:

On EB, F,=Agp, still.
On s(EA [0, %]),

Fys(z,t)=fkyzA fg,zEEBAEBc X AX (zeEA).

On s(EA x[3, 1]), F, is zero.
Third stage: 2<u<3.

We compose the factored map F,:X—EBA EB with the homotopy k,_,Ag,_,:
EBAEB—-EBAEB, Thus F; is zero except on s(EA x[0,4]), on which we have

Fy(z,t)=kifky;zngifg.z (2€EA).
If we now compare F; with 4, f by 5.2 and 5.4, we see that F; factors as F5=
A, foj, where j: E2A—E? A] Y is the map given by
js(a,v,)=s(a,v+2tv—2t,v+2tv), (acd, t>0)

and Y is the subset of EZ A given by ¢, >, (on which 4, f vanishes by 5.2). But it is
easily seen that j is homotopic to the identification map E*A—E*A/Y. It follows
that F; and A, f are homotopic. Let us state what this proves.

THEOREM 5.14. Let X=EB\J; TEA be the reduced mapping cone of a map
f:EA—EB. Then the reduced diagonal A:X— X A X is homotopic to the composite map
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X—>X/EB~E'AT77EBAEBc X A X,
where X— X[E B is the identification map.

COROLLARY 5.15. The map A, f induces the functional cup product in cohomology
(up to sign)

HP(EB)® HY(EB)—» H*** ' (E A),
with zero indeterminacy!

Proof. We have essentially the definition in § 5 of [27] of the functional cup
product, apart from the lack of indeterminacy.

We do not yet have a corresponding interpretation of A, for n>2.

Example. Letustake A=S52""2, and B=S""1,andf:S2""!-»S". Then 4, f:S2"—
S2"is a map, of degree k, say. 4 and B give rise to cohomology classes xe H*"(X;Z)
and ye H"(X;Z). By 5.15 we have x*= 4 ky, which is one of the well-known defi-
nitions [27] of the Hopf invariant & of f.

6. A geometric construction in framed cobordism

We know after PONTRJIAGIN [23], KERVAIRE [18], etc. how to interpret the homotopy
groups of spheres as framed-cobordism classes of framed smooth manifolds. KERr-
VAIRE [18] and HAEFLIGER and STEER [10] gave geometric interpretations of the
generalized Hopf invariant in this language. We show in this section that the geo-
metric Hopf invariant A, described in § 5 gives rise to a construction on framed
submanifolds. In particular, for n=2, we find the construction of [10]. Again just as
in [18], we can easily evaluate A, on the image of the J~homomorphism. Finally we
show how the geometric construction has already arisen in differential topology,
together with several of its elementary properties.

All manifolds in this section will be smooth (in the sense C*) and paracompact.
Given a m-manifold M, and a v-submanifold ¥ of M having codimension k=m—v, a
framing of V in M is a sequence & =(X,, X,, ..., X;) of sections of the normal bundle
of V in M which are everywhere linearly independent. We then say that V'is a framed
submanifold of M.

Now suppose that ¥ is compact, that its boundary dV (if any) is ¥ ndM, and that
V meets M transversely (see e.g. [30]). A suitable chosen tubular neighbourhood N
of V in M is diffeomorphic to ¥ x D* (D* being the standard closed k-disk) by means
of the framing sections. The Pontrjagin-Thom construction [23], [30], associates to
this tubular neighbourhood of ¥ the Thom map M— X* = D*/0D* as follows: on N we
use the composite NV x D*— Dk 3%,
which maps 0N to the basepoint 0, and outside N we take the zero map. This map has
compact support, and therefore extends to a based mapM —Z*, whereM  denotes the
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one-point compactification of M. The extra point in M, which we call oo, is taken as
the basepoint of M. (If M is already compact, M, must be taken as the disjoint union
of M and a point oo, for consistency.)

Suppose M is without boundary. Two compact framed submanifolds V, and V;
of M are said to be framed-cobordant if there exists a compact framed submanifold W
of M x[0,1] such that V;=Wn(M xi)(i=0, 1), and the framing of V; in M is
obtained by restriction from the framing of W in M x [0, 1]. This is an equivalence
relation. The equivalence classes are called framed-cobordism classes. The fundamental
result of THoM [30] implies the following as a special case.

THEOREM 6.1. Let M be a smooth manifold without boundary. The Pontrjagin-Thom
construction induces an isomorphism between the set of framed-cobordism classes of
compact framed submanifolds of M with codimension k, and [M,, 2¥].

As an alternative notation to [M,, 2¥], we write n*(M, 00), and call it the k-th
compact cohomotopy set of M. More generally, if M has a boundary dM, we define
n*(M, 0M,0)=[M_/(0M),, £*], and the theorem extends in a suitable sense to
n*(M, 0) and n*(M, OM, ) (see below).

As observed above, this theorem enables us to translate results about framed
submanifolds of a given manifold M into results about the compact cohomotopy sets
of M, and vice versa. We give a glossary of the commonest terms.

Suspension. Since (4 x B).~ A, A B, and we can identify R, with Z' canonically
up to homotopy, we have the Freudenthal suspension map

E:n*(M,©) - n**'(M x R, ).

If xen*(M, ) is represented by the framed submanifold V of M, E« is represented
by the submanifold Ve M c M x R. To frame V in M x R, we take the framing of V'
in M, followed by the positive unit section of the normal bundle of M in M xR (as in
[18]).

Isotopy. If the framed compact submanifolds V; and V, of M, together with their
framings, are isotopic, they represent the same element of n*(M, o), since isotopy
may be regarded as a special kind of cobordism. Hence we may move submanifolds
around in M to suit our purposes.

Track addition. Now n*(M xR,00) is a group, by track addition. Suppose
a, fen*(M x R, 00) are represented by the framed submanifolds ¥ and W of M x R.
Since ¥ and W are compact, we can move them by isotopies until ¥< M x (— o0, 0)
and Wc M x(0,00). Then V'u W is another compact framed submanifold of M xR
and represents o+ 8 (compare 5.7). (It is easy to see geometrically that n*(M x R?, 00)
is abelian.)

Induced homomorphisms. Let f: N—M be a proper map (i.e. f ~'(K) is compact
whenever the subset X of M is compact), so that f extends to f.: N.—M,. Suppose V'
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represents aen*(M, ). If f is transverse to ¥ (which can be arranged without
changing its homotopy class), f ~!(¥) is a compact submanifold of N, with framing
induced from that of ¥V in M, and represents f *a.

Reflection of the framing. Suppose the framed submanifold V of M represents
aen*(M, ). If we change the framing & of V in M at each point ve V by a linear
transformation ¢ independent of v, then V, with the altered framing 6 %, represents « if
the determinant of ¢ is positive, or Ua if the determinant of ¢ is negative. (Here, U is
the operation on n*(M, o) obtained by composing with a map from Z* to itself of
degree —1;see §1.)

Products. If the framed submanifolds Ve M and Wc N, with framings & =
(X1, X35 s %) and %=(y.,y,, ..., ¥;) respectively, represent aen*(M,0) and
Ben' (N, ), their product ¥'x Wc M x N represents a Afen**! (M x N, ), if we
endow V x W with the product framing

f@ <G =(p>1kxl, pTXZ,...,pT Xk» p;k Yi5-es p; YI)’

Manifolds with boundary. Suppose M has boundary M. An element of n*(M, o)
is represented by a framed submanifold ¥ with boundary 0V=V nJM. An element of
n*(M, M, o0) is represented by a compact framed submanifold ¥ without boundary.
(We can always move V away from oM if desired.)

Exact sequences of a pair. We have the exact sequence of the pair (M, 0M) (see [4]
or [24])

o> (8M x R, 00) 71" (M, 8M, 00) > 1" (M, 00) 577" (M, 0).

The interpretation of i* is obvious. For j*, we take the boundary 0V of a framed
submanifold ¥ of M; by restriction dV is framed in 0M. Now 0M is collared in M,
i.e. has a tubular neighbourhood dM x [0, 1], with OM=0M x0. Then oM x R
OMx(0,1)cdM x[0,1]cM, by means of an order-preserving diffeomorphism
R=(0, 1). Hence a compact framed submanifold of dM xR yields by inclusion a
framed submanifold of M, not meeting dM. This interprets 0.

Cup product. Let V;c M xR", with framing &, represent o;en™ (M x R"™, ),
for 1<i<n. In 1.3 we defined the cup product o, -a,- -+ *a,en*(M x R, 00), where
r=ry+ry+-+r,and k=k;+k,+--+k, We seek a framed compact submanifold
that represents it.

Let f;: M x R — X% = D¥* /g D* be the Thom map of V,. Let u; eR™ be a parameter.
Then the map defining the cup product may be written as
MxR 72 x2% % x 2" 25" AZ A n S 2 5,
where ‘

l(ms Uy, Uy, “'sun) = (fl(m’ ul)a fz(ms u2)9 °"’fn(m’ un)) (62)



On Hopf Invariants 207

Let b;e Z* be the image of the centre of D¥, so that V,=f,”!(b;). Then if the map / is
transverse to (by, by, ..., b,), the theory of THom [30] shows that V=I1"1(b,, b,, ...,
b,), with the framing induced from that of (b, b,, ..., b,) in Z*' x Z¥2 x --- x Z¥* will
be a framed submanifold of M xR" representing «, -, --- -a,. Hence we need a
condition to ensure the transversality of /.

DEFINITION 6.3. Let g;: W;—» N be a smooth map of manifolds (1 <i<n). We say
these maps are mutually transverse if

81 X gy X Xg W XW, x:eo x W,-> N XN x---xN

is transverse to the diagonal AN of Nx Nx--- x N, where AN is the set of all points
(x, x, ..., x) for xeN.
Let us write g;: M x R""— M for the projection.

LEMMA 6.4. Suppose the maps q;|V;: V;—> M (1 <i<n) are mutually transverse. Then
the map [ (see 6.2) is transverse to (by, b, ..., b,), and I~ (b, b, ..., b,) is a smooth
compact framed submanifold of M xR" representing the cup product o 0, - .

Proof. We may express the definition of / as a commutative diagram

r r rn k k k
MxR'xR*x---xR T XY X x X
\LAxlx1x...x1 ,T‘flezx...xfn

MXMx-xMxR!'"xR?x--xR"~ (M xR")x (M xR?) x.-- x (MxR™).

By construction, f; x f, X -+ X f,, is transverse to (b, b,, ..., b,), and
V, X Vy XX Vy=(f; x fa X+ % f,) 1(by, by, .0, by).

In MxMx--xMxR", we need to have AM x R" transverse to V; x V, x .- x V,, or
equivalently, V; x V, x --- x V, transverse to AM xR". This in turn is equivalent to
having the projection map V;xV,x - xV,»>MxMx---xM transverse to 4AM,
which is precisely what we have assumed. Thus we have the required framed sub-
manifold.

It is also necessary to know that there are enough sets of maps realizing the con-
dition of 6.4.

LEMMA 6.5. Given any smooth maps g;:W;»>N(1<i<n), there exist new maps
g::W.— N which are arbitrarily close (in the C® sense, for any integer p) to g;, and
mutually transverse.

Proof. This is an easy consequence of work of THoM [31].

It follows that we can always move the manifolds V; by small isotopies so as to
make the projections g;|V;: V;— M mutually transverse. In this case we can construct
the submanifold W of M x R" representing o, o, -+ -a, directly, by the condition:
(m, uy, uy, ..., u,)e Wif and only if
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(m,u))eV; forall i=1,2,..,n.

We can frame W canonically, by referring back to /. This framing is the restriction
to W of the product framing #, @ F ,B---@F ,of V; xV, x - x ¥V, in

(M xR™) x (M xR™) x:- x (M x R™).
Hopf invariants. Our main object in this section is to interpret the Hopf invariant
Ay: (M x R, 00) » n"*(M x R", ),
in the geometric form given in § 5. To do this, we shall first interpret the operation
tn:[(M x R),, Z* v 22 v oo v 247 = 2¥ (M x R, 0)

defined in 5.1, where k=k, +k,+---+k,. Let b,eZ" be the image of the centre of
D, Without loss of generality take a map f: M x R-X* v Z*2v ... v Z* transverse
to all the points b;, representing a. Then V;=f "!(b,) is a framed submanifold of
M xR, and these submanifolds are disjoint. We may suppose, from 6.5, that the
projections V;—» M are mutually transverse. Then as above we define a compact
framed submanifold W’ of M x R” representing u,a by: (m, 1, t,, ..., t,)e W' if and
only if
(m,t)eV, forall i=1,2,..,n,(meM,t,eR) (6.6)
and
ty<t,<--<t,, (t,€R) (6.7)

For the same reasons as in the discussion of the cup product, we would find a compact
framed submanifold W if we had omitted the condition 6.7. Now W avoids the hyper-
planes ¢;=t¢;; therefore W’ is the union of certain components of W. It follows that
W’ is a framed compact submanifold of M x R" representing p,o. Its framing is
obtained from the product framing of V; x V, x-- x V.

In order to deduce the interpretation of 4,, it remains to evaluate the effect of the
backward pinch map 7, Take a framed submanifold ¥ of M xR representing
aen*(M x R, o), with Thom map f: M x R—Z*. Then we see that we have to choose
points b;(1 <i<n)in X*, distinct from each other and from the basepoint o. If k> 2, it
does not matter how we choose the points, since all choices are isotopic; if k=1, we
must choose them in reverse order round the circle X, to comply with the definition
1.2 of 7,. Set V;=f ~1(b;); thus each V; is obtained from V by ‘pushing V off itself along
one of its framing sections’. We obtain a framed submanifold W’ representing A,«
by applying the geometric construction for yu, just described to the disjoint framed
submanifolds V;, V,, .... V,, from the definition 5.4 of 4,. The framing of W' is again
obtained from the product framing of V; x V, x -+ x V.

For n=2, this-is the construction of [10]. When M=R™"!, J, gives a homo-
morphism, which we may write as
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2'Z:ﬂm(zk) = M+t (ZZk) ’

There it was shown that this is the usual Hopf invariant of [12], followed by suspension
(apart from sign). This fact also follows from 5.12 and previously known results.
Let us summarize.

THEOREM 6.8. The Hopf invariant
I (M xR,0) > n"* (M xR, ) (n>1;k=1)

can be interpreted geometrically when M is a smooth manifold, by the preceding dis-
cussion and conditions 6.6 and 6.7, in terms of framed submanifolds.

In particular we may make use of all the properties of the Hopf invariants A,
developed in § 2, § 3, and § 4. It is quite possible to prove all these results directly, for
the case of framed submanifolds, by using transversality and framed-cobordism
methods. These properties produce some interesting interaction between homotopy
theory and differential topology.

The transfer homomorphism. In cohomotopy theory we can define Gysin-type
transfer homomorphisms having the usual properties.

Let g: M = N be an embedding of smooth manifolds, and suppose this embedding
is framed. (We do not require M to be compact.) Then any framed submanifold V' of
M gives rise to a framed submanifold V of N, where we frame V in N by taking the
restriction to V of the given framing of M in N, followed by the framing of V in M.

LEMMA 6.9. Let g: M <N be a framed embedding of manifolds. Then g induces
g’ (M x R", 0) - n? "*(N x R", ),

where k is the codimension of M in N. It satisfies

(a) g, is a homomorphism (if n>1);

(b) If M is compact, and represents aen*(N, ), then g,\1 =a, where 1en®(M, o)
is the obvious identity class;

(c) Suppose aen?(M xR",00) and fen?(NxR", ), then g,(a-g*pf)=g,a"p, the
usual formula for products

(d) Ifalso l:N<P is a framed embedding, then (1g),=1,g,;

(e) g, commutes with suspension.

Proof. The proof is entirely trivial. Properties such as (c), and many others,
become obvious once it is noted that g, may be induced by a suitably defined Thom
map g': N.—»2*¥ AM, of the framed embedding g, even when g is not proper.

REMARK. Take the unit spheres SPcRP*! and S?cRe*!; then in RP*1*2=
RP*1 x R1*! we find the framed embedding i: S? x S1=SP*4*1 where SP*4*! s the
sphere radius /2 in R?**2_ Tt induces the transfer homomorphism

i!:nk(sp % Sq)__)nk+1(sp+q+1)’
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if we take a basepoint in S? x S, or, in more familiar notation,
i):[S? x 8% S¥] - [SP** L, S >, 00 (S5,

As such, it is simply the Hopf construction (apart from sign), as given in 1.5 of [18].

The self-linking class. Consider again the construction of A,. We start with a
framed submanifold ¥ of M x R representing aen*(M x R, ). We construct copies
V;of Vin M xR, and from V, we construct a submanifold W,= V' xR"~! of M x R" by
the condition: (x, t,, ?,, ..., t,)e W, if and only if (x, #;)e V. The submanifold W;
inherits a framing from ¥;. Under a suitable transversality condition, the intersection
W of the submanifolds W, is again a framed submanifold, framed by taking the
framings of the W, in order of increasing i. Denote by W,, , that part of W on which
t, <t,<--<t,; then W, , represents i,a.

If n=2, we have a framed submanifold W,, of M x R?, which we may also regard
as a framed submanifold of W, ~ V' xR.

DEFINITION 6.10. We define the self-linking class yen*(V x R, ) as represented
by the framed submanifold W,,c W, =V xR.

It measures, to some extent, the linking of ¥ in M xR with another copy of V
pushed along a framing section. The submanifold W,, also defines a cohomology
linking class, as a function on the cycles of V, which has been used by HAEFLIGER [9].
However, y is defined directly, and contains more information, as we shall see.

Let us return to the general case. Denote by W, ; the submanifold of W; n W, on
which ¢; <¢;. If we work in W, =V x R*™!, we find that if the pushed-off submanifolds
V; for i>2 are chosen sufficiently close to V,, then the framed submanifolds W,;
(2<i<n) are all diffeomorphic to W, ,, and moreover, are precisely those needed for
constructing A,_,y. Hence 4,_,7 is the class in 7"~ D*(W,, 00) of that part of the
intersection Wy, nW;;n---n W, on which ¢,<?;<--<t,. Inclusion of this framed
submanifold in M x R", by the embedding W, =« M xR", gives us back W,,...,, with
the same framing as before. Finally, we may write the embedding W, = M x R" in the
formgx 1: VxR 'cMxRxR" '~ M xR" where g: V=M xR.

Let us summarize this result.

THEOREM 6.11. Suppose the framed submanifold g:V<M xR represents aen*
(M xR, ). Then its self-linking class yen*(V x R, ) can be defined canonically, and
it satisfies

S A_1y=4,a for n=1
or, formally,
gl =¢e"—1.

This result is reminiscent fo the Riemann-Roch theorems [2] due to ATiYAH and
HIRZEBRUCH.
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We can describe the self-linking class y in a simpler way. We observe that it is the
class of the composite Thom map

VchMxR2—+M><R—>Zk,

where the last map is the Thom map of V,. The composite ¥ x R—M xR sends
((x, ty), t,) to (x, t,), if t; <t,. Therefore put t=t,—t,, which is to be positive. Then
we have the map u: VxR, > M xR, where R, =[0, 0], given by

u((x,t9), 1) =(x, t; +1). (6.12)
We have therefore proved

LemMA 6.13. The self-linking class y is the class of the composite
V xR, >M x R—>ZXF,

where u is given by 6.12 and the second map is the Thom map of V,c M xR,
Orientation. In order to discuss spheres, we need a convention for identifying the
two kinds S” and X"=D"/S"~! of n-sphere (see [37]).

DErFINITION 6.14. A boundary convention consists of the choice of one of the two
classes of homotopy equivalences S"~2", one for each n.

In view of 6.1, such a homotopy equivalence is the class of some framed point in
S". It is useful to be more general.

DEFINITION 6.15. Let M be a smooth connected n-manifold. An orientation O(M)
of M is the class in n"(M, M, o) of some framed point in M.

(This terminology is convenient here but unfortunate; an orientable manifold
has two possible orientations, whereas a ‘non-orientable’ manifold has only one.)

Now S"=0D"*1 and D"*! has a canonical orientation. Therefore what we need
for a boundary convention is some systematic method of relating the orientations of a
manifold M and its boundary dM. For our present purposes the most convenient
convention is the ‘homotopy’ convention, as follows:

O(M)= 0(M)@n, (6.16)

where n is an outward normal. This means that to frame a point of M in M, we take
a framing in O(0M), followed by n. (For other conventions, we refer to the Appendix.)

The J-homomorphism. We need the preceding conventions in order to define the
J-homomorphism precisely.

Take the standard embedding S"cR"*!cR"** (with k>1), and give it the
‘standard’ framing %, consisting of the outward normal to S” in R**!, followed by
the canonical framing of R"*! in R"**, Given aen,(SO(k)), choose f:S"—>SO(k)
representing «, so that we may let f act on the framing &, to give a new framing
[ F, of $". Then we define
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J*: 1, (S O (k) - 7, (S5 (6.17)

by taking J*« as the class in n*(R"** o0) of S™ with the twisted framing f-%,. This
agrees with the homomorphism J' defined by KERVAIRE in 1.8 of [18], except that we
are orienting spheres differently, and twisting the framing differently. The question
of signs is discussed in the Appendix.

It is easy to determine from 6.13 the self-linking class of S" with the framing /- % .
Asin 6.12 we map S" x R, into R"** using the direction of the last coordinate vector.
The Thom map of S" is obtained from the map N=S" x D*— D¥ taking (x, y) to
f(x)"'y, where N is a tubular neighbourhood of S" constructed using %,. Let
zedD*=S*"! be the point such that S" xR, cuts S"x .S* ! in S”" x z. We consider

the composite
I:S">S"xzcS"x SF" 1 gkt

where the last map sends (x, y) to f(x) ™' y. To obtain V,, we push ¥, =S" out along
a framing section until it lies in IN=S"x S*~!. We then see that the self-linking
class y is the class of the suspension

S"xR, >ES"——>ES“ ! = 3*,
Now / may be expressed simply as the composite
S"——>S0(k)—>S""",

where ¢ is the evaluation map at z, and the map f; is the inverse in SO (k) of f, which
therefore represents —a.

LEMMA 6.18. Given feaen,(SO(k)), let yen*(S" xR, 0) be the self-linking class
of the sphere S™ with the twisted framing f-% . Then y= — E¢@,a, where ¢:S0 (k)
S*~1 is the evaluation map at a point.

THEOREM 6.19. Given aemn,(SO(k)), we have

LJ*a=—E" g, qa,
MWJ¥a=0 for n>2.

Proof. We apply 6.11 to the embedding g:S"<R"** with the twisted framing
f&,. Then A, J*a=g,y, where y is given by 6.18; and if n>2, 1, J*a=g,4,_,7=0,
since 7y is a suspension.

To find g,, let j:R"<S" be an orientation-preserving embedding. In the required
dimension, we have the diagram

nk*l(Rn, OO) ~ TEk—I(Sn, OO) E??'Czk—l(R’Hk, OO)
‘LE Ji iE \LE
7*(R" x R, 00) = 7*(S" x R, ) 7> n**(R"** x R, 00)
J1
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which commutes by 6.9. This shows that the composite
7,rk——l(Rn, OO)—> 7,EZk(Ran % R, OO) — nZk(Rn+k+l, OO)

agrees with (—1)*®~D 1= Ek+1 4n view of our conventions. It follows that
&y= -Ek+1§0*“-

This result is a slight desuspension of Lemma 6.5 of [18].

An illustration. We show how the geometric Hopf invariant A, occurs in differential
topology.

Consider a smooth (n— 1)-connected 2n-manifold ¥ with boundary 0¥ a homotopy
(2n—1)-sphere, and suppose we have a framed embedding

g:(V, aV) C(Rin+k’ R2n+k—-1),

where R2"** denotes the positive half-space with the last coordinate positive.
This situation has been extensively studied, e.g. by WALL [33]. Certain facts emerge
from this investigation: Smale theory [26] shows that if n>2 ¥ contains a wedge
K of n-spheres as deformation retract, and that because V is framed in R%"*k
the first suspension of the map 0V < V—K is nullhomotopic. This implies that the
Puppe exact sequence in cohomotopy of (¥, V) breaks up to yield the short exact
sequence

O-—»n”“(aV XR2,00)~*7I"+1(V XR,aV XR,OO)‘—)R"'*"I(V xR,OO)——)O.

Naturality of the transfer homomorphisms, naturality of 1,, Hopf isomorphisms
(from the Hopf classification theorem [14]), and various elementary observations,
yield the commutative diagram, which contains the short exact sequence,

+k+1 +k+1 p2n+k
n+k+l(R2n+k+1 n+k (Rin k ,R n

,0) =T ,00)—0

1\8! 1&8: 1
"0V x R, 0)-» "' (V xR,V xR, 0) =" (V x R, o0)

2 e Il
H™(V, 8V Z)
72" 20V x R3, 0) » 2" 3(V x R%, 0V x R?, 0)
1R IR
H?>"'(oV,Z) = H*"(V,0V;Z)xZ.

The left side may be identified with

Tan+k+1 (Su+k+1)<—grn2n+1 (S"+1)_,1;‘>752n+2(52"+2) ~Z.

T

We know all about 4, here, since it is the suspended Hopf invariant, in fact the original
Hopf invariant [13]. From the work of ApAMS [1] its image is

zero if n is even,
Zifn=1,30r7,
the even integers, for other odd n.
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Let us write G for the group H"(V, dV; Z), which is free abelian. We may use the
diagram to define a function
@:G — Coker (EH),

by lifting an element of G to n"**(V'x R, 0V, ) and taking its image under 4, in
H?*"(V, 0V; Z); the indeterminacy is in Im (E H).

We can do slightly better, if we insist on choosing only those elements of n"*?
(V' xR, 0V xR, 00) that give zero in n"***(R2"***1 R2"** o0), The kernel of E* is
generated by the Whitehead product [, 1], where : denotes the identity class of
S"*1; it has Hopf invariant +2 if n is odd, 0 if # is even. We therefore find a function

Z if niseven,
oG- o
Z,if nisodd.

From the Cartan formula 2.1 (c), ¢ is not linear, but instead satisfies

pla+p)=pa+of+ap,
and also, from 3.17,

ara=2¢a ifniseven.

Hence ¢ is a quadratic form on G.

This function appears in many different disguises. If we attempt to do framed
surgery on V, by killing the cohomology class a, @a is the obstruction (see [33]).
When 7 is odd, it gives the Arf invariant of V. (Indeed, we have here essentially the
original approach, through cohomotopy groups, used by KERVAIRE in [19].) An easy
geometric argument shows that if an embedded sphere S”"c V represents the co-
homology class «, its normal bundle in V is determined by @ o (for the sphere can
certainly be framed in V' x R).

REMARK. It is evident that everything we have said about cohomotopy sets can be
generalized. We may consider submanifolds V of a manifold M whose normal bundle
need not be framed, but has a more general structure group, and replace the sphere X*
by the universal Thom complex of this group. This is still a special case of the general
geometric theory of § 5.

7. Appendix on signs

The purpose of this Appendix is to compare the signs of the various definitions of
Hopf invariant, on homotopy groups of spheres, as promised. We also consider the
J-homomorphism. The situation is further confused by the use in the literature of two
different boundary conventions.

There is usually no difficulty with signs when working in a sufficiently general
context as in § 2 to § 5, when shuffles may safely be omitted from the notation. When
one specializes to spheres, however, it is not always clear what signs have been
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introduced; the shuffle E" 4 A E"B~E™*"(4 A B) is apt to be overlooked when A is
a sphere S”, because both sides are already identified with E™*"*?B, in a way de-
pending on the convention used. For the general philosophy on management of signs,
we cannot do better than refer to J. H. C. WHITEHEAD [37].

Spheres appearing in homotopy theory tend to be identified canonically (up to
homotopy) with either the unit sphere S” in R"*!, or the sphere Z"=D"/S""!. As
explained in § 6, a boundary convention (compare [37]) consists of a choice for each »
of one of the two classes of homotopy equivalences S"~2" or equivalently, an
orientation of S", in the sense of 6.15. The homotopy groups =, (X) are always defined
as [ 2", X], so that one needs a boundary convention even to define the composition

7, (8") x 7, (ST - =, (S").
Let M be a manifold with boundary 0M (in particular M = D", which is canonically

oriented, and 0M =S""1'), with outward normal n at a point of M. The homotopy
convention is determined by taking, as in 6.16,

O(M)=0(0M)®n, (7.1)
whereas the homology convention is determined by taking
O(M)=n@®@ 0(M) (7.2)

(see 2.6 of [10]). The resulting maps S"— X" differ by the sign (—1)".

When comparing formulae proved according to different conventions, it is clearly
necessary to be precise as to which kinds of sphere are involved. If the formulae need
to have functors applied to them before being compared, one must also state the
convention used in defining the functors. In this Appendix we work in the homotopy
convention.

Smash products and suspension. The smash products of maps of spheres come from
the canonical homotopy equivalences X™AX"~X™*" or equivalently, Z"~X' A 3!
A -+ A X' In this paper we defined the suspension functor (in effect) by EA=A A X,
which is found to work well with the homotopy convention. The alternative definition,
EA=23"A A, works well with the homology convention.

It should be noted that the Freudenthal suspension homomorphism E:z,(S")—
T,+1(S""1) depends on the boundary convention, because it uses

ES"=S"AZ a3t Al ntln gttt

The Barratt-Hilton formula, which merely expresses the naturality of the smash
product, is unaffected by the choice of boundary convention, and is disturbed only
by changing the definition of the suspension E; it reads, as in Theorem 3.2 of [7],

aAB=(—1P 9 DEq E?Pf=(—1)“"DEBoElq, (7.3)
where aen,(S%) and Ben,(S7).
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Whitehead products. There are at least three different conventions in the literature
concerning the Whitehead product. Suppose aen,(X), and fen, (X).

The original definition [36] by J. H. C. WHITEHEAD was by means of a canonical
map SP*9*1 3Py ¥ and used the homology convention; we denote the Whitehead
product of « and f formed according to this convention by [a, 8]".

Instead, one can use the homotopy convention; we denote this product by [a, £]'.
This convention was used explicitly by BARcUs and BARRATT [3], and earlier by
G. W. WHITEHEAD [35].

A third convention (which could be called the transgression convention) was used
by BARRATT [5]. We denote the product so defined by [«, #]. This is the product we
used in § 4 of this paper. It is the definition amenable to generalization. The idea of
defining the product this way and the feasibility of doing so are due to Fox [8] and
SAMELSON [25].

The three products are related as follows:

[, B1 = (= 1)" [, BT = (= 1)"" " [, B]". (7.4)
Take also yen,(X). The commutation and Jacobi identities 4.3 and 4.4 yield

[B, o] = (= 1)"**""*[a, B]
(=1 [[o 81, v] + (= P [[B,v], o] + (= D)*"* 7 [[1, o], B] = 0.

If we substitute from 7.4, these take the more familiar forms

[B, o] = (= 1) [&, BT’ (7.5)
(= 17 [ B 7]" + (= DPA[[B, v1" o] " + (= )" [[1, @], B]" =0,  (7.6)

as in Theorem B of [12]. The Jacobi identity in the products [«, f]" is more compli-
cated.

Hopf invariants. For Hopf invariants the situation is less simple. We have traced
seven fundamentally different homotopy definitions of the generalized Hopf invariant.
Initially they were homomorphisms ¥:7,(S")—=,(S2" 1) (or 7,4, (S2")). Later they
appeared as homomorphisms

y:m, (S v ) -> (S Y (or w1 (STHY)),

and

and

from which homomorphisms ¥ were recovered by putting i=j=n and composing
with the pinch map p,:8"—S" v S”". We compare the various definitions by evaluating
them on fixed elements aen,(S") and fexn,(S*v S7).

In this paper we introduced the homomorphisms

Ay, (SN >, (S?™), and py:m,(S'v S)-m,. (ST,
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(Note that we have already used the homotopy boundary convention to write them
in this form.) The latter may be obtained from

Ayim (S v S) > m ., (A*(S' v §9))

by projection (see 5.5). As the definition 2.1 of A, is axiomatic, it is particularly
convenient for comparing with the other Hopf invariants. We take the opportunity of
simplifying some of the signs by observing that by 3.18

2,a=0 ifnisodd. (7.7)
(1). G. W. WHITEHEAD [35] defined a homomorphism
Hy:m, (8" - m,(S?" 1),

only for r <3n—3. It uses the homotopy convention for the boundary homomorphism
and the Whitehead product.
(2). HiLTON [11] defined a homomorphism
h* : nr(si v SJ) TS (Si+j) ’
and hence
H*:TC,.(S") = Tt (SZn),

for all r. We defined H* in 5.11, and can obtain A* also from 5.11 by taking B=

S*~1v §771 and projecting. The definitions use the homotopy convention. HILTON
observes [11] that

H*a=EHya
whenever Hy, is defined. From 5.12 we find that
Joa=—H*a, pu,Bp=—h*p.
(3). HiLTON defined [12] a homomorphism

hH:ﬂr(Si v SJ)—) nr(SH-j_l)’
and hence
HH:nr(S")_)nr(Szn-l)'

The definition (compare 4.8) uses the decomposition theorem for the homotopy
groups of a wedge of spheres. It depends on the convention for Whitehead products,
and on a choice between [ 1, 1,] and [1,, 1;]. We suppose it defined by the product
[, 1,]". From 4.17 we find (remembering that it conceals a shuffle)

Ao=EHga, pf=(- I)HthHB'

(BARcus and BARRATT used [1,, ;]" in [3]. Any two definitions, corresponding to
different conventions, differ by an appropriate power of U — the class of a map of
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degree —1 on S**/~! _ easily determined by the relation 7.4 between the Whitehead
products.)

(4). JAMES defined in [16] a very general homomorphism, applying to maps of
suspensions of connected CW-complexes, which we gave in 3.10. The definition uses
the reduced product spaces introduced by him in [15], and depends on the choice of
one of the 8 possible conventions regarding the order of the terms in 3.9. JAMES uses
lexicographic ordering from the right. We, and ToDA [32], use lexicographic ordering
from the left. According to 3.12, all choices coincide after one suspension. Let us call
the resulting homomorphisms for spheres

Hy:m, (S") - n,(S?"""Y), and hy:n,(S'v S)-n(S7).
Then from 3.15 we have (noting the shuffle involved in 3.13),
bpo=(—1)""EH;a, p,B=(—1Y""Eh,p.

(5). KerVAIRE defined [18] a homomorphism

HK: ﬂ:r(sn) =T, r(52n+r— 1)

by a geometric construction, and used the homology convention. If we compare Hy
with the geometric form of A, given in § 6, we find that in either case we start from
the same two framed submanifolds V; and V, of in R", and construct the same
manifold W’, embedded in R?" or R"*1, It remains to compute the framings, having
regard to the differing conventions. We find

Hyo=(—=1y*"TE" 1A a.
(6). HAEFLIGER and STEER defined [10] a geometric Hopf invariant

hHS: TL',.(Si A4 SJ) - 77:r+1(Si+j)’
and hence
Hys:7m,(S") > 7,4 1 (S*").

It differs from the geometric form of 1, given in § 6 only to the extent that 7 x S" was
used in § 2 of [10] rather than S" x I, which results in a different orientation. Thus

Ay =(—1) Hgso, pB=(—1) hysp.

Let us combine these formulae. On aen,(S") we have

;L205=—H*0(=EHHOC=—EHJOC=(-— 1)rHHSOC=-—EHWO(, (78)
HKOC=(-— 1)’+1Er_1/120t, .

and on femn,(S*v S’) we have

BB =— h*ﬁ = (" 1)i+thHﬁ = ("‘ 1)j+1EhJﬁ = (“ 1)'hHSﬁ- (7.9)
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Of course many of these relations were already known. Further, it follows from 3.2
of [28] and 3.12 of [29] that A;8=U'*" hy B, and hence H;ou=U"*! H,a. Formulae
with different signs appearing in the literature (such as Theorem 6.2 of [12] and
Theorem 7.1 of [18]) are often proved, we believe, by combining formulae valid only
under different conventions: not all of these are excused by 7.7. We claim that [18]
also contains three other sign errors (see below).

Let us note that on spheres the composition formula 3.16 takes the simple form

Ay(aey)=A,a°Ey+(aAa)od,y, }
ta(Bey)=us BoEy+(By A B2)oAyy,

where yen,(S"), aen,(S"), fen, (S'v S’), and By=mn,°Ben,(S’), f,=n,°Ben,(S).
Also that if aen,(EX) and fen, (EX), 4.6 gives

(7.10)

Ao, Bl = (= 1P " a A B+ (=1 B Aa)en,, ,(EX AEX). (7.11)

The J-homomorphism. G. W. WHITEHEAD defined the homomorphism J: 7, (S O (k))
—7,.:(S*) in [34] by using the Hopf construction (slightly generalized from [13])

G:[S? x 8%, 8™ >y ger (S™).

We use the explicit form given in [35], which adopts the homotopy boundary con-
vention.

KERVAIRE defined [18] a geometric Hopf construction G’ and a geometric homo-
morphism J,, using the homology convention. In the definition 6.17 of our homo-
morphism J*, we started with the same framed embedding S"<R"**, but we used
the homotopy convention, and also twisted the framing differently. In comparing G’
and J’ with G and J, KERVAIRE overlooks the fact that different conventions are used
(see below). Let G, and J, be the homomorphisms defined as by G. W. WHITEHEAD
in [35], but using the homology convention. We find that on ye[S” x S%, S™],

Gy=(-1)"'Gy=(-1y""""G,y, (7.12)
and on aemn,(SO(k))
Ja=(=1y"*U" Ja=(- 1) Ja=(- 1) UJT*x. (7.13)
From this and 6.19 we have
AJa=E"*""p,a=EH,Ja, (7.14)

where ¢:S0(k)—S* ! is the map in 6.19 or in Lemma 6.5 of [18]. We have used here
7.7 and the fact that 1, UB=A41, B (from 3.16), to simplify the sign.

Discussion of the signs in [18]. The trouble taken over signs in [18] justifies a
detailed examination. First of all, KERVAIRE uses the homology convention, but fails
to note that G. W. WHITEHEAD in [35] uses the homotopy convention. Let E,:7,(S")—
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7,4+, (S"*1) and =, be the suspension and join operations defined using the homology
convention; then E,a= —Ex and a*,f= —oxp. (The smash product is unaltered.)
Given aen,(S™) and fen,(S"), we claim that E (xAf)=(—1)"""ax%, B, not with
sign (—1)?*™ as asserted in 1.11 of [18]. (The sign given in [18] is not explained.)

Next take a map ¢:S? x S4—S™ as in Lemma 6.7 of [18], of type («, ) according
to the homotopy convention. Then ¢ has type (a,, B,), say, according to the homology
convention, where a,=(—1)?aen,(S™) and f,=(—1)?fen, (S™). Let 7 be the class
of ¢. Then KERVAIRE proves correctly (p. 363) that G't=(—1)P""9"? B’ Aa’, where
B’=(—1)p*4*P4 EP*1 B and o' =(—1)?*7 EZ"' a, but goes on to use the incorrect
version of 1.11, which introduces a sign wrong by (—1)?* 4. Thus Lemma 6.7 should
read

HyG't = (= 1P IV (om, B,),
or, by 7.12,
HyGt=(—1)P"1E?" 1" (ax B).

In the proof of Theorem 7.1, KERVAIRE compares Lemma 6.7 with the formula
HGt= —oax*f of [35] (with sign corrected by J. H. C. WHITEHEAD [37]), but omits to
note that 6.7 is proved for G’, not G. This fully accounts for the discrepancy from 7.8.
In Lemma 6.5 of [18]. KERVAIRE actually proves HyJ a=(—1)""'Ei*?*¢ q,
where aen,(SO(k)). Now substitution of J'a=(—1)" U*"'J,a from 7.13 yields
HyJ,a=—E}"**¢ 0, not with sign (—1)* as asserted, because 3.16 gives H, U=
HgB, not —Hgp. Thus HgJa=(—1)""1E"*?*¢_ a, which suspends 7.14 (thanks to
1.7).
University of Warwick,
Hertford College, Oxford.
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