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Eine konstruktiv-figurliche Begriindiing
eines Abschnittes der zweiten Zahlklasse

Von H. Wermtjs, Genf

§ 1. Einleitung

1. Allgemeines

Seit gewisser Zeit sind einige formale Darstellungen verschiedener Abschnitte
der zweiten Zahlklasse, worunter auch solche auf konstruktivem Wege1), ent-
wickelt worden2). In dieser Abhandlung wird eine Bezeichnung der Ordinal-
zahlen eines Absehnittes der zweiten Zahlklasse durch gewisse Zahlfiguren
(Z-Ausdnieke)3) ausgebildet. Dièse Bezeiehnungsweise ist hier besonders als
ein konstruktiver Aufbau und Weiterfuhrung der ûblichen CANTORsehen

Schreibweise angelegt und ermôglicht insbesondere auf Grund einer einfaehen
Définition der Addition eine ziemlich ûbersichtliche Entwicklung der trans-
finiten Arithmetik. Es wird auch jedem Ausdruck zweiter Art eine Hauptfolge
zugeordnet (vgl. § 10, 3).

Dieser Aufbau erfolgt jedoch als eine independente Théorie der Z-Ausdrûcke,
wobei wir uns hier auf Zahlfiguren mit endlicher Stellenzahl (das heiBt mit
endlichen Indizes)3) beschrànken. (Auf eine naheliegende Erweiterung dièses

Formalismus wird am SchluB kurz hingewiesen.) Der somit aufgebaute Ab-
schnitt der zweiten Zahlklasse ist zum Teil infolgedessen ein Abschnitt des

auf anderwertigen Vergleichsprinzipien aufgestellten Systems von Ackermann-
Schûtte (vgl. Literaturverzeichnis)4). Da aber der 4-stellige Ausdruck [0,0,0,1]
schon die erste kritische Epsilonzahl, wo die ubliche CANTORsche Bezeiehnungsweise

aufhôrt, darstellt, so ergeben die Z-Ausdrucke immerhin eine betrâcht-
lich weiter gehende Formalisierung dièses klassischen Systems.

*) Zum Begriff des «konstruktiven Aufbaues» siehe A. Chtjbch, Literaturverzeichnis [3].
a) Siehe Literaturverzeichnis am Ende.
8) Zur Erklàrang der Grundbegriffe siehe § 2. Siehe auch Beispiele im Anhang.
4) Vgl. K. ScHtJTTE, Literaturverzeichnis [7]. Die SoHÎJTTBschen Klammersymbole sind zwei-

zeilig geschrieben, und es entsprjcht etwa fur n > 2 dem n-stelligen Z-Ausdruck [0,..., 0, Y]
das œ-Zahlzeichen w A T n

o |, wobei Y* das œ-Zeichen fur Y und œ eine geeignete Funk-
^ ° l 2> /a*/b*(c* 0 1\\\

tionsind. Ebenso entspricht dem Z-Ausdruck [a, b, c] das ç?-Zahlzeichen q> I

\0
(vgl. Fuûnote 23). Sohtjtte [7] enthâlt in einer abweichenden (konstruktiven) Symbolik das

Funktionensystem von O. Veblen [1] und das System von W. Aokebmann [4] (vgl. dazu [7],
Seite 15).



264 H. Wbrmus

Im ersten Teil der Arbeit werden Strukturtransformationen der Z-Aus-
driicke (§ 3 Amplifikation), die Vergleichsprozedur sowie die Opération WZ
(Vereinfachung) behandelt und deren Vertrâglichkeit bewiesen (§ 4). Die ein-
gefûhrten Amplifikationen und Vereinfachungen der Z-Ausdrûcke entsprechen
den verschiedenen Darstellungsmôglichkeiten fiir eine Ordnungszahl in der
ûblichen transfiniten Arithmetik. AnschlieBend an ein einfaches Vergleichs-
prinzip fur Zahlsequenzen wird dann der Begriff «Charakteristik» eines Aus-
druckes eingefûhrt, und es werden weitere mit diesem Begriff zusammen-
hângende Vergleichssâtze bewiesen. Im § 8 wird, gestutzt aufdie vorangehenden
Ergebnisse, der Wohlordnungsnachweis gefûhrt.

Im II. Teil werden die Operationen der Addition und der Limesbildung
eingefiihrt (vgl. insbesondere die Sâtze 84 und 85) und deren ûbliche Eigen-
schaften bewiesen. Weiter werden gewisse Système von Normalfunktionen und
deren kritische Stellen betraehtet und anschlieBend daran die Multiplikations-
sowie Potenzformeln hergeleitet. Zum SchluB wird noch auf einige Zusammen-
hânge zwischen den Z-Ausdrûeken und der CANTORschen Schreibweise und auf
die Beschaffenheit der Grenzzahl des hier entwickelten Systems hingewiesen.

2. Zur Einfuhrung der Opération «Amplifikation» und «Vereinïachung»

Wegen der angestrebten Wohlordnung mtissen die Vergleichsbeziehungen
die (naturgemàBe) Bedingung - sie sei mit (1) abgekûrzt - erfullen, die darin
besteht, daB ein Ausdruck niemals kleiner als irgendeines seiner Glieder3) Zk
sein soll (vgl. Satz 36). In Anbetracht dieser Forderung ist, im Hinblick auf
die Einfuhrung eines Vergleiches der môglichst lexikographisch vorgehen soll,
zweierlei zu bemerken.

Zunâchst kônnen die zu vergleichenden Ausdrûcke verschiedene «Stellen-
zahH a(Z) aufweisen, was einem direkten lexikographischen Vergleich im
Wege steht. Aus a(Z)> a (Y) folgt natûrlich noch nicht Z> Y, wie es

etwa das Beispiel zeigt :

Z [2, 3, 1] Y [1, Z] ; a{Z) 3 > a(Y) 2

Nach den eben erwâhnten Forderungen muB natûrlich Y > Z sein.
Es gelingt jedoch durch die Einfuhrung der Opération «Amplifikation» (§ 3),

Ausdrûcke, in bezug auf den Vergleich, in Âquivalente ûberzufûhren, die die
gleiche Stellenzahl aufweisen.

Nun muB man noch zweitens bei der Einfuhrung eines Vergleiches den Um-
stand beachten, der sich an Hand der folgenden Ûberlegung einstellt :

Sei a(A) or(jB) und etwa: A [0, 1, 1] und B [A, 0, 1].
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Durch lexikographischen Vergleich etwa von «rechts nach links» ergibt sich:
B < A. Nach obiger Forderung (1) sollte aber A < B sein, was einen Wïder-
spruch ergibt.

Dièse Schwierigkeit lâBt sich beheben, wenn man naheliegenderweise in B
die rechts von A stehenden Glieder « 0 » und « 1 » beim Vergleich nicht berûck-
fcichtigt. Dièse Vernachlâssigung lâBt sich auf einige Weisen prâzisieren.

Wird etwa die Bedingung :

(2) aus Zk > [Zl9..., ZM, 0, Zk+1,..., Zr] folgt

[Zl9 Z2,..., Zk_x, Zk, Zk+1,..., Zr] [Zl9 Z29..., Zk],

genommen, so sind, wie man leicht durch Beispiele zeigen kann, (1) und (2)
noch immer inkompatibel.

Wir fordern deshalb: Sei Z [Zl9 Z2,..., Zk,..., Z8].

(3) Aus Zk > [0,..., 0, Zk+1, ...,ZS] soll folgen

[Zl9 Z2,..., Zj^u Zk, Zk+1,..., Z8] [Zl9 Z2,..., Zk].

Im Hinblick auf die angestrebte Interprétation der Z-Ausdrûcke, fur die
etwa U{2) [0,1] der Ordnungszahl o>, J7(3) [0,0,1] e0, U{é) [0, 0, 0, 1]
der ersten kritischen Epsilonzahl usw. entsprechen soll, ist (3) noch nicht das

zweckmâBigste5). Wir verschârfen6) also (3) zu

(4) Ist Z [Zl9Z%,...9Zh9...9 Zs] und Zk=[Zkl9Zkt9..., Zkki ...,£*],
so soll aus [0,ZM,...,ZM,...,Z»r]>[0,0,...,0,Zfc+1>...,ZJ folgen:
Z \ZX, Z2,..., Zk] das heiBt, die Terme Zx, mit l > k werden in Z ver-
nachlâssigt. Die Bedingung (H) im § 4 bildet eben eine naheliegende Formu-
lierung von (4).

Inwieweit andere Abarten der Bedingung (3) bzw. (4) brauchbare Vergleichs-
beziehungen ergeben, etwa

(5) Aus Zp [0,..., 0, Zk{ w),..., Zkr] > [0,..., 0, ZM,..., Z8]

(bzw. « > ») folgt Z [Zl9 Z2,..., Zk], soll vorlaufig hier dahingestellt blei-
ben.

DaB (4) eine hinreichende Bedingung zur Einfûhrung eines Vergleiches
bildet, zeigen die folgenden Ausfûhrungen.

5) Wird nàmlich hier die in § 9 eingefûhrte Addition gedeutet, so ergâbe sich aus der Bedingung

(3), dafî fur jedes Z, fur das Z > Y ist, Y -f- Z Z wâre. Dièses Gesetz ist aber nicht
allgemeingultig fur die transfinite Addition.

•) Gewisse nach (3) gleiche Ausdriicke werden nach (4) als verschieden ausfallen.

18 CMHvol.35
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I. TEIL

Begrundung des Vergleiches fur die Z-Ausdriicke und die Wohlordnung

§ 2. Grundbegriffe

1. Es werden hier als Grundzeichen die natûrlichen Zahlen und die Null7)
sowie Klammern «[,]» verwendet. Fur den in § 10 einzufûhrenden Begriff des
Limes wird noch dort eine Variable n, die Zahlen durchlâuft, benûtzt.

2. Définition eines Z-Ausdruckes. Die Zahlen sind Z-Ausdrûeke. Sind
Zl9 Z2,..., Zm Z-Ausdrûcke, so ist [Zl9 Z%9... 9 Zm] auch ein Z-Ausdruck.
Z-Ausdriicke werden zur Abkiirzung durch X, F, Z mit eventuellen Indizes
dargestellt. Die Zi9 i 1, 2,..., m sind Glieder von [Zl9 Z2,..., Zm]8).
Z Y bedeutet figûrliche Ûbereinstimmung von Z und Y, wobei gleiche
Zahlen als identisch gelten.

3. Vorlâufige Gleichheitsbeziehung (triviale Vereinfachungen). Es soll stets
im folgenden fur [Z, 0,..., 0] : Z und fur [Z] : Z gesetzt werden.

4. Stelknzahl bzw. Gliederzahl a(Z). a (ri) 1 ; sei m > 1 und Zm das
letzte =£ 0 Glied von Z [Zl9 Z2,..., Zm9 0,..., 0], so ist o(Z)=m.

5. Stellenzeiger eines Gliedes bzw. eines Termes von Z. Sei Z ein Aus-
druck, der keine Zahl ist. Steht das Glied Y an der k-ten Stelle in Z, so ist
k der Stellenzeiger (oder Zeiger) von Y in Z : Zk Y.

Ist jetzt A lxl2... l9 der Stellenzeiger von X in Y und k kxk2... kr
der Stellenzeiger von F in Z, so ist die «Sequenz» kX kxk2.. .krlxl2.. ,l9
der Stellenzeiger von X in Z\ZHX X.

Sei noch Z<p9 wo ç> die leere Sequenz ist, Z selbst. Ist oc nicht leer, so

nennen wir Za X ein Term von Z. (Glieder sind also speziell Terme mit
einstelligem Zeiger.) Sequenzen von Zahlen, die Stellenzeiger darstellen, be-
zeichnen wir mit kleinen griechischen Buchstaben.

Weiter sagen wir, der Term Za enthalt den Term Zp, falls /5 oc y und

y nicht leer ist.
Wird ein Ausdruck Y als Term an die Stelle oc in Z gesetzt und wird Y

in Za umbenannt, so sollen auch die Terme Yy von Y in Zay umbenannt
werden. Dièse Umbenennungsregel soll, wenn es darauf ankommt, im folgenden

vorausgesetzt werden.
Die Stellenzeiger sollen lexikographisch von links nach rechts geordnet wer-

7) 0,1, 2, 3, werden hier kurz als «Zahlen» bezeichnet. Die Buchstaben h, i, j, k, l, m, n,
p, q, r, s, t beziehen sieh auf Zahlen.

8) Es werden gelegentlioh die Glieder von Z auch mit Indices versehene kleine Buchstaben

zlt zt usw. dargestellt.
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den9). Die Beikenfolge des Auftretens der Terme Za in Z ist dann durch die
lexikographische Ordnung ihrer Zeiger gegeben. Beispiel : Ist
Z=[l, [4, 3, [0,4], 7], 5], soist Z1=l, Z2 [4, 3, [0, 4], 7], Z21 4,
Z22 3, Z^ [0, 4], Z2Z1 0, Z2S2 4, ZH 7, Zz 5.

6. Struktur eines Z-Ausdruckes. Die Struktur einer Zahl ist die leere Se-

quenz. Ist a(Z) m und die Struktur von Zm [x, so sei die Struktur von
Z durch m/j, gegeben. Man sieht leicht ein, daB die Struktur von Z der in
der obigen lexikographischen Ordnung grôBte Stellenzeiger ist, der «in Z vor-
kommt », und fur den Zmft ^ a ist.

7. Stufe eines Z-Ausdruckes, S{Z}. Wir definieren 8 {n} 1; sind die

rii Zahlen und n9 ^ 0, so sei 8 {[nx, n2,..., np]} a{\nx, n2,..., wj) p;
ist m > 1 und Zm =é 0, so sei S {[Zl9 Z2,..., Zm]} Max(m, ^{ZJ,...,
/S {Zm}). Es ist klar, daB man auch S {Z} Max (a(Za)), hat wo » aile in
Z vorkommenden Zeiger inklusive die leere Folge durchlâuft.

8. Klammerzahl N(Z) eines Z-Ausdruckes.
Es sei N(n) 0; N([Zl9 Z2,..., ZJ) N(Z1) +N(Z2)+ +N(Zm) + 1.

9. Hàufig benutzte AbJcûrzung Z<*K Sei Z [Zlf..., Zi9 Zt+l9..., Zm]

und t<m a(Z). Es soll bedeuten: Z{t) [0,..., 0, Zw,..., Zm], wo-
bei Z{0) Z zu setzen ist. Z{t) entsteht also aus Z, indem man in Z die

ersten i-Glieder durch Nullen ersetzt. Zu beachten, daB wir statt (Zk){t) kurz
Z\P setzten. Es ist also Ztf [0,..., 0, ZkU+1),..., Z^], wo r=o(Zk) ist.

Hingegen ist {Z{t))h das Jfc-te Glied von Z{t) (also Null fur k < t).
Ist Z n eine Zahl, so sei fur jedes t n{t) 0. Ist t > o(Z), so sei eben-

faUs ~Z^ o.
§ 3. Âmpliflkation

1. Définition. Sei a(Z)>2 und 1 <k < a(Z); dann bezeichne AkZ einen

neuen Ausdruck Z' der auf folgende Weise aus Gliedern des Ausdruckes Z
gebildet ist :

Z\ Zt fur 1 < t < k
Z'kl Zk, Z'kp 0, fiir 1< p < k
Z'ti Z99 fur k<q<m9 und <r(Z£) cr(Z) m
Z'f 0 fur r > ifc das heiBt cy(Z;) k

oder ausfûhrlich :

Ak[Zx,... ,Zk^,Zk,... ,ZJ [Z1?.. .,2^, ES», 0,..., 0,ZH1>... ,ZJ]
•) Da keine Verwechslungen im Text zu befûrchten sind, benutzen wir fur diesen Vergleich

einfach das Zeichen «<» (statt etwa a < /S).
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wobei rechts zwischen Zk und Zk+t k — \ Nullen als Terme stehen. Die
dureh die Tafel (Ak) definierte Umformung des Ausdrucks Z nennen wir
eine Amplifikation von Z. Eine Amplifikation Ak ist also dann und nur
dann in Z ausfuhrbar, falls

(Bed. 1) a(Z) > 2 und 1 < k < a(Z) gilt. Dièse Bedingung ist aus der
Définition direkt zu entnehmen.

Ist AkZ Zr, so hat man nach Définition Zik) Zf£h) (zur Abkûrzung
Z»), vgl. §2, 9).

Ist fjL die Struktur von Z und Zr AkZ, so ist die Struktur von Zr
dureh kjn gegeben. Wir bezeichnen dièse Umformung mit ak(p) kju.

Damit also ak(/i) ausfuhrbar sei, muB hiernach die Struktur fj, von Z
die Form [jl m g o(Z)q besitzen, wo g eine éventuelle leere Zeiger-
sequenz ist und dabei k < m gilt. dk(fx) bewirkt dann eine Anfugung des

Zeigers k links eines grôBeren in fx.
Die zu AkZ Z1 inverse Opération heiBe Reduktion RkZ' Z. Damit

allgemein eine Reduktion Bm in einem Ausdruck Y ausfuhrbar sei, ist nach
der Tafel (Ak) notwendig und hinreichend, daB :

(a) l<m=:a{Y)
(b) a(Ym)>m und

(c) Ymt 0 ftir 1 < t < m gilt.

Ist RmY ausfûhrbar, so muB nach (a) und (b) die Struktur von Y die
Form v mpfi haben, mit m <p o(Ym). Dann bezeichnen wir mit
rm(v) pjbt,, die dureh RmY bewirkte Umformung der Struktur von F.
rm(v) hat also die Streichung des Zeigers m links eines grôBeren aus v zur
Folge.

Danach ist also RmY dann und nur dann môglich, falls

(Bed. 2) es ein Z gibt, so daB Y AmZ und a(Z) p> m gilt.
Die Ausfûhrbarkeit einer Amplifikation Ak bzw. einer Reduktion Rm in

einem gegebenen Ausdruck Z ist dann aus der Gestalt von Z feststellbar.
Man hat nun den

Satz 1. Es gilt S {Z} S {AkZ}9 wo k < a(Z) m ist.

Beweis : Nach Définition von Z' kônnen wir auch S {Zf} Max (k, Zx,...,
^*-i> %k) setzen. Nach Définition von Zrk ist S {Zk} Ma,x(m, Zk9 Zk+li...,
ZJ ; da k < m ist, folgt daraus 8 {Z1} Max (m, Zx,..., Zk_Xi Zk, Zk+lf

Zm) S {Z} nach Définition der Stufe von Z.
Als Korollar zu diesem Satz ergibt sich leicht nach Définition einer Reduk-
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tion: 8{RmY} S{Y}, falls Rm in Y ausfûhrbar ist. Setzt man nàmlich
F* RmY, so ist AmY* Y und nach Satz 1 S {F*} S {Y}.

2. Vertauschbarkeit zweier Âmpliflkationen (bzw. Reduktionen). Nach der
oben erwâhnten Bedingung ist, fur n< a(Z), Ak(AnZ) môglich, dann und
nur dann, falls h < n a(AnZ) ist. Es soll nun ApqZ die Amplifikation
AqZp des Gliedes Zp von Z innerhalb von Z bedeuten. Hiernach ist
(ApqZ)p AqZp. Ist speziell a(Z) p, so hat man:

Eine entsprechende Bedeutung soll auch R8tZ besitzen. Wir bemerken,
daB ApqZ eine Strukturverânderung von Z nur dann bewirkt, falls p a{Z)
ist. Fur R8tZ gilt dieselbe Bemerkung, falls s a(Z) ist. Ist hingegen

p< a{Z), so handelt es sich um eine Strukturverânderung des Gliedes Zp
von Z.

Satz 2 a. Sind AktZ und AmpZ beide ausfûhrbar und Jc^m, so gilt
Akt(Am,Z)=Amp(AktZ).

Beweis: Da k ^ m ist, so betreffen die Amplifikationen AktZ und AmpZ
zwei verschiedene Glieder innerhalb Z. Es ist dann die Ausfuhrung beider
Amplifikationen - naeh Voraussetzung liber AktZ und AmpZ - in beliebiger
Reihenfolge nacheinander môglieh. Offenbar gilt dann auch die Behauptung.

Satz 2b. Ist 1 < k < l < a(Z) m, so sind aile nachstehenden
Amplifikationen ausfûhrbar, und es gilt Ak(AlZ) Akl(AkZ).

Beweis: Setzen wir AkZ Zf, so gilt nach Tafel (Ak) a{Zfk) m > Z,

und es ist also AklZf ausfûhrbar. Ebenso ist a{AlZ) l > k, also ist auch

Ak(AtZ) ausfûhrbar. Man kontrolliert dann mittels der Transformationstafel
(Ak) die behauptete Identitât.

Aus (ApqZ) AqZp, Satz 2 b und Tafel (^4^) entnehmen wir die folgende
Regel:

Regel: Ist Z'=AkZ und Z"=Ak(AlZ), so ist Zi Z\=Zni fur
\<i<k und Zl^AtZ^AMAiZ^^iA^Z))* mit a{Z"h) L
Gestaltlich ist Zj [Zfc,O,..., 0,Zw,..., ZW,ZÎJ, wo Zlt \Zl9O,...,

€r(ZÎ,) «i ist.

Satz 2e. Ist i<Z, 1^7 sowie jB,(iîfcr) ausfûhrbar, so ist auch JBfc(2îMr)
ausfûhrbar, und es gilt Ri(RkY) Rk(RklY).

Beweis: Setzen wir Rt(RkY) Z, so ist Y Ak(AtZ). Die Behauptung
ist dann gleichbedeutend mit der im Satz 2b bewiesenen Identitât.
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Satz 3. Sei Z [Zl9..., Zm] und BmZ ausfûhrbar, so gilt
a) fur m<k<a(ZJ:Ak(RmZ) Rm(AmkZ);
b) fur k<m:Ak(RmZ) Rkm{AkZ).
Beweis: a) Da RmZ môglich ist, so muB nach den Bedingungen (a), (b)

und (c) Seite 268 auBer a(Zm) > m noch Zmi 0 fur 1 < i < m gelten.
Wegen m <k werden aber dièse Bedingungen auch in AmkZ erfûllt. Danach
ist Rm(AmkZ) ausfûhrbar. Setzt man nun RmZ Y, so folgt die

Behauptung aus der richtigen Identitât Am(AkY) Amk(AmY), die
AkY Rm(Amk(AmY)), also auch a) âquivalent ist.

b) Man ûberzeugt sich leicht, daB unter den angegebenen Voraussetzungen,
die in der Behauptung stehenden Ausdrticke sinnvoll sind. Setzen wir nun
RmZ Y und beachten, daB RpqX X' eine âquivalente Aussage fur
ApqX' X ist, so ist b) gleichbedeutend mit Akm(AkY) =Ak(AmY). Da
k <m ist, so folgt dièse Identitât aus Satz 2b.

Beispiel: Es ist

AZ(RA [Zl9 Z2, Zz, [Z41, 0, 0, 0, Zu]]) [Zl9 Z2, [Z,, 0, 0, 0, Z41, Ztë]]

3. Verschiebung. Sei Z\ ein Term von Z, mit o(Zx) $> 2. Ist
l<k<s, so soll A\hZ die Amplifikation AhZ\ innerhalb Z bedeuten.
Analog fur R\kZ, falls RkZ^ môglich ist. Eine Amplifikationsreihe %Z und
bzw. oder eine Reduktionsreihe ${Z, die auf Z oder auf seine Glieder ausge-
ûbt wird, soll eine Verschiebung VZ von Z heiBen.

Wir kônnen in naheliegender Weise vom Produkt zweier Verschiebungen,
von einer zu einer gegebenen inversen Verschiebung, sowie von der identischen
(leeren) Verschiebung sprechen. Da die Verschiebungen von rechts nach links
assoziativ sind, so kann man statt V" (VZ) auch V" VZ schreiben.

Es sollen hier kurz einige Eigenschaften von Verschiebungen aufgefuhrt
werden; man kann deren Richtigkeit entweder aus der Erklârung der Ver-
schiebung oder durch éventuelle mehrmalige Benûtzung der vorangehenden
Sâtze ohne Schwierigkeiten einsehen. Sie sollen nachstehend in Form von
«Feststellungen» formuliert werden.

Feststellungen:

a) Die Anzahl der von Null verschiedenen Terme in Z und in VZ ist
dieselbe.

b) Die Reihenfolge des Auftretens der von Null verschiedenen Terme in Z
und in VZ ist dieselbe, das heiBt : ist <x < fi und wird Za durch V an die
Stelle <x! in VZ, Zp an die Stelle flf in VZ versetzt, so ist noch immer
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c) Fiir die Stufe gilt nach Satz 1 : S {VZ} S{Z}.
d) Sei AahZ eine Amplification des Gliedes Za von Z. Ist die Struktur

von Z von der Form ju, ocmfï mit oc oder (und) p eventuell leer, so ist
dièse Amplifikation môglich fiir 1 <k<m. Dièse, der AakZ entsprechende
Transformation von ju soll durch aak(ni) ockmfi pi! angedeutet werden10)

(«Einschiebung» eines Zeigers in pi). Analog entspricht raA.(/j') (xwjS [i
der durch die Reduktion RakZf erfolgten «Streichung» von k aus pi!.

Man kann nun allgemein die Einschiebung der Sequenz x kx k2.. ,kr
«zwischen» oc und fi in pi oc m fi eindeutig durch aax(pi) ocxmfi be-
zeichnen; analog fur die Streichung: r^i/j,') fi.

e) Sei fx m$ die Struktur von Z, Will man ^ in pj kpmfî, wo
Max (&, 2>) < w ist, tiberfuhren, so bilde man nach den Sàtzen 2

fiir k<p Ak(ApZ) Akp(AkZ)
fiir k>p Akp(AkZ).

Will man nun kp aus // kpmfi streichen, so bilde man

fiir k < p RP(RkZ) Rk(RkpZ)
fur fc >p Rk{RkpZ)

Ist Z Ya und die Struktur von Y p otm/i, so ist die der Einschiebung
aotkp(^) ockpm/J entsprechende Amplifikationsreihe durch u4afc(^4apF) bzw.

durch ^afcJ>(^4afc7) gegeben.
f Man kann ohne Schwierigkeiten einsehen, da8 man e) auf folgende Weise

verallgemeinern kann:
Sei h kxk2... kr, k{> 1 und Max &i &*<m, 1 <i <r und fj,

— ccmfi, mit (X oder (bzw. und) fi eventuell leer, die Struktur von Z, so
hat man aaK(pi) ocnmfi /i*.

Sind nun 21' und W zwei Amplifikationsreihen, so daB Z' =WZ und
Z" WZ dieselbe Struktur /** haben, so ist %'Z %"Z, und %" geht
aus %' durch Anwendung der Sàtze 2 und 3 hervor. Eine analoge Verallge-
meinerung gilt fiir zwei Reduktionsreihen, die /z* in pi iiberfiihren. W und
W bzw. 9l; und 91" sollen dann als âquivalente Verschiebungen von Z
heiBen.

g) Zu jeder Verschiebung gibt es eine inverse, da offenbar jeder Struktur-
verânderung (Einschiebung oder Streichung) eine inverse entspricht. Enthâlt
F zwei inverse Verschiebungen, so kônnen dièse aus V fortgelassen werden.

10) Falls keine Verwechslung zu befûrchten ist, so lassen wir den Punkt unter k weg.
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h) Sind keine Reduktionen in Z môglich, so sind in V Z nur solche Reduk-
tionen ausfûhrbar, die zu einer Amplifikation, die in V enthalten ist, invers
sind. Denn es kann V nur durch eine Amplifikation beginnen. Wàre nun
etwa die Reduktion R^VZ) ausfûhrbar, so mûBte der Term (VZ)at nach
Bed. (2) die Form AtZ* haben. Nach f) und nach Voraussetzung mïiBte dann
F eine zu At âquivalente Amplifikation enthalten, etwa Apt. Dann kann
man nach g) BaiV durch eine ihr âquivalente Verschiebung V von Z er-
setzen, die Bat und Apt nicht enthalt. Wir formulieren noch folgenden Hilfs-
satz als Feststellung.

i) Sei fx amp die Struktur von Z und sei x kxk2 kr eine Sequenz
mit 1 < k4 und Max kt &* < m fur i 1,..., r. Sei noch d^i/i)

ocxmp eine Einschiebung in p.
Ist nun 31 eine dieser Einschiebung entsprechende Amplifikationsreihe und

ist %Z Z*', sogilt:
(1) Z^t 0 fur aile t mit 1< t < i* ;

(2) ZÏ**> Z?*>.

Wir bemerken zunâchst, dafi es nach f eine 21 gibt, so daB Zf die Struktur
(xnmf} hat. Dann beweist man (1) und (2) durch Induktion nach r, da fur
r 1 ja die Behauptung nach Tafel (Ak) richtig ist.

§ 4, Vergleichsverfahren und Vertrâglîchkeitsnachweis. Normalform

1. Der GroBenvergleich HLV

Wir fuhren gleichzeitig mit dem Vergleich von Z-Ausdrucken den Begrifl
«Hauptglied von Z» sowie die Opération « Vereinfachung von Z» - symbolisch
WZ - ein.

I. Zahlen werden auf iibliche Weise verglichen. Sie sind auch ihre eigenen
Hauptglieder und gelten als vereinfacht.

Ist fur ein Z a(Z) > 1, so ist fur jede Zahl n : n < Z. Insbesondere ist
also 0 kleiner als jeder =é O-Ausdruck.

IL Sei N(Z) 1, das heiBt Z [nl9 n2>..., nr], wo aile ni Zahlen
sind. Ist h die grôBte Zahl <r, fur die nh>0 ist, das heiBt, ist o(Z) h9

so ist nh Hauptglied von Z.
Dann sei Z1 WZ [nl9..., nh] der zu Z zugehôrige vereinfachte Aus-

druck (fur h 1 ist, nach § 2, 3, Zf nx).
Seien jetzt Y und Z Ausdrûcke, fur die N{Y) N(Z) 1 gilt. Man

hat dann auch N(WY) N(WZ) 1, das heiBt, die Glieder von WY und
WZ sind Zahlen,



(oc) h die kleinste Zahl (<m) ist, flir die Z^ > Zih) gilt,
wobei fur h m Z{m) 0 ist.

(/?) falls es kein solches h gibt, so ist h m a(Z).

Eine konstruktiv-figûrliehe Begrûndung eines Abschnittes der zweiten Zahlklasse 273

Sei nun a(WY) m und a(WZ) n, so sei WY^WZ, je nachdem

raigw ist. Ist m n, so erfolgt der Vergleich zwischen WY und WZ
lexikographisch von rechts nach links. Wir bestimmen dann weiter: Es sei

7gZ dann und nur dann, falls TFFlg WZ ist.
Seien jetzt Hauptglied, Vereinfachung und Vergleich schon erklârt fur aile

Ausdrucke X, Y, fur die Max (N(X), N(Y)) <k ist, und es gelte auch hier

X^£Y dann und nur dann, falls WY^ WZ gilt. Sei jetzt ein Z mit
N(Z) le + 1 und seien aile Glieder Zt von Z bereits vereinfacht. Dann
ist Zh Hauptglied von Z [Zl9..., Zm], falls

(H):

Bemerkung: Ist a(Zm)>l, soist Z^X), nach I, also
die Bedingung (oc) kann danach hôchstens ergebnislos sein, falls Zm n
eine Zahl ist, (da n{1) 0 gilt), und es kann nur in diesem Falle Zh eine
Zahl sein.

__
Der Vergleich in (oc) ist bereits erklàrt, da N(Z(^) < k + 1 gilt und ent-

weder N(Z<») < k + 1 oder fur N(Z<*>) k + 1 Z, eine Zahl folglich
Z(/> 0 ist.

Ist Zh das Hauptglied von Z, so setzen wir Z' WZ [Zl9..., Zft]
als den zu Z zugehôrigen vereinfachten Ausdruck.

Im Falle (£), das heiBt fur h m o(Z), ist Z=WZ.
Aus dem rekursiven Vergleichsverfahren ergibt sich, daB in WZ bereits

aile Terme vereinfacht sind.
Es bleibt noch der Vergleich zwischen zwei Ausdrùcken F* und Z*, mit

Max (N{T*),N{Z*)) k + 1 zu erklâren. Sei Y=eWY* und Z= WZ*.
Ist Max (N(Y), iV(Z)) < A;, so erklâren wir F* g| Z* dann und nur dann,
falls Flg Z ist. Sei nun Max (N(Y),N(Z)) k + 1 etwa JV(Z) k + 1

und iV(F) £>:<&+ 1- Wir fûhren eine Induktion nach p durch. Ist
p 0, also F eine Zahl, dann ist nach I F < Z, und der Vergleich ist aus-
fuhrbar. Sei bereits der Vergleich fur p<p0 ausfuhrbar und sei nun
P Po> a(Y) n und a(Z) m. Ist n m, so ist der Vergleich
lexikographisch môglich, da N(Y{) <k und N(Z{) < k fur l <i <n ist.
Nehmen wir jetzt an n<m. Man bilde dann Z1 -4nZ, und der Vergleich
zwischen F und Z erfolgt durch lexikographischen Vergleich der entspre-
chenden Glieder F* Z[ von F und Z'. Dieser Vergleich ist ausfuhrbar, da
fur aile % 1 <i <n gilt N(Yt) <pQ, auf Grund der Induktionsvoraus-
setzung ûber p.
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Ist nun n> m, so erfolgt der Vergleieh zwisehen F und Z durch lexiko-
graphischen Vergleieh der entsprechenden Glieder von Y' Am Y und von Z.

Hierbei gilt fur die Glieder Y\ und Zu 1 < i < m, N(Y[) < p0 und
N(Zi) < k + 1 mit hôchstens N(Y'm) p0.

Ist p0 < k + 1, so ist der Vergleieh môglich nach Indikationsvoraussetzung
ûber k. Ist p0 k + 1 und N(Y'm) k + 1, so ist der Vergleieh ausfuhr-
bar auf Grund der Induktionsvoraussetzung liber p, da N(Zm) < k + 1 p0
ist.

SehlieBlich setzen wir F* g| Z*, je nachdem Y g| Z ist. Damit ist der
Vergleieh aueh fur Max (N(Y), N{Z)) k + 1 erklârt.

Wir formulieren noch besonders die Bedingungen fur die Gleichheit, wie
man sie aus I und II entnehmen kann :

III, Gleichheit. Es ist Y Z dann und nur dann, falls

(Gl) WY WZ ist. Insbesondere ist aueh Y Z fîir Y Z.
(G2) a) o(WY) a(WZ) h und F, Z{ fur 1 <i <h;

h) a(WY) h< a(WZ) k und Z' AhZ :

ïrt ^i> !<*<*, ist;
bzw. fur h > k und Y1 ^fcF :

Fj ^ fur 1 < j < k gilt.

Hierbei ist « » zwischen Gliedern von F und Z bzw. von Y' und Z'
entweder direkt aus (Gl) oder durch eine in II durchgefuhrte Rekursion in
bezug auf die Klammerzahl zu bestimmen.

In Anbetracht der Bedingung (H) nennen wir dièse Vergleichsprozedur den
«H-lexikograpMschen Vergleieh» (HLV).

Folgerung aus HLV: Fur a(WY) a(WZ) h und F < Z mu8 es ein
grôBtes p0 < h geben, so da6 FPo < ZPo und (falls p0 <h) Yt Zt fur
p0 < t < h.

2. Vertrâglichkeit und Eigenschaften der Vergleichsvorschriften

Offenbar liefert die in I und II beschriebene Vergleichsprozedur eine voll-
stândige Disjunktion, so daB die Trichtomie F g| Z gilt. Wir zeigen noch,
daB sie die ûblichen Eigenschaften eines GrôBenvergleiches besitzt.

Satz 4. W(WZ) WZ. Dies gilt nach Bedeutung von « W ».

Satz5.

Beweis: Setzen wir WZ F, so ist nach Satz 4 WZ =.WY', also nach

(Gl) Z= Y.
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Satz 6. Ist Zh Hauptglied von Z,k<h und AhZ Z', so ist Zh auch
Hauptglied von Zk, das heiBt, es gilt WZ'k (Ak(WZ))k.

Beweis. Nach Définition des Hauptgliedes (HLV) gilt fur 1 < t < h

'Zfp < zw. Speziell ist also Zf < Z«> fur Je <t<h. Nun ist aber Zrk

[Zk, 0,... 0, Zk+t,..., Zh,..., Zm]. Ist m>hi so gilt noch nach Vor-

aussetzung uber Zh Z^ > Z{h) Zk{h). Danach ist in jedem Fall Zh Hauptglied

von Zk, w. z. b. w.

Satz 7. Es ist Ak(WZ) W(AkZ).
Beweis: Wir kônnen annehmen Je <h < a(Z), denn sonst wâre die Be-

hauptung sinnlos. Ist also WZ [Zl9..., Zk,..., Zh], so ist auch nach
Satz 6 Zh Hauptglied von (AkZ)k. Da aile Glieder Zt von WZ verein-
facht sind, so gilt hiernach das gleiche von den Gliedern von Ak(WZ). Es
bleibt also noch zu zeigen, daB Zk Ak(WZ)k Hauptglied von Ak(WZ) ist,
falls Z1 Ak(WZ) gesetzt wird. Dieser Nachweis wird erbracht, indem man
zeigt, daB fur aile Glieder Z't, 1 < t < Je, die also mit den Gliedern Zt iden-

tisch sind, die Beziehung Z't{1) < Z'<*> gilt.
Dies beweisen wir durch eine Induktion nach N(Z) p, die sich zugleich

auf die Sâtze 7 bis 9 erstreckt. Fur p 1 gilt der Satz 7, denn aile Zt,
1 < t < Je, sind dann Zahlen, und es ist Zf 0 < Z'<*>. Nach HLV ist
also Zk Hauptglied von Zf AkZ.

Nehmen wir jetzt an, der Satz 7 gelte fur aile Ausdriicke Z mit N(Z) < p0.
Um den Gedankengang nicht zu unterbrechen, nehmen wir noch an, daB aile

in der Induktion beteiligten Sâtze fur solche Z schon bewiesen sind. Sei nun
ein Z mit N(Z) p0 + 1, so geht der Beweis von Satz 7 folgendermaBen
weiter :

Sind aile Zt, 1 < t < Je, Zahlen, so ist die Behauptung offenbar richtig, da

dann Z™ 0 < Z'W ist. Sei jetzt fur ein tf N(Zt,)>l, so ist dann

N(Z{*})<Po> also ist Z'<*'> vereinfacht. Nun hat man aber Z<Î><Z<<'>, da

WZ vereinfacht ist, und Zf{tf) AkZ(t'\ folglich nach Induktionsannahme

uber Satz 8, £'«'> Z«'K Nach Satz 8 bzw. 9 gilt also Z$> < Z'&K Zt,
kann somit nicht Hauptglied von Z1 sein. Nach HLV ist also Zk Hauptglied
von Z' und die Gùltigkeit des Satzes 7 fur N(Z) p0 + 1 erwiesen. Somit
kann auch die Gùltigkeit aller in der Induktion nach p beteiligten Sàtze auf
jedes p erstreckt werden.

Wir beweisen jetzt die Sàtze 8 und 9.

Satz 8. Sei Y Z und Zf AkZ, so ist F Z1.
Beweis : Wir bemerken zunachst, daB fur ein vereinfachtes Z mit N(Z) <pa
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auch AkZ, gemâB der Induktionsannahme, vereinfacht ist. Da aus WZf~ WY
nach HLV Zf F folgt, so kônnen wir fur das folgende Z und Y als
vereinfacht annehmen. Sei weiter a (Y) g und a(Z) A.

Fall (1). a (Y) o(Z) h. Es ist dann Yi Z{, 1 < i < h, also auch
Z\ Y'j9 falls man Y' AkY setzt und 1 < j < k nimmt. Da k o(Z')
ist, so hat man nach (G 2) Z' Y.

Fall (2). k < h <r(Z) < jr cr(F). Sei F* AhY, so muB nach (G2)
Zi F* fur 1 < i < A sein. Insbesondere gilt also Y% Zh. Setzen wir
nun Y" AkY*=Ak(AhY), so gilt danach F* Z'h (da Yl AhYrh
die gleiche Stellenzahl h wie Z^ hat und die entsprechenden Glieder von
Yl und Zl gleich sind). Weiter folgt wegen a(Zjs)=h nach HLV Yfk Z'k.
Beachten wir noch, dafi Z^ Zs Y$ F* Yj fur 1 <j<k ist, so

ergibt sich Yf AkY Z'. Da k (r(Z') ist, so gilt nach HLV F Z.

Fall (3). g <k<h. Sei Z* ^[gZ; aus F Z folgt dann Z? Y{,
1 ^ *' < ^ î insbesondere also Z* Fa. Ist g k, so schlieBt man direkt
nach HLV Y Zf Z*. Sei also g < k und Z" Ag(AkZ). Man hat
also Zg AkZ*. Um dann daraus auf Yg Z"g zu schlieBen, fuhren wir
eine Induktion in bezug auf N(Y) durch. Fur N(Y) 1 sind die Yt,
1 <t < g, Zahlen, und es kônnen demnach nur die Fàlle (1) oder (2) vorliegen,
dafûr g<h o(Z*)>2 und Yg < Z* somit Y<Z folgen wiirde. Neh-
men wir an, der Satz sei bereits bewiesen fur N(Y) < q < p — 1 ; ist jetzt
N(Y) q + 1, so ist N(Yg) < q, also folgt aus Yg — Z* nach Induktions-
voraussetzung Yg Z"g. Danach ist Z" F und a {Y) g, also nach
HLV AkZ Z' F, w.z.b.w.

Satz 9. Ist Y <Z, so ist auch F < ,4fcZ Z1, fur ifc < (t(Z)
Beweis: Analog wie bei dem Beweis des vorigen Satzes kônnen wir auch

hier F und Z als vereinfacht annehmen. Denn es ist dann nach Induktionsannahme

AkZ vereinfacht und aus WY < W(AkZ) folgt nach HLV F <Z'.
Sei Y' AkY,c(Y) n,l 0(Z) und Y"=Ak{AlY),
Fall (1). n l. Wir vergleichen F' mit Zf. Nach Voraussetzung gibt

es ein grôBtes t0, so daB Yto < Zto, wobei t0 < l ist.
Ist nun k < t0 < l, so ist bereits Yfh < Zrh nach HLV. Ist t0 < k, so hat

man spâtestens Y'to Yh < Z'to, also nach HLV in jedem Fall Y' < Zf ;

da o(Z') k ist, so gilt weiter nach HLV F < Z'.

Fall (2). l <n. Sei JLjF F*. Nach Voraussetzung gibt es ein grôBtes

to<l, sodaB YÏQ<Zto ist. Fur to<k hat man F| Z% und Y\=Y%^Z%
mit £0 < £ < Z. Wegen der Gleichheit der entsprechenden Glieder ist also
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Y"k Zk. Nun ist aber Y"k AxYk das heiBt a(Yrrk) h also nach (G2)
Yk Zk. Nach Bedeutung von 10 ist also nach HLV Y1 < Z' und wegen
o(Z') k auch Y < Zf.

Ist k<to<l, so ist bereits Y*<Zt, also nach HLV Yfk<Zk und
wegen a(Yfk) cr(Z^) l auch 7* < Zk. Danach ist Y' < Zr und nach
HLV, wegen k a(Z'), 7 < Z1.

Fall(3). n<J. Sei Z* AnZ. Aus F<Z folgt, daB es ein grôBtes

h<n gibt, so daB F*o < Z*o gilt ; falls t0 < n ist, so gilt noch Yt Z*
fur to<t <n. Weiter ist noch Z* Zm fur m<n. Wir unterscheiden
drei Unterfaile :

(3.1). k n. In diesem Fall ist die Behauptung klar, da Z* Z ist.
(3.2). k < n, Sei Z/; AkZ* ^4fc(^lnZ) ; man hat dann ^4WZ^ Z"k

und nach Définition dieser Amplifikationen Z"kn Z*. Nach Définition von
*o ist Yn<Zt, hiermit nach HLV Y'k<Z"k. Da o(Y'k) o(Zl) n ist,
folgt nach HLV, je nachdem t0 > k oder t0 < k ist, FjJ. < Zk oder Yk Zk.
Auf jeden Fall ergibt sich aber nach HLV Y1 < Z', also auch Y < Zf.

(3.3). n<k<l. Sei Z ^4nZ' ^4n(JlA:Z); man hat dann AkZl Z*
und Znk Zk. Definieren wir noch den Zeiger t0 wie in vorigen Fallen. Ist

to<n, so ist Yn Z*; nach Satz 8 ist also Yn Zn. Nach Bedeutung

von £0 ergibt sich aber F<Z. Wegen n a(Y) isthiernach F<Z;.
Ist ^0 n, so hat man bereits Yn< Z*. Um daraus auf Yn < AkZ* Zn

schlieBen zu kônnen, verwenden wir eine Induktion nach N(Y). Ist N Y) 1,

also Fn, eine Zahl, so ist sicher Yn< Zn, da cr(Zn) i > 1 ist. In diesem

Falle ist also Y < AnZ' Z und nach HLV Y < Z1.

Sei jetzt die Behauptung als bewiesen angenommen fur aile Y mit
N(Y) < q < p — 1, und sei nun ein F mit N(Y) q + 1« Dann ist
Fw < Zn entweder nach einem der fruher bewiesenen Fâlle oder, falls fur
Yn, Z* und Zn der Fall (3.3) vorliegt, so folgt nach Induktionsvoraus-

setzung wegen N(Yn) <q Yn<Zn. Demnach ist wiederum nach HLV
F < AnZf und wegen a (F) n auch Y <Zf. Hiermit ist der Satz bewiesen

und nach Induktionsvoraussetzung uber p die Gultigkeit der Sâtze 7, 8, 9

voll erkannt. Zugleich ist auch bewiesen: Ist Y Z und AakZ Z*, so
ist Y Z*; ebenso ist Y<Z, so ist Y <Z*.

Satz 10. WZ Ak(WZ) W{AkZ).
Beweis: Es ist k a(Ak(WZ)) <h a(WZ). Sei F WZ, so ist

AkY Ak(WZ), also nach (G2, b) F =WZ Ak(WZ). Nach Satz 7

folgtauch ÎFZ= W(AkZ). NachSatz7und(Gl)istauch Ak{WZ) W(AkZ).
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Satz 11.
Beweis: Nach Satz 7 und Satz 10 gilt Ak(WZ) AkZ. Dabei ist

k a(Ak(WZ)), folglich nach (G2) WZ AkZ.

Satz 12. Z Ak(WZ) W(AkZ).
Beweis: Aus AkZ Ak(WZ) und k a(Ak(WZ)) folgt nach (G2)

Z Ak(WZ). Nach Satz 7 ist auch Z W(AkZ).

Satz 13. Z AkZ.
Beweis: Nach Satz 7 ist (Ak(WZ)){ (W(AkZ))i9 fiir l<i<i, wobei

k a(Ak(WZ)) a(W(AkZ)) ist. Nach (G2) gilt also die Behauptung.
Aus den vorangehenden Sâtzen 7 und 10 bis 13 folgt also

{OZ) Z=WZ AkZ Ak(WZ) W(AkZ).

Setzt man in den obigen Sâtzen Zf AkZ, so ist Z RkZ'. Man kann
dann die zu (OZ) analogen Beziehungen

(RZ) Z1 WZ' RkZ' Rk(WZl) W(RkZ')

folgern. Offenbar ergibt sich weiter, daB man die Gûltigkeit des Satzes 7 auf
eine beliebige Verschiebung V erweitern kann, also: V(WZ) W(VZ).

Satz 14. Ist AkZ Y, so ist Z Y.
Beweis: Fall (1). a (Y) k. Dann ist direkt nach HLV Y Z.

Fall (2). o(Y) n>k. Sei Z' AkZ und Yf=AkY, so muB nach
HLV Y[ Z[ sein fiir 1 <i <k. Insbesondere ist Z'h Y'k. Sei nun
a (Z1) m ; nach Définition der Amplifikation ist anderseits a Y1 a Y) n.

Ist n m, so hat man weiter Zt Yt, k <t <n, da dièse Ausdriicke
als Glieder von Zk bzw. von Yk auftreten. Also gilt T4 Zt fur 1 < i < n,
folgUch ist nach HLV Y Z.

Ist n<m und AnZ'h Z"hi so folgt aus Z'h=7'h, daB Z, F^ ^r
k <t <n gilt. Also ist auch AnZ Y und wegen a (Y) n nach HLV
Z= Y.

Ist w>n und r"=J:mr/, so ist AmY'k Yl Zk. Man hat also

Yt Zf fur i < ^ < m, also auch fiir 1 < t < m, das heiBt, es ist
AmY Z. Da o(Z) m, so folgt daraus Y Z.

Fall (3). cr(r)<ifc. Dann muB Z* ^fcZ; Y sein. Daraus hat man
Z* Ft. fiir 1 < i < n, also insbesondere Yn Z*. Setzen wir Z AnZ
so ist Z* AkZn. Um aus dem vorangehenden auf Yn Zn zu schlieBen,
verwenden wir eine Induktion nach N(Y). Fur N(Y) 1 kann nur einer
der Fâlle (1) oder (2) vorliegen. Ist schon der Satz fur aile 7* mit N(Y*) < q
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bewiesen und ist N(Y) q + 1, so gilt Yn Zn auf Grund der Induk-
tionsvoraussetzung, da N(Yn) < q ist. Da aber o(Z) n ist, so folgt nach
HLV Z Y, w.z.b.w.

Als Korollar zu Satz 14 ergibt sich:
Ist Y Z und Rk eine in Y ausfuhrbare Reduktion, so ist RkY Z.

Denn setzt man F* RkY, so ist Y AkY* Z. Nach Satz 14 folgt
daraus F* Z, w.z.b.w.

Ganz analog dazu ergibt sich als Korollar zu Satz 8 :

Ist Rk eine in Y ausfuhrbare Reduktion und ist RkY Z, soist Y Z.
Setzt man namlich Y' RkY, so ist Y AkY', also auch nach Satz 8
Y Z.

Als unmittelbare Folge dazu erhàlt man weiter den

Satz 15.

a) Ist Y Z, so ist fur jede (ausfuhrbare) Amplifikationsreihe 91,
Y STZ.

b) Ist Y %Z, soist Y Z.
c) Ist Y Z, so ist fur jede (ausfuhrbare) Reduktionsreihe 91, 31Y Z.
d) Ist <RY Z, soist Y Z.
e) Ist Y Z und sind V und V" (ausfuhrbare) Verschiebungen, so ist

V'Y V"Z.

Beweis: a) Ist «Z 4W(4^»(...(4WZ)...)), so ist nach Satz 8

A{l)Z Y; nach weiteren r — 1-maligen Anwendungen dièses Satzes folgt
Z= F.

b) Ist Y=AM(AM(...(AWZ)...))=ZM und AM(...{A™Z)...)
Z«>, so ist A<r>Z<*-» =Z<rK Nach Satz 14 hat man also Z*-" T.

Nun ist aber A1*-1*Z{*-*> Z**-1*, also auch Z(r-2) F usw. Nach ins-
gesamt r-maliger Anwendung des Satzes 14 ergibt sich auf dièse Weise Z Y,
w. z. b. w.

Die Behauptungen c) und d) ergeben sich ganz entsprechend durch mehr-
malige Anwendung der Korollare zu Satz 8 und Satz 14.

e) Nach Définition der Verschiebung V als eine aufeinanderfolgende Aus-
ubung von Amplifikations- und Reduktionsreihen ergibt sich dièse Behauptung
durch éventuelle mehrmalige Anwendung der Sâtze 15 a bis 15 d.

Satz 16. Ist Y Z, so gibt es eine Verschiebung F derart, daB VY Z
wird.

Beweis: Durch Induktion nach N(Z). Ist N(Z)=1, so sind die Z{
Zahlen, und es folgt aus Zt Ti9 daB die Glieder Tt auch Zahlen sind.
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Man hat also Z Y, und F ist die Identitât. Sei jetzt die Behauptung be-
wiesen fur aile Z*, fur die N(Z*) < p ist, und sei N(Z) p + 1. Wir
unterscheiden drei Falle :

Fall (1). a (Y) a(Z) =n. Es gilt nach Voraussetzung Yi Zi9 1 <
< i <n. Da N{Z{) < p ist, so gibt es nach Induktionsvoraussetzung fur
jedes i eine Verschiebung V€ derart, daB Ft Y4 Z, ist. Setzen wir fur
F etwa die Verschiebungsreihe Fn Fn_x... Vt, so hat man VY Z.

Fall (2). a {Y) > a(Z) n. Dann gilt nach HLV Y1 An Y Z, wo-
bei man o(Y') a(Z) n hat. Nach Fall (1) gibt es dann eine Verschiebung
V derart, daB V Y' Z ist. Setzen wir nun F* VAn, so gilt F* F Z.

Fall (3). m or(7) < a(Z) n. Dann muB Z' ^mZ Y gelten. Man
hat dann Z\ Y{ fur 1 < i < m und N(Zri) <p -\- 1, wobei hôchstens
N(Z'm) =z p -\- l sein kann. Nach Induktionsvoraussetzung liber p existiert
somit fur jedes j, mit 1 < j < m eine Verschiebung Fi? so daB F,. F,

Zfj Zj wird. Um noch zu beweisen, daB es auch ein Vm mit Vm Ym Zfm

gibt, fûhren wir eine Induktion nach N(Y) q. Fur q ==¦ 1 kann nur einer
der Fàlle (1) oder (2) vorliegen, da dann Ym eine Zahl ist ; denn im Falle (3) wâre
cr(Z^) > 1, also Ym < Z'mi und man hâtte Y < Z entgegen der
Voraussetzung. Nehmen wir dann an, der Satz sei bewiesen fur N(Z) < p + 1 und

9 < #o un(i sei -^(y) ?o + * • Nun ist aber N(Zfm) <p -{- l und
^(ï7™) < q0, also ist die Existenz der Verschiebung Fm erwiesen. Sei nun
jetzt V =VmVm^1...V1, sogilt FF 4Z. Setzen wir F* RmV, so

ergibt sich F* F Z, w. z. b. w.

Satz 17. Ist X Y und Y Z, so ist X Z.
Beweis: Nach Satz 16 gibt es eine Verschiebung Vx derart, daB VxX Y

ist, ebenso Vy, so daB VVY Z gilt. Setzen wir nun F fiir die
Verschiebungsreihe VVVX, sogilt VX=Z. Nach Satz 15 hat man X=Z, w.z.b.w.

Satz 18. Ist Y<Z, soist AkY<Z.
Der Beweis dièses Satzes erfolgt durch eine dem Beweis des Satzes 9 analoge

Diskussion. Sei nâmlich a (Y) n, a(Z) l, so gibt es nach Voraussetzung
ein grôBtes J0<Min(7&J) derart, daB Y'tQ<Z'tQ ist, wobei Y' bzw. Z1

eventuell eine geeignete Amplifikation von Y bzw. Z bedeuten. Die
Behauptung ergibt sich, indem man aile sinnvollen Anordnungen der Zahlen

t0, Je, n und l durchgeht und unter Benutzung einer Induktion nach N(Z).

Satz 19. Ist Y < Z und sind aile angegebenen Verschiebungen ausfûhrbar,
so gilt :
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a) RnY<Z
b) Y < R%Z

c) %Y <Z

e) V'Y<V"Z.
Beweis : a) Wâre RnY > Z, so wâre auch nach Satz 9 bzw. 8 An(Rn Y)
Y > Z entgegen der Voraussetzung ; also ist a) bewiesen.

b) Wâre Y > RtZ, so hâtte man nach Satz 8 bzw. 18 Z At(RtZ) < Y,
was der Voraussetzung widerspricht ; also gilt auch b).

c) Sei etwa 21Y A^r)(A^-v (A™ F)...)), so ist nach Satz 18
A{1) Y < Z ; daraus nach r — 1 weiteren Anwendungen des Satzes 18 folgt
die Behauptung.

Unter eventueller mehrmaliger Benûtzung der vorangehenden Sâtze be-
weist man auch ganz analog die Behauptungen d) und e).

Satz 20 a) Ist X= Y und Y <Z, so ist X<Z.
b) Ist X= Y und Y>Z, so ist X>Z.

Beweis: a) Nach Satz 16 gibt es eine Verschiebung F, so daB VX Y.
Dann folgt die Behauptung nach Satz 15e.

b) Wâre X Z, so hâtte man nach Satz 17 Y Z\ wâre X < Z, so
hâtte man wegen X Y nach a) Y < Z. Beide Annahmen fûhren also

zum Widerspruch mit der Voraussetzung, wonach auch b) erwiesen ist.

Satz 21. Ist X < Y und Y < Z, so ist X < Z,
Beweis: Sei o(X) k, a(Y) n und o(Z) p; sei auch m Min(k,n,p).

Ist etwa Je m, so kann man mittels Am Y Y' und AmZ Zf bewirken,
daB die drei Ausdrûcke X, Y1 und Z1 die gleiche Stellenzahl m aufweisen.

Gelingt es zu zeigen, daB X < Z' gilt, so folgt die Behauptung des Satzes

wegen Z Zf nach Satz 20. Ein âhnlicher SchluB erfolgt, falls m n oder
m p ist. Es geniigt also, den Satz fur drei Ausdrûcke X, Y und Z mit
derselben Stellenzahl zu beweisen.

Sei also a(X) a (Y) a(Z) m. Nehmen wir an, t0 sei der grôBte
Zeiger, fur den XtQ < Yto ist ; ebenso rQ sei der grôBte Zeiger, fur den Yfo < Zfo
ist. Ist t0 < r0, so gilt XTq YrQ und zugleich YfQ < Z^\ nach Satz 20 hat
man also Xro<ZrQ. Nach Bedeutung von r0 folgt aus HLV X<Z. Ist
to>ro, so folgt nach Définition dieser Zahlen Xto <Yh Zh, also nach
Satz 20 XtQ<ZtQ und nach HLV X<Z.

Seijetzt tQ r0. Induktion nach N{Y) q. Ist g=l, so ist Yh eine
Zahl, folglich muB auch Xto eine Zahl sein. Aus YtQ < Zfo folgt dann sicher
X#o < ZtQ. Wegen der Bedeutung von t0 ergibt sien aus HLV X < Z. Sei

19 CMHvol.35
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jetzt angenommen, der Satz sei bewiesen fur aile F*, fur die N(Y*) < q0

ist, und sei nun N(Y) q + l. Dann ist aber N(Yto) <qQ, also kann man
aus Xto < Yto und YtQ < Zto Xio < Zto folgern. Daraus folgt aber nach
HLV X<Z, w.z.b.w.°

Hiermit ist die Konsistenz des im § 4 definierten GrôBenvergleiches fur die
2-Ausdrûcke erwiesen.

Wir fûhren noch den Begriff der «Normalform» (Nf) eines Z-Ausdruckes ein.

3. Normalform (Nf)

Définition. Z ist in Nf fails :

(1) Z vereinfaeht ist.
(2) Z «vollstàndig reduziert», das heiBt, es ist keine Reduktion weder in Z

noch in irgendeinem Term von Z môglieh.

Satz 22. Die Nf eines Z-Ausdruckes ist eindeutig.
Beweis: Zahlen sind in Nf, und dièse ist eindeutig. Sei jetzt die Behauptung

bewiesen fur aile Y mit N(Y) <k und sei N(Z) k + 1, wo
Z [Zl9 Z2i..., Zm], und aile Z{ in Nf, die eindeutig ist, nach Induktions-
voraussetzung. Nach (RZ) (vgl. Seite 278) ist es fur das Ergebnis gleich-
gtiltig, wenn man zunâchst Z vereinfaeht und dann eventuell reduziert :

WZ [Zly Z2,..., Zh], h <m, Zh Hauptglied von Z,

Sei danach Zh [Zhl,..., Zhr] in Nf. Ist r < h, so ist Rh(WZ) un-
môglich und WZ bereits in Nf, die eindeutig ist.

Ist r > h und Bed. (c), Seite 278, nicht erfullt, das heiBt, gibt es ein t,
l<t<h, mit Zht>0, so ist Bh(WZ) unmôglich und WZ in Nf, die
nach Induktionsvoraussetzung ûber Zt eindeutig ist.

Ist dagegen fur aile t, 1 < t < h, Zht 0, so ist

Bh(WZ) =Z* {Z19Z%9...9 Zh_lf Z*, Z*+19..., 2Ç]
mit Zhl Z*,ZM=Z*q, h<q<r.

Da nach Induktionsannahme Zh in Nf ist, so ist RrZh nicht ausfûhrbar, also
auch RrZ* ist nicht ausfûhrbar, das heiBt, es ist Z* vollstândig reduziert.
Nach Satz 6 ist Z* Hauptglied von Z*. Z* ist also nach (RZ) auch vereinfaeht

und in Nf, und dièse ist eindeutig, w. z. b. w.

Satz 23. Sind Y und Z Ausdrûcke in Nf und Z= 7, so ist Y Z.
Beweis: Nach Voraussetzung sind Y und Z vereinfaeht. Nach Satz 16

gibt es eine Verschiebung F derart, daB VY Z ist. Nun kann V nur
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die Identische Verschiebung (also leer) sein. Denn V kann nach § 3, 3 h, keine
Reduktionen von F enthalten, da Y in Nf ist. Wûrden hingegen in V
Amplifikationen % von Y vorkommen, so kônnte man die zu 31 inversen
Reduktionen auf Z ausfuhren, entgegen der Voraussetzung, nach der Z in
Nf ist. Also muB F die Identische Verschiebung sein, und es gilt Y Z,
w. z.b. w.

Als Korollar zu dem Satz 16, Definiton von Nf und Feststellung h) vom § 3, 3

hat man noch: Ist N die Normalform von Z, so gibt es eine Amplifikations-
reihe <K derart, daB tyN Z ist.

Satz 24. Ist Y Z, so ist die Nf von Y identisch mit der Nf von Z.
Beweis: Sei N* die Nf von Z und Ny die Nf von Y. Dann gibt es zwei

Amplifikationsreihen W und %z derart, daB WNV Y und %ZNZ Z
ist.

Aus WNy %ZNZ folgt nach Satz 15 N" NZ, also nach Satz 23

N* NZ, w.z.b.w.

4. Spezielles Vergleichskriterium mittels der Stufe

Wir beweisen jetzt durch eine gleichzeitige Induktion nach &=Max(iV(X),
N{T),N(Z)) die folgenden drei Sâtze:

Satz 25. Es gilt S {X} S {WX} Max (8 {Xh}, h), wo Xh Haupt-
glied von X ist.

Satz 26. Ist Z vereinfacht, so ist S {Z} S {Z{1)}.

Satz 27. Ist 8{Z}>S{Y}, so ist Z>Y.
Ist h 1, so sind aile drei Behauptungen richtig nach Définition der

Stufe eines Ausdruckes.
Bezeichnen wir jetzt die genannten Sâtze durch folgende Angabe der Klam-

merzahlbedingung :

Satz 25h fur N{X)<k
Satz 26k fur N(Z) <k
Satz 27k fur Max (N {Z), N Y)) < k

und nehmen wir an, sie seien schon fur k <k0 bewiesen. Zum weiteren
Beweis zerlegen wir den Satz 25fco+1 in die zwei Teilbehauptungen 25^o+1 :

8 {X} 8 {WX} und 25£o+1 : S°{X} Max (S {Xh}, h).
Beweis von 25^o+1 :

GemâB der Induktionsannahme 2ô£o andert sich die Stufe von 8 {X}
nicht, wenn die Glieder von X vereinfacht werden; wir kônnen daher in
X [Zx,..., Xn] die X{ von vornherein als vereinfacht annehmen. Es
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ist dann WX [Xx,..., Xh] bzw. fur A 1 WX XX. Falls n h
oder 8 {X} 8 {Xs} fur ein j <h, so ist die Behauptung ersichtlich.

Wir brauchen also nur die Fàlle zu betrachten 8 {X} n > h oder
8 {X} >n>h und zugleich 8 {X} S {Xp} fur ein p > h. In beiden Fâl-
len ist aber S {X{h)} 8{X}. Ferner gilt auf Grand von HLV: X£> > X™.
Xh kann hiernach keine Zahl sein, also ist N(X{h)) < N(X), desgleichen ist
NÇK$)<N(X). Es folgt daher nach 27*o 8{X^}>S{X^} underst
recht S {Xh} > 8 {X™} S {X}, somit S {Xh} S {X} und 8 {WX}

S {X}. Dièse Ûberlegung bleibt auch im Falle h 1 giiltig. 25' ist damit
bewiesen.

Beweis von 25^o+1 :

Auf Grand von 25j.o+1 kônnen wir X (und damit auch Xh) bereits als
vereinfacht annehmen ; wir haben also X [Xt,..., Xh] bzw. fur h 1

X Xx Xh. Es ist nun der Fall auszuschlieBen, daB h < 8 {X} und
zugleich 8{Xh} < S{X}. Angenommen, es gebe ein grôBtes i<h, furwel-
ches 8 {X{} — 8 {X} ist. Nach der Définition des Hauptgliedes muB aber

8 {XW} < 8 {X{i)} sein. Auf Grund unserer Annahme ûber X{ und h wâre

8 {X^} < S {X} und somit S {X?} < 8 {X} und anderseits nach 26feo, da

Xt vereinfacht, also erst recht 1-vereinfacht ist, 8 {X^} 8 {XJ, folglich
S {Xt} < S {X} im Widerspruch zur Bestimmung von X{. 25^o+1 ist damit
bewiesen.

Beweis von 26fco+1 :

Auf Grund unserer Voraussetzung ist Zx nicht Hauptglied von Z, daher,
wenn Zh das Hauptglied ist, hat man h > 2, WZ [WZl9..., WZh],

und nach 25^o+1 ist 8{Z} S{WZ},
8 {ZW} 8 {WZ^} S {W(ZM)}. Wir kônnen daher von vornherein Z als

vereinfacht annehmen. Zx ist dann also auch vereinfacht und a fortiori
1-vereinfacht. Somit gilt, da N(Zt) < k0 ist, gemâB 26^ 8 {Z™} S {ZJ, (*).
Ferner folgt, weil Zx nicht Hauptglied von Z ist, nach HLV Z[1} < Z(1),

(**). Ist aber a{Zx)>l, also N(ZX) > 1, so ist N(Z{1)) <k0; und da

auch N(Za)) <k0, so folgt nach (**) und 27*o 8 {Zxx)} < 8 {Z™} und

weiter nach (*) : 8 {Zx} < 8 {Z{1)} ; hieraus ergibt sich auf Grund der Définition

von 8 {Z} : S {Z} 8 {Z(1)}. Somit ist 26fco+1 bewiesen.

Beweis von 27&o+1 :

Wegen 25^o+1 kônnen wir Y und Z als vereinfacht annehmen. Wir haben

somitunterdenVoraussetzungen Max (N(Y),N(Z)) k0 + 1, 8{Z} >8 {Y}
zu zeigen, daB Z > Y ist. Wir wenden hierfur eine Induktion nach
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Min(N{Y), N(Z)) p an. Wenn p 0, so muB (wegen 8 {Z} > S {Y} > 1),
N(Y) 0, also F eine Zahl sein, wàhrend #{Z} > 1, also <r(Z) > 1 ist;
daher ist Z > Y. Angenommen, die Behauptung gelte fur p < p0 < k0. Wir
wollen dann den Nachweis fur p pQ -{- l fuhren. Die Gûltigkeit des Satzes
einerseits fur 1c < k0 (27fco), andererseits fur Je ifc0 + 1 und p <p0, kurz
(27fco+1 >J>0) sei bereits erwiesen. Da Z und F vereinfacht sind, so kann die
Vergleichung von Z und F, eventuell nach vorheriger Amplifikation des

einen Ausdrucks, direkt lexikographisch erfolgen. Sei a(Z) m, a (Y) n,
dann haben wir nach 25jo+1 8{Z} Max (m, « {Zm}), S {Y} Max (n, 8 { Yn}).

Ist m n, dann ist m < 8 {Y} < 8 {Z}, also 8{Z} 8{Zm},
8{Ym}<S{Y}<8{Z}, also S {Zw} > S {7m}; dabei ist N(Zm) <Jc0,
N(Ym) < Jc0 also nach 27fco Zm > 7m und somit nach HLV Z > 7.

Ist m > n, dann wird ^nZ Z' mit F lexikographisch verglichen. Das
letzte Glied Zrn von Z' hat nach 25*o+1 die Stufe £{Z}, Yn hat hôchstens
die Stufe >S{F}. Die Klammerzahlen von Zrn und Yn sind entweder hôchstens

k0 -f- 1 und 2?o oder hôchstens ^o + 1 &o > wobei ^0 + 1 ^ ^o > auBer
fur p0 i0. Somit kônnen wir auf Z^ und Yn 27fco oder 27fco+1>Po an-
wenden. Da S {Z'n} S {Z}> S {Y} > S {Yn}, so folgt nun Z'n > Yn, dar-
aus nach HLV AnZ > Y und damit Z > F.

Ist m < w, dann hat man Z mit -4mF zu vergleichen. Das letzte Glied
Y'm von F/ ^4mF hat nach 26j[o+1 die Stufe S {F}; dièse ist >n und

</S{Z}. Somit ist 8{Zm}>m und daher nach 25^o+1, 5 {Zm} 8{Z}.
Demnach ist 8 {Zm} > {Y'm}. Die Betrachtung der Klammerzahlen von Zm

und Yrm zeigt wie oben, dafi wir auf dièse Ausdriicke entweder 27fco oder

27fco+lfPo anwendenkônnen. Somit folgt Zm> Yrm, also nach HLV Z>AmY9
also Z> F. Damit ist auch 27&o+1 bewiesen.

§ 5. Monotoniesâtze

Satz 28. Sind X{1) < Y{1) und xx und yx nicht Hauptglieder von X bzw.

von F, sogilt X< F.
Beweis : Aus x^ < Z<" < F^> folgt, da8 es ein grôfites tQ mit

1 < «0 < Min (ct(J), <y(F)) gibt, so da6

x't0 < yh ' w
wobei a:^ bzw. y'tQ Glieder einer geeigneten eventuellen Amplifikation von
X bzw. von F bedeuten.

Da weder xx noch yx Hauptglieder von X bzw. von F sind, so folgt
aus (oc), wegen to>l, nach HLV: X < F, w.z.b.w.
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Définition. Z soll 1-vereinfacht heiBen, falls Zx nicht Hauptglied von Z
ist und weiter, falls er 11... 1 eine Sequenz von r Einsen bedeutet, Z^
nicht Hauptglied von Z^ (also ZQ < Zty ist fiir aile r, fur die ein Term

Z^ in Z existiert.

Satz 29. Ist X [Xl9..., Xn], n > 1, Xt ^ 0 und Xn =£ 0, dann ist

Beweis: Die Behauptung ist nur dann nicht trivial, wenn Xx Hauptglied
von X ist. Nehmen wir in diesem Fall an, Xx sei 1-vereinfacht, da wir sonst

Xx durch Xn ersetzen kônnen. Es ist dann X[x) > Xa) und daraus nach

Satz 28 Xt > X{1). Da 1 [X±] Xx ist, so ergibt sich danach die
Behauptung.

Satz 30. Ist X 1-vereinfacht, so ist X>XX.
Beweis: Fiir N(X) 1 ist die Behauptung wahr. Sie sei schon bewiesen

fur aile Ausdrûcke Y, mit N(Y) <p. Sei N{X) p+l. Es gilt also

Xn < Xx. Da Xt nicht Hauptglied von X ist, hat man auch X^ < X{1).
Dièse Ungleichungen ergeben aber zusammen - mit nochmaliger Beniitzung
des Umstandes, daB X und Xt nicht ihre ersten Glieder als Hauptglieder
haben-nachHLV: X>Xt.

Satz 31. Ist X [Xl9..., X8], X8 > 0 und 1-vereinfacht und
7 [Xl9..., X8,..., Xt], 1 < 8<t, Xt Hauptglied von 7, so ist X < Y.

Beweis : Durch Induktion nach N(X). Fur 5=1 ist der Satz gleichbedeu-
tend mit dem vorigen. Sei also s > 1. Fur N(X) 1 hat man 8 {X}

s<t<S{Y}, folglich gilt nach Satz 27 X < Y. Sei jetzt N(X) n + 1

und die Behauptung erwiesen fur aile Xf mit N(Xf) <n. Dann wird X
mit A8Y Y' verglichen. Nun ist Yf8 [X8, 0,..., 0, Zg+1,..., Xt]. Da

Xt Hauptglied von Y ist, so ist es nach Satz 6 auch Hauptglied von Y8,
also ist dieser Ausdruck 1-vereinfacht, folglich gilt nach vorigem Satz Y8 > X89

also nach HLV: Y>X.
Folgerung. Die vorangehenden Sâtze erlauben eine Verschârfung des

Satzes 28 in dem Sinne, daB nur ûber X vorausgesetzt zu werden braucht,
daB es nicht Xx als Hauptglied hat. Denn es folgt ja nach diesem Satz aus

Xi» < y<D : x < 7(1) ; da andererseits 7(1) < Y ist, so folgt nach Satz 20

bzw. 21 X< Y.

Satz 32. Ist Z [Z1,...,Zfr.1>Zlb,ZJfc+1,...,ZJ,
Z* [Zl9..., Zk_l9 Z*9 Zk+ly..., Zh], Zk < Z\

und k < a(W[Zl9..., Zk_l9 Zk9 Zk+l9..., Zh])9 so ist Z < Z*.
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Beweis: Vorbemerkung. Fur die Vergleichung von Z und Z* haben wir
die Glieder Zk und Z% gemâfi HLV durch WZk und WZ% zu ersetzen.
Dabei ist dann WZk < WZ\\ wir kônnen daher von vornherein Zk und
Z£ als vereinfacht annehmen. Nun sind vier Falle zu unterscheiden :

(1) Zk ist nicht Hauptglied von Z und Z% nicht Hauptglied von Z*.
Nach Définition des Hauptgliedes ist dann a{WZ) o(WZ*)> k und die
Behauptung ist dann wahr nach HLV.

(2) Zk und Z% sind Hauptglieder von Z bzw. von Z*. Die Behauptung
ist dann wahr nach HLV, da Z [Zt,..., Zk] und Z* [Zl9..., Z^, Z%\

ist.

(3) Zk ist Hauptglied von Z, das heiBt, es gilt Z£> > Z<*>. Z% ist nicht

Hauptglied von Z*, das heiBt es gilt Z|(1) < Z(fc>. Dieser Fall ist unmôg-
lich, weil aus Zk < Z% folgt, nach Satz 28, da Zk vereinfacht ist, Zkx)< Z£(1),

was im Widerspruch zu den Voraussetzungen des Falles (3) steht.

(4) Zk ist nicht Hauptglied von Z, das heiBt, es gilt Z^ < Z<*>. Z% ist
Hauptglied von Z*, das heiBt, es gilt Z£(1> > Z*<*> Z<*>.

Bemerkung: Wenn Zk nicht Hauptglied von Z ist, so muB nach Voraus-
setzung ùber k etwa Zh, k <.h, Hauptglied von Z sein.

Um nun Z mit Z* zu vergleichen, bilde man: Zf=:AkZ. Dabei
wird Zrk [Zk9 0,..., 0, Zk+1,..., Zh]. Nun ist in diesem Falle (4)

Zt > Z*™ > ZM Z$l\ Zkl Zk ist nicht Hauptglied von Zrk, folghch
gilt nach Satz 28 Z%>Z'k, also nach HLV Z*>Z' Z, w.z.b.w.

Satz 33. Sei Z [0,..., 0, Zk], und Zk [0,..., 0, Z^,..., Zks], das

heiBt, fur k > 1, 1 < « < * sei Zt 0 und fur 1 < J' < r < or(Zfc) sei

Zfct, 0, auBerdem sei k < r, so gilt Z Zk.
Beweis : Fur k 1 ist der Satz trivial, da man Z [Z-J Zt hat. Sei

also fc > 1. Es ist aber AkZk Z, also Zk Z, w.z.b.w.
Nach diesem Satz kann es also vorkommen, daB ein Ausdruck gleich einem

seiner Glieder wird. Wir zeigen etwas weiter, daB, falls Zk in Normalform ist,
die angegebenen Bedingungen fur den obigen Satz auch notwendig sind.

Satz 34. Ist Z [Z1?..., Zfc], Zk > 0, so ist jedenfalls Z>Zk; wenn
Zt > 0 fur ein t < k, so ist Z > Zk.

Beweis : Ohne Beschrânkung der Allgemeinheit kônnen wir Zx,..., Zk als

vereinfacht annehmen. Ferner kônnen wir annehmen, daB k > 1 ist, da fur
k 1 nichts zu beweisen ist. Hiernach ist Z > [0, 1]. Ist dabei Z* eine

Zahl, so ist die Behauptung wiederum selbstverstândlich. Wir kônnen also

a(Zk) r > 1 und somit JV^Z) > 2 annehmen.
Wir wenden Induktion nach N(Z) an.
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Ist Zk nicht Hauptglied von Z, so sei Z{, i <k, das Hauptglied; dann
ist Zf>>Z{i), also, da Zt. vereinfacht (und somit 1-vereinfacht) ist,
Z{>Z^ (Satz 28). AuBerdem ist N(Z™)<N(Z). Also nach Induktions-
annahme Z{i)>Zk, Zt > Zk. Nun haben wir Z [Zlf..., ZJ. Fur
i > 1 ist Z > Z% gemâB Induktionsannahme, also Z> Zk\ im Falle i 1

ist Z Z{, also wiederum Z > Zk.
Wir kônnen somit imn annehmen, daB Zk Hauptglied von Z ist,

Zk [Zkl,..., Z^], Zfe vereinfacht, r > 1.

Fall (1): r>k. Wir vergleichen Z mit Z^ ^4^.^; dabei ist das letzte
Glied von Z[ : Zfkk [Zkk, 0,..., 0, Zkik+1),..., Z*] mit À; - 1 NuUen
zwischen Z^ und Zk{k+1).

Ist fur ein p, 1 < p < i, Z^p > 0, so ist Zk > Zkk nach HLV, da fiir
solche p Z'kkp 0 und Zk(^ Zkk) ist. Aus Zk>Zkk, folgt aber nach
lexikographischem Vergleich Z > Zk.

Ist dagegen fur aile p, 1 < p < ^, ZfcJ, 0, so ist speziell Zkk 0,
Z^jh 0, daher Zkk Zk Zk. Ist nun fiir aile t, wo 1 < t < Je, Zt 0,
soist Z [0,..,,0,ZJ,z; [0,...,0 ZiJ, Zfc Z^, alsoZ ^ Zfc.
Ist andererseits fur ein * (1 <t<k) Zt>0, so ist fur jedes solche t:
Zt>Zkt, also nach HLV Z>Zk also Z>Zk.

Fall (2): r k. Nach Induktionsannahme ist wegen N(Zk) < N(Z)
Zk>Zkk. Fur Zk>Zkk folgt Z>Zk. Andernfails, fur Zk Zkk, muB
nach Induktionsvoraussetzung Zfc [0,..., 0, Zkk] sein. Ist dann auch
Z [0,..., 0, Zk], so ist Z Zk; sonst ist Z > Zk.

Fall (3): r < k. Jetzt wird Z*. mit Z' ^4rZ verglichen. Dabei ist das
letzte Glied von Z' von der Form Z'r [Zr, 0,..., 0, Zr+1,..., Zk] (r — 1

Nullen zwischen Zr und Zr+1). Man hat auch wie sonst
Zk [Zkl, Z&(r_1) Zfr].

Nach Induktionsannahme ist entweder
(3.1) Zk>Zkr. Dann ist Zfr > [Zr, 0,..., 0, Zr+1,..., Zk_t, Z*]. Dieser

Ausdruck môge Z* heiBen (zu beachten : letztes Glied in Z* ist Z^, nicht
Zfc). Es ist N(Z*) <N(Z), daher Z* > Z^, Z^ > Z^ und daraus Zf > Zk,
somit Z>Z&. Oder

(3.2) es ist Zk Zkr9 dann nach Induktionsannahme Z& [0,..., 0, Z^].
Dann ist Z't >Z*,Z* > Z^ (nach Induktionsannahme) also Z'r > Zkr Z^.,
wobei Gleichheit nur dann gilt, wenn die Zr,..., Zfc-1 aile Null sind. Dem-
nach ist Zf > Zk w. z. b. w.

Satz 36. Ist Z [0,..., 0, Zfc] in Normalform und k > 1, dann ist
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Beweis : Wîr kônnen annehmen, daB Zk keine Zahl ist, da sonst die Behaup-
tung trivial ist. Sei also a(Zk) r> 1. Wir fiïhren eine Induktion nach
N(Z) durch und unterscheiden wiederum drei Fâlle:

(1) r>k. Dann wird Z mit Zrk AkZk verglichen. Dabei ist das
letzte Glied von Zk :

Zrkk [Zkki 0,..., 0, Zk{k+1),... Zkr], wâhrend
Zk [Zkl,...,Zkr] ist.

Nun ist Z, also auch Zfc, in Normalform, das heiBt, es muB ein Zkt > 0
fur ein t, l <t <k> geben, da man sonst eine Reduktion RkZk ausfûhren
kônnte. Deshalb wird nach HLV Zk > Zik, also auch Z > Zk.

(2) r k. Z und Zk sind in Normalform und N(Z)> N(Zk), also
nach Induktionsannahme Zk > Zkk und somit Z > Zk.

(3) r < k. Jetzt wird Zfc mit Z1 ArZ [0,..., 0, Z] mit Z'r Z.
Nach Induktionsannahme ist Zk > Z^ und auBerdem nach Satz 33 Z > Zk
also Z>Zkr, daher nach HLV Z' > Zk und somit Z>Zk.

Satz 36. Es gilt Z [Zl9..., Zk,..., Z8] > Zk, fur 1 < k < s.
Beweis: Zunâchst kônnen wir hier Zl9..., Za als vereinfacht annehmen.

Sei Zh,h <s, Hauptglied von Z.
(1) k>h. Sei N(Z) — 2; es muB dann Zk eine Zahl sein, da sonst Zh

nicht Hauptglied sein kônnte. Die Behauptung ist dann wahr auf Grund von
HLV I. Sei jetzt der Satz als richtig angenommen fur N(Y) <p und sei

N(Z) p + 1. Es ist also Z£> > Z<*>, das heiBt, es muB N(Zh) > 1, folg-
lich JV(Z(A)) < ^ sein. Nach Voraussetzung iiber p hat man dann

z>zh> zf > zih) > zk.

(2) k <h. Dann ist nach Satz 31 und nach Satz 34

Z [Zl9 ...,Zk,...,Zh]> [Zl9 ...,Zk]> ZM*)9 w.z.b.w.

Satz 37. Notwendig und hinreichend fur Z [Zx,..., Zk,..., Z8] Zk
mit Zk in Normalform und k > 1 ist :

(1) Zfc Hauptglied von Z,
(2) a(Zfc)>fc,
(3) aile Zt 0, fiir 1 < ^ < jfc.

(4) aile £*„ 0, fur 1 < p < k.
Beweis : Hinreichend ; da Zk Hauptglied ist, so hat man nach (3) Z
[Zl9..., Zk]. Wegen (2) und (4) gilt nach Satz 33 Z Zk.

11 Mit «==» hôchstens fur k h.
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Notwendig; wâre Zk nicht Hauptglied von Z, so wâre nach Beweis von
Satz 34 Z > Zk. Nach Satz 34 ist auch (3) notwendig. Also hat man
Z [0,..., 0, Zk] Zf. Wâre in Z keine Reduktion môglich, so wâre, da
Zfc in Normalform ist, auch [0,..., 0, Zk] in Normalform. Man hâtte danach
nach Satz 35 Z > Zk. Damit also in Zf eine Reduktion môglich wird, mu8
nach § 3 auch (2) und (4) erfûllt sein, w.z.b.w.

§ 6. Hauptzeiger und gleiche Einschachtelungsform

Définition des Hauptzeigers £ von Z, symbolisch Ç Hpt(Z). Der
Hauptzeiger einer Zahl n ist die leere Folge. Sei Z [Zx,..., Zh,..., Zm]
und Zh Hauptglied von Z. Ist rj Hpt(Zh), so ist £ Hpt(Z) hrj

o(WZ)rj. Man hat also nach Définition Hpt(Z) Hpt(WZ).

Bemerkungen. (1) Ist Z vereinfacht, so ist Hpt(Z) der iiberhaupt grôBte
Zeiger, der in Z vorkommt, also ist £ Hpt(Z) die Struktur von Z, vgl.
§ 2, 6. Es kônnen dann die Ausfûhrungen, die sich auf die Struktur eines Aus-
druckes beziehen (vgl. § 3), auf den Hauptzeiger eines vereinfachten Aus-
druckes ûbertragen werden.

(2) Da [Z] Z gesetzt wird, so kommt im Hauptzeiger eines vereinfachten

Ausdruckes keine « 1 » vor.

Définition. Sei x kx k2... kr eine Sequenz von Zahlen (ein Zeiger) und
&* Max ki fur 1 < i < r ; ist ferner h > 1 die Hâufigkeit des Auftretens
von &* in h, so soll sh(h) (^*, h) sein.

Beispiel. Ist k 3 423 433, so ist $h{x) (4,2).

Définition von SH{Z} («Stufenhôhe» vonZ).
Ist Z n eine Zahl, so sei SH {n} (l,n). Ist a(Z) > 1 und £ der

Hauptzeiger von Z, so sei

Vergleich von sh(x) bzw. von SH{Z}.
{s' ,h')> (s\h") bedeutet entweder sf > s" oder s' s" und h'>h".
Satz 38. Sei Hpt(Z) £ kt.. .kr, r > 0, &* Max k{, i 1,..., r.

Soist S{Z} k*.
Beweis: Nach Satz 25 ist 8 {W Y} 8 {Y}, also kann man Z als vereinfacht

annehmen.
Sei N(Z) 1, also Z [%,..., np], nf Zahlen, so ist, nach Définition

von 8{Z}, S{Z} p; ebenso ist, nach Définition von Hpt(Z) : Hpt(Z) p.
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Sei jetzt die Behauptung bewiesen fiir N(Zf) < q und sei N(Z) — q + 1.
Sei also Z [zl9..., zh]9 Hpt(zh) x £2&3 kr und f iï^(Z) A*;
mit A &!, ist f &!, k2... &r. Nach Induktionsvoraussetzung gilt

}
Nach Satz 25 gilt aber

8 {Z} max (A j^, S {Zh}) max {kl9 i'*) &* w.z.b.w.

Als Folgen zu obigem Satz ergeben sich unmittelbar :

Satz 39. Ist 8{Z} s, so ist 8H {Z} (s, A), mit einem gewissen
A>1.

Beweis: Sei Hpt(Z) kx.. ,kr h, so ist 8 {Z} max &t- s, fur
i l,...,r.

Sei jetzt h > 1 die Hâufigkeit des Auftretens von 5 in der «Sequenz» x,
so ist :

ah{x) aS^ {Z} (5, A), w.z.b.w.

Satz 40. Es ist SH{Z} 8H {WZ} 8H{AkZ}.
Beweis: Sei Hpt(Z) x, so ist nach Définition von x: x Hpt(WZ)f

also auch SH {Z} SH {WZ} sh(x). Um nun 8H {Z} 8H {AkZ} zu
beweisen, kônnen wir hiernach und nach Satz 7 Z als vereinfacht voraus-
setzen. Es ist Hpt(AkZ) kx. Gilt x ktk2.. ,kr und s Max ki}
1 fS *i < r, so mufi A; < a(Z) < /S {Z} s sein. Dann hat man aber
Max (k, &!, k2,..., kr) s. Also ist die Hâufigkeit des Auftretens von s in
der Sequenz x dieselbe wie in kx, also gilt SH {Z} 8H {AkZ}, w.z.b.w.

AnschlieBend an diesen Satz merken wir noch einige Korollare, deren Rich-
tigkeit aus dem Vorangehenden leicht einzusehen ist :

Korollar (a) Es ist 8H {Z} SH {VZ} fur jede Verschiebung V.

(b) Ist Y Z, so folgt 8H {Y} SH {Z}.

(c) Entsprechend (a) gilt sh(Hpt(Z)) sh(Hpt(VZ)) Insbesondere ist
also sh(Ç) sh(a(C)) fur jede Einschiebung a.

Définition der GE. Zwei Ausdriicke Y und Z haben die gleiche Ein-
schachtelungsfigur (OE), fails die Hauptzeiger rj Hpt(Y) und Ç Hpt(Z)
folgende Bedingung erfûllen: Ç ysT, rj ysQ und sh(Ç) sh(rj)

(s, h) 8h(ys). Dies besagt also noch: sh(r) < (s, 1) und sh(g) < (s, 1)

und daB, abgesehen von den Termen Zy8 und Yys, die Ausdriicke TFZ und
W Y die gleiche Struktur haben. Ist die obige Bedingung fiir zwei Zeiger C

und t) erfûllt, so sagen wir auch: C uiicl rj «sind in (oder haben) OE».
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Satz 41. Notwendig und hinreichend, damit zwei Zeiger rj und £ durch
Einschiebungen in OE gebracht werden kônnen, ist: 8h(rjj) sh(Ç).

Beweis: Notwendig. Nach Korollar (c) ware fur sh(rj) ^ sh(Ç) auch

sh(a(rj)) ^ sh(al (£)) fur jedes Paar von Einschiebungen a und a' ent-
gegen der in der Définition von OE verlangten Eigenschaft.

Hinreichend: Sei sh(Ç) sh(rj) {s, h) und rj Xsq, wobei sh(Xs)
(s, h), also sh(g)<(s,l) £ hst, wobei sh(Hs) (s, h), also sh(r)<

< {s, 1). Dabei sei etwa x kt... kr und X Z2... lQ, Es ist k{ < s, fur
1 < t < r, lj <s, fur 1 < 7 < ï. Setzen wir noch i*^! lq+1 5. Man
gehe nun tcs und Xs durch und suche das kleinste i0 auf, fur das kio ^ lio
ist. Gibt es kein solches i0, dann ist auch r q, und rj und C sind bereits
in QE.

Sei also 1 < i0 < Min (r + 1, q + 1) die kleinste Zahl, fur die Jk<o ^ Z£o

ist. Fur i0 > 1 ist dann mit y{1) kt... kiQ^x C y(1)**0 • • • krkr+1t und

^ y{1)h0" -hh+iQ' fiir *o ist y(1) leer-

Ist jfcto < lio, so bewirkt man die Einschiebung

Ist kio > Zto, so bewirkt man

<yi>,io(C) f(l) vwlhkl<t... krkr+1r.

Setzt man im ersten Fall y(2) y{1)kiQ, so kommt f yi2)kio+1... irir+1T
und rj{1) y(2)il0... lqh+iQ » se^z^ man im zweiten Fall y(2) y{1)lio, so hat
man £(1) yw*<0i<0+1... krkr+1r und q y{2)lio+1... lQlq+1Q.

In jedem Fall ist die « Lange » des gemeinsamen Anfangsteiles y(2) um eins

grôBer als diejenige von y{1). Man verfahre dann so weiter mit kiQ+1 und
lio bzw. mit kio und Zto+1. Da kr+1 Zff+1 5 ist, so wird nach hôchstens

r -j. g _- % Schritten der gemeinsame Zeiger ykr+1 y s hergestellt und somit
die QE erreicht.

Sind dann f* ysx und rf ysQ, a' bzw. a" die im obigen Verfahren
ausgeûbten Einschiebungen in f bzw. yj, so gilt ^* a'(f), rf a"(ri).

Folge. Auf Grand der Bedeutung der Einschiebungen a' und a" und der
Définition von SH {Z}, kann man den obigen Satz noch auf folgende Weise

aussprechen :

Die notwendige und hinreichende Bedingung, damit zwei Ausdriicke Y
und Z in OE gebracht werden kônnen, ist 8H {Z} 8H {Y}. Dabei
kann man effektiv zwei Amplifikationsreihen W und %" angeben, so daB,
falls dièse Bedingung erfullt ist, SI" F und W Z OE haben. W bzw. W
ist nàmlich die der Einschiebung a' bzw. a" entsprechende Amplifikations-
reihe.
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Beispiel. Sei f Hpt(Z) 4352523, also s 5, *== 4352, r 23 und
rj Hpt(Y) 255, also 5 5, X 2, g leer.

Man hat sfc(C) sA(rç) (5,2), also gibt es eine GE fur Z und Y.
Nach Satz 41 ist der Bildungsgang der OE der folgende (zwecks besserer
Ûbersieht markieren wir den bei jedem angegebenen Sehritt eingeschobenen
Zeiger durch einen Punkt) :

fu> aa(f) 24 352 523 ; rj™ aH{rj) 2455 ;

V2) «243(^(1)) 24 355 ; v™ aum(ti™) 243 525

Nun ist die GE erreicht, und wir haben ys 243 525, f* £(1) y 5 23,
y* — rj{s) ys.

Die zur Herstellung der OE nôtigen Amplifikationsreihen W und W
sind danach die folgenden :

Wir formulieren noch kurz folgende Bemerkungen zur GE :

(1) Sei y s die nach Verfahren des Satzes 41 gebildete OE von Z und
Y. Dann ist a (ys) yr s fur jede Einschiebung a auch eine OE von Z
und F. Wird aber in y5 ein Zeiger gestrichen, so ist die ubrigbleibende Se-

quenz offenbar keine GE von Z und F; ys ist also die «kûrzeste» Sequenz
fur die OE von Z und Y.

(2) Das beschriebene Verfahren zur Bildung der GE kann leicht auf eine

beliebige Anzahl von Ausdriicken Z{1),..., Z{m) verallgemeinert werden,
vorausgesetzt, daB SH {Z{i)} (s, h) fur aile j, mit 1 < j < m, ist.

Sei nâmlich Hpt(Z^) f«> *?>*£>... J#W'>, mit «*(t^) < (5, 1)

fiir aile ^#,und i0 die grôBte Zahl > 0, fur die aile k$ kp, mit 0 <p <i0,
sind und ktk2... Jfcio ya) (fur t0 0 ist y(1) leer). Dann suche man fiir
1 ^ J' < ^ Min (^Vi) & auf und wende die Einschiebung

auf aile Zeiger f an mit Ausnahme derjenigen jt, fur die k^f+1 & ist. Es ist
dann y(2) y(1)fc der «gemeinsame Anfangsteil» fur aile Zeiger £'(î) (falls
man noch die f*n) f/Wl) setzt) um einen Zeiger «langer». Man verfahre so
weiter mit den C/(J>> bis aile vorhandenen Zeiger die Form ysx^ erhalten.

Man kann dann ohne Schwierigkeiten zeigen, daB der so erreichte gemeinsame

Zeiger ys derselbe ist, falls man zunâchst einen gemeinsamen Zeiger
fur beliebige Untermengen der f<*> herstellt und dann unter denen den end-

gûltigen gemeinsamen Zeiger bildet.
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(3) Sei Hpt(Z) f xsx und Hpt(Y) rj Xsq, sh(xs) sh(Xs),
x und q beliebig. Dann kann man zwei Amplifikationsreihen W und 51"

derart angeben, daB WZ Zr, W Y F' und Hpt(Z') ysx und
Hpt(Yf) ysg ist. Man kann nàmlich nach Bildungsvorschrift der QE vom
Satz 41 dureh Einschiebungen erreichen, daB £(0) xs und tj{0) Xs in
OE ûberfûhrt werden. Ist speziell r<s und q<s, so ist sogar ys die
OE von Z und F.

Satz 42. Sei Hpt(Z) ysr, Hpt(Y) ysg und y J^ ]fer, t und q

beliebig und Zy8 > Fys, so ist Z> F.
Beweis : Aus ZyB > Yy9 folgt nach HLV Zy > Yy; ebenso ist danach fur

jedes i, l<i<r, Z^M > Yklt mmii. Aus Zkl > Ykl folgt aber Z>Y,
w.z.b.w.

Satz 43. Sei Hpt(Z) xsr und Hpt(Y) Us g und

(1) sh{xs) sh(As) (s, h)
(2) ZX,>FA,,

so ist Z> F.
Beweis : Nach (1) und Bemerkung (3) zu Satz 41 gibt es Amplifikationsreihen

9t und W, sodaB %Z Z\ WY=Y', Hpt(Z') ysr, Hpt(Y') ysQ.
Da ZH9 Zy8, Yx8 Yy8 bleibt, so folgt wegen (2) nach der Beweismethode

von Satz 42: Z Z' > Y' F, w.z.b.w.12).
Satz 44. Ist /SrJÎ{Z}>/SH{F}, so ist Z> F.
Beweis: Sei 8H {Z} (s, h) und /S#{F} (s1, h1). Ist 5>5;, so folgt

die Behauptung nach Satz 27. Sei also s s' und h>hf, dann hat der
Hpt(Z) und der Hpt(Y) dieForm:

Hpt(Z) £ xxsk2s .«v5- • -Khsx> sh(x) < (s, 1), sft(?O < (5, 1),
Hpt{Y)=r} X^X^s... AVS£, *A(g) < («, 1), sh{Xt) < (s, 1),

wobei i 1,2,..., h, j 1, 2,..., h'.
Setzen wir xxs... xn,s xs und Xxs Ah>s Xs, so ist sh(xs)
sh(s,hf) sh(Xs), also die Bedingung (1) des Satzes 43 erfullt. Nun ist

aber S {ZH8} s > S{YX,}, da sH(q)<(s,1), also ist ZH8> YXa folghch
ist nach Satz 43 Z>Y, w.z.b.w.

§ 7. Yergleichssâtze mittels des Begrifles Charakteristik

1. Définition der Charakteristik und die Ordnung «£> »

Wir fûhren eine neue Ordnungsbeziehung « î> » fur Zeiger ein. Ist «
ifc1fc2«««^r eîn® Zahlensequenz (ein Zeiger), so sei die Charakteristik von

") Danach ist zum Beispiel Z [I, [0, 1, 3, 2]] > Y [2, 4, [1, 2, 5, 1]] Denn es ist
24, H^(F) 34, « 2, A 3, s 4, ^ 1 und ZM 2> F,4= 1.
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x ch(x) » kifai.. -kip, p <r, wo die ii die umfassendsteUntermenge
von 1, 2,..., r bilden, fur die tm > ii und &ig > kiq+l gilt.

» entsteht also aus x, indem man in x aile Zeiger, die links eines grôBeren
stehen, streicht. x ist also eine schwach monoton fallende Sequenz der k{

Beispiel: Ist » 24 534 242 322, so ist * 544 322.

Die Vergleichsbestimmungen fur « >> » sind dann :

chl) x £> A, falls cA(») « > cA(A) A durch gewôhnlichen lexiko-

graphischen Vergleich der Zeiger » und A von links nach rechts.

ch2) x & A, falls x h, das heiBt cft(») cA(A) ist.
« J> » hat offenbar folgende Eigenschaften :

a) Ist k 2g l, so ist auch isï, Insbesondere ist fur k > 0 die leere

Folge immer ^ k.

b) Ist & ^ », so ist &» £> x.
c) Ist « £> A, so ist y» ^> yX fur jede Sequenz y.
d) Ist f ïj\ so sind f und ?y von der Form:

rç ^1kip2k2... /SrA;r mit f}t < )fct. fur 1 < i < r

Wohlordnung der Zeigermengen durch «>>)>.

Sei 501 eine Menge von Zeigern xW mit «(/*> k^k^... &^ und

M'+i ^M^« -^an wâhle aus S0Î eine Untermenge $01** mit minimalen k\
aus allen k^, dann aus 50Î|.* die Untermenge SDÎjfe*^* mit minimalen k\
(< ^î) usw. Offensichtlich bricht dieser ProzeB nach endlich vielen Schritten
ab, womit eine in bezug auf « ^> » minimale Sequenz «* A*i*... k* von
2R bestimmt wird.

Feststellung. Ist C Hpt(Z) und C i^ • • • K >
^% > ki+1, so ist nach

Satz 38 8 {Z} kx und nach Satz 39 sh(Ç) 8H {Z} (kl9 h), mit h > 1.

Définition. In naheliegender Verallgemeinerung der vorigen Feststellung
definieren wir CH {Z} ch (Hpt(Z))

Bemerkungen. 1) Aus der obigen Feststellung schlieBt man unmittelbar:
gilt 8H{Z}>8H{Y}, soist CH{Z}>CH{T}.

2) Da Hpt(Z)=Hpt(WZ), folgt CH {Z} CH {WZ}.
Satz 46. Es ist CH {Z} CH {AkZ}, wo -4*. eine ausfûhrbare Ampli-

fikation von Z bedeutet.
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Beweis: Sei Hpt(Z) C kxkt...kr9 so ist Hpt(AkZ) kÇ, und da
Ak eine môgliche Amplifikation von Z ist, so muB & < i1 sein. Nach De-
finition der Charakteristik hat man dann :

ch(Hpt(Z)) ch(Hpt(AkZ))

woraus folgt die Behauptung.

Satz 46. Als naheliegende Verallgemeinerung des Satzes 45 gilt :

CH {Z} CH {VZ}, wo F eine beliebige Verschiebung von Z bedeutet.

2. Vergleichsâtze.

Satz 47. Ist CH{Z}>CH{Y}9 dasheiBtfûr Ç Hpt(Z) und rj Hpt(Y)
C > tj so ist Z > Y

Beweis: Sei £ (xxhxoi2h^ - .ocrkr, ^ < fct. fur 1 < i < r und r\

fljxpilt.. • ft,^, ft < lt fur 1 < j < p. Dann ist f jfc^a... K und

Nach Voraussetzunggibt es entwedereinkleinstes i' mit 1 <ir
so daB A,* > lif gilt, oder es ist kj ^ fur 1 <j<p und r> p. Setzen
wir noch xs — a^ .<Xjkj} x0 leer und Xj p1l1... /S^, Ao leer. Nehmen wir
zuerst an, es gibt ein i1 mit eben erwâhnten Eigenschaften. Dann ist nach der
in der vorangehenden Seite erwâhnten Feststellung und nach Bedeutung von i'

also nach Satz 27 £>v_1«<, > Yx.f_lhf
Nehmen wir an, es sei schon bewiesen, daB

ZHtctt+l=Zr>YWt+1=Y> (1)

ist fur 0 < t < i' — 1. Nun ist Hpt(Zl) <%m&m... ocrkr, Hpt(Y')

und nach Définition von i' &m it+1 ist. Wir kônnen also auf ZH und

Y\t den Satz 43 (mit kt+1 s) anwenden. Wegen (1) gilt nach diesem Satz

Zxt> Yxr Da die Annahme (1) fur t i' — 1 als richtig erwiesen wurde,
so folgt daraus durch i'-malige Anwendung des Satzes 43 ZHQ Z > Yx0 F •

Ist nun â^ ^ fur 1 < i < p und r > p, so ist T^^ eine Zahl, und es

gilt ZXj> > Yx Setzt man dann if p, so wird man auf den vorangehenden

FaU zuruckgefûhrt. Somit ist der Satz voll bewiesen.
Als Spezialfall zu diesem Satz haben wir dann zum Beispiel :

Ist Hpt(Z) (X8T, Hpt(Y) Psq, ot<8 und p<8 und r>£, so ist
Z > Y. Deim es ist ch(Hpt(Z)) sr > ch(Hpt(Y)) sg
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Satz 48. Sei Hpt(Z) nsx mit h kxk^...kr und Hpt(Y) Xsq mit
X lxl2.. .lpi weiter k Max (kl9..., kr, lx,..., lp).

Dann gilt unter den Voraussetzungen :

(a) k < s und ch(sr) ch(sQ)

Z> Y.
Beweis: Es ist nach (a) sh(xs) sh(Xs) (s, 1).

Nun ist aber a(Z(k)) c^F?*) s, also nach (b) durch HLV ZH> FA.
Dann ist aber der Satz 43 anwendbar und ergibt die Behauptung.

Satz49. Sei Ç Hpt(Z) =ocsr, sh(<x) (k, p), « ^1fc(x1, t] Hpt(Y)=:
Psq, sh(p) (l,q) und

(a) Ç *rj st s^q, aber k> l,
(b) die Reduktion RkZaik ist nicht ausfuhrbar, das heifit, fc ist «unredu-

zierbar» aus a,
(c) ^»)=yj*>,

dann ist Z > Y.
Beweis: Da C r\, so kann man Z und Y m. QE uberfûhren. Nach

Bildungsvorschrift der GE ist der gemeinsame Zeiger der GE von der Form
y s y^&iSq) (wo fur sh(Ç) (s, h) und h 1 9? leer, fur A > 1

y «!*... <5ft_!S ist). Setzen wir Z; %Z und F; ?lr F, wo 21^ bzw.
%9 die zur Herstellung der GE nôtigen Amplifikationsreihen sind, so gilt
nach Feststellung i) von § 3 und nach Voraussetzung (c) : Zffk) Z^

Y*** Y'y(k) und YrYt 0 fur 1< t < k. Hingegen gibt es nach (b) ein
t0 mit 1 < t0 < k, so daB Zyto > 0 ist. Wegen (c) ist hiernach nach HLV
Z'y> YY und folglich nach Satz°43 Z> Y, w.z.b.w.13).

Wir zeigen noch die folgende Verallgemeinerung dièses Satzes :

Satz 50. Seien die Voraussetzungen des vorigen Satzes mit Ausnahme von
(a) erfullt. Statt (a) nehmen wir jetzt
(a') C rj sr s$ und k l, aber es soll (k, p) sh(<x) > sh(p) (k, q),
das heiBt p> q gelten.

Dann ist auch Z > Y.
Beweis: Sei C oc^^sx und rj ptkp2SQ, wobei shfak) sh(pxk)

18) Danach ist zum Beispiel Y [5, 2, l]j< Z [1, [1, 1, 1]], da es ist Ç 23, r\ 3,
a A; 2, j5 \ind somit l leer, und zf® f(2) [0, 0, 1]. Dièses Kesultat kann man auch
durch Bildung der GE vermôge A2Y Y' bestâtigen, da es ist nach HLV Y' [5, [2, 0, 1]]
< Z ê= Z'. Hingegen ist nach Satz 48 zum_Beispiel W [1, 5, 2, 1] > [1, [1, 1, 1, 1]] « X,
da & A 2, /c leer und [0, 0,2,1]= W(2) > X(22) [0, 0,1,1] ist.

20 CMHvol.35
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(k,q) und sh(<x2) (k,p — q)> sh((}2), da sh(p2) < (Je, 1) sein mu6.
Dann ist nach vorangehendem Satz Zaik > Yplk und hiernach nach Satz 43

Z> Y, w.z.b.w.

Satz 61. Sei Z [0,..., 0, Zk, Zk+1, Zh], GH {Z} hx und
Z* [O,...,O9Z?i,ZM9...9ZA, Hpt(Zh) r, das heiBt Z™ Z*<*>,
Z und Z* vereinfacht und Zk< Z%, dann ist fur ein F in Normalform :

(a) hinreichend, damit Z < F < Z* gilt
(1) Hpt(Y) rj <xhr', wo a < & also oc leer fur A < 2, und

fi t.
(2) Fur & < A ist der Term Ya von F von der Form :

Ya [JalJ..., 7aS, ZH1)..., Zh], das heiBt

(b) notwendig, damit Z < F < -Z* gilt
(1) und (2) wie fur (a) bevor,
(3b) Zk<Yak<Z*.
Beweis: Nach Satz 48 und HLV sind die Bedingungen (1), (2) und (3a)

hinreichend. Fur k < 2 ist die Anwendung des Satzes 48 ûberflûssig und oc leer.

Notwendig : Nach Satz 47 muB ch(rj) ch(hr) hr sein, rj muB also
die Form r\ ochrr haben mit S < h und v t Also ist (1) notwendig.
Ist k h, so ist (2) gegenstandslos, und es muB nach Satz 42 noch (3b)
gelten, da sonst F < Z oder F > Z* folgen wùrde.

Fur k < h muB nun r*?> £<*> Z*<*> fur jedes t > k sein, da man
sonst nach Satz 48 auf die Négation der in (b) verlangten Beziehung schlieBen
kônnte. Somit ist fur k < h (2) notwendig.

Dann muB aber nach HLV und Satz 48 und Satz 49 fur das Bestehen der

Beziehung (b) noch die Bedingung (3b) erfûllt sein. Somit ist dièse Bedin-

gung fur jedes k notwendig. Dadurch ist die Behauptung in vollem Umfange
bewiesen14).

§ 8. Wohlordnungsbeweis

Wir zeigen jetzt, daB die Klasse aller Z-Ausdrûcke in bezug auf die in § 4

definierte Ordnung wohlgeordnet ist.

Satz 62. Nach § 4 ist 0 offenbar der kleinste i?-Ausdruck uberhaupt. Fur
aile Z ^ 0 gilt danach Z > 1.

**) Es ist zum Beispiel Z [0, 0, 1, 1] < Y [0, [0, 1, 1,1]] < Z* [0, 0, 2, 1], wo
h 4, k 3, tj 24, a 2 und t leer ist.
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Satz 53. Sei W>v) die Menge aller Z-Ausdrucke mit S {Z} s > 1 und
der Termen Zx8 y,x <s.

Dann ist der kleinste Z-Ausdruck in 3W<8»v>

[0,0,..., 0,*/] Y, a(Y) s.
Beweis: Wir zeigen:fur jedes X [Xl9..., Zp] aus W8>v) gilt Y <X.
Offenbar genugt es, diejenigen X mit SH {X} SH {Y} zu betrachten.
(1) p > s ist nach Définition von 9Jl(*»^) nicht moglich.
(2) p s ; nach HLV ist fur jedes Z [Xt,..., Z^, y] : 7 < X, wo-

bei « » nur fur aile Xt 0, 1 < i < s, und X8 y gilt.
(3) p<s; sei C «5t der Hauptzeiger von Z. Nach Bildung der (îjEJ

fur Y und Z hat man %Y=Y' mit 7^ F. Nach HLV folgt dann
X > Yr, wobei « » dann und nur dann gilt, falls fur >c k1...kr,
X^ y und aile Xkl kit 0 fur 1 < i < r und 1 < t < Jcl+1 ist.

Es ist dann auch x aus £ reduzierbar, und falls in X y statt XH8 gesetzt
wird, so ist fur eine entsprechende Reduktionsreihe 5R 3iX Y w.z.b.w.

Folgerungen. (1) Insbesondere ist fur y 1 U{8) [0, 0,..., 0, 1]

a(U{8)) s, der kleinste Ausdruck in SW(*»1). Nach Satz 43 (fur m s)

folgt aus y' <y", da8 aile Zr aus S(R(*»vo kleiner sind als jedes Z" aus
SW'A Da fur aile ZK, ^ 0 gilt Zxg > 1, so ist Uu) der kleinste Ausdruck
5-ter Stufe uberhaupt.

(2) Speziell ist dann [0,1] der uberhaupt kleinste Ausdruck, wenn man
von Zahlen absieht.

(3) Durch gewôhnliche Induktion nach h folgt: Ist Ui8l) U{g) und
CW+i) [0,...,0, Ï7(atr)] mit o(U{8yr+1)) s, dann ist Ui8th) der kleinste

Z-Ausdruck mit SH {Z} {s, h).

(4) Ist Hpt(X) xsr, x <s, Y von der Form, wie im Satz 53 und
X < Y, so mufi Xx8 <y Y8 sein.

Satz 64. Ist 2R eine wohlgeordnete Menge von Ausdrucken Z8i so ist die
Menge der Ausdrucke Z [0,..., 0, Z8], mit a(Z) s, auch wohlgeordnet.

Beweis: Nach HLV ist fur Z8 < Z" auch [0,..., 0, Z8] < [0,..., 0, Z"].
Die Abbildung, die jedem Z8 den Ausdruck Z zuordnet, ist also eine àhn-
liche, folglich gilt der Satz.

Satz 56. Ist Fk(0) [0,..., 0, Zk+1,..., Zk]15) ein gegebener Ausdruck
und 501 eine wohlgeordnete Menge von Ausdrucken Yk, so ist die Menge
der Ausdrucke Fk(Yk) [0,..., 0, Yk, Zk+1,..., Z8] auch wohlgeordnet.

16 Weiteres zur Einfuhrung von Funktionen von Z-Ausdrucken siehe § 9 und § 11.
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Beweis: Nach Monotoniesatz 32 ist die Abbildung der Yk auf die Fk(Yk)
eine âhnliche, so daB der Satz gilt.

Définition der Erreichbarkeit. Ein Ausdruck Z ist erreichbar, falls die Menge
aller Ausdrûcke X < Z wohlgeordnet ist.

Ans dieser Définition folgen offenbar, nach bekannten Eigenschaften der
Wohlordnung, die nachstehenden Prinzijrien1*):

I. Jede Zahl ist erreichbar.

II. Ist Z erreichbar, so sind aile X < Z erreichbar.

III. Sind aile X < Z erreichbar, so ist Z erreichbar.

Bemerkung. Es folgt insbesondere aus der Définition der Erreichbarkeit:
Ist Z erreichbar, so gilt bis Z die transfinite InduJction.

Aus I und III und Folgerung (2) zu Satz 53 folgt, daB der Ausdruck [0,1]
erreichbar ist.

Satz 66. Ist jPi(O) [0, Z2,.. Z8] erreichbar und Zx erreichbar, so ist
auch Z FX(ZX) [ZlyZ2,..., Z8] erreichbar.

Beweis: Sei also Z^ < Z{1), denn wâre Zx Hauptglied von Z, so wàre

ZX^=Z, das heiBt, Z wâre erreichbar. Sei irgendein Y<Z. Aus Y{1) < Z{1)

folgt Y<Z{1). Es ist also Y erreichbar, nach Voraussetzung. Ist 7(1> Z{1),

dann muB yx < Zx sein. Nun sind aber nach Voraussetzung liber Zx und
Définition der Erreichbarkeit aile dièse yx wohlgeordnet. Folglich auch nach
Satz 55, Fall Je 1, aile Ausdrûcke Y Fx (yx) < Z wohlgeordnet. Also
ist Z erreichbar (Prinzip III), w.z.b.w.

Satz 57. Ist Z > [0, 1], Z 1-vereinfacht und Z{1) erreichbar, dann ist Z
erreichbar. _ __

Beweis: Nach Voraussetzung folgt, daB jedes X mit X(1) < Z{1) erreichbar

ist.
Wir definieren die Zahl q (Z) folgendermaBen :

Sei e0 die leere Folge und er 11... 1 eine Sequenz von r Einsen, dann
ist q(Z) m, falls m diejenige Zahl ist, fur die der Term Zem Zahl > 0

ist.
Ist m 1, so ist bereits Zx eine Zahl, also erreichbar. Nach Satz 56 ist

dann Z erreichbar.
Ist m > 1, so muB noch - da Z 1-vereinfacht ist - folgendes gelten:

Vgl. AcKBBMAïrîT [4], Seite 408.
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Sei p die kleinste Zahl, 0 < p < m, fur die in der obigen Reihe «> » gilt,
dann ist :

^x (fur p m ist Z<£ 0)

Aile dièse Ausdriicke sind nach Voraussetzung bzw. nach Prinzip I oder II
erreichbar. Nach Folgerung zu Satz 31 ist aber Zev < Z{1), folglich ist Zep

erreichbar. Aus der Erreichbarkeit von Zep und Z^ folgt nach Satz 56

diejenige von Z9 usw. Nach insgesamt p -f- 1 analogen Schlûssen ergibt
sich die Erreichbarkeit von Z, w.z.b.w.

Satz 58. Wir beweisen gleichzeitig zwei Behauptungen :

(Ak) Wenn [0, 0,..., 0, 1] Uik) und Zk zugleich erreichbar sind,
dann ist auch [0, 0,..., 0, Zk] erreichbar.

(Bk) Wenn [0,..., 0, Zk+1,..., Za] vereinfacht und erreichbar ist, dann
ist auch

[0,..., 0, Zk, Zk+1, ZJ falls vereinfacht,
erreichbar.

Beweis : Wir beweisen (Ak) und (Bk) unter der Annahme, daB (^4,) und
(J5,) fur j < h bereits gilt; ((A^ ist trivial, (B^ ist der Satz 56).

Nehmen wir ein festes Zk, das nach Annahme erreichbar ist. Dann sind
aile Y < Zk wohlgeordnet.

Wir fuhren dann eine transfinite Induktion nach F. Dazu sei ein X,
welches vereinfacht ist, mit

[0,..., 0, 1] Uik) < X < [0,..., 0, F], a([0, 0, Y]) k

Dann mu6 sein: Hpt(X) xkr, nach Satz 51, 1 < Xxk < Y nach Bemer-
kung 4 zu Satz 53 und 7c < k.

Somit ist [0,..., 0, Xxk] erreichbar.
Durch k — 1-malige Anwendung von Bj {j k — 1,..., 1) ergibt sich,

dafi Xx erreichbar ist.
Sei h Xr ; dabei ist, wegen « < k r <k und X% [X\lt..., X\r~\,

Xxr XH also erreichbar.
GemâB der Voraussetzung von (Ak) und {Bk) ist Uik) erreichbar, a

fortiori also C7(f) erreichbar, somit nach (Ar) [0,..., 0, X^r] erreichbar. Durch
Anwendung von (jBf-1), (B,^),..., (BJ folgt, daB Xx erreichbar ist. Auf
entsprechende Art folgt, daB X erreichbar ist. Somit folgt nun: [0,..., 0, F]
ist erreichbar. Hiermit ist (Ak) bewiesen.

Ad (Bk) : Nach Voraussetzung von (Bk) ist insbesondere Z^ < Z(k)
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[0,..., 0, Zk+1,..., Zt], somit Z^ erreichbar; auBerdem ist Zk ver-
einfacht, somit Zk erreichbar (Satz 57).

Wir fixieren Zk und beweisen: Wenn Y<Zk, so ist der Ausdruck
[0,..., 0, Y, Zk+1,..., Z8], falls vereinfacht, erreichbar.

Wir zeigen dies durch eine Induktion nach Y. Es gelte die Behauptung
schon fur Y1 < Y. Wir haben also zu zeigen : Wenn X in Normalform und

[0,..., 0, ZM,..., Z8] < X < [0,..., 0, F, ZM, ...,Z9]
ist, so ist X erreichbar. Es muB sein Hpt(X) xsx, mit h < h,

X* [-£*i,..., XHk, Zk+1,..., Z9] und XHk < Y.

Somit ist gemàB der Induktionsvoraussetzung in bezug auf Y
[0,..., 0, XHk, Zk+1, ZJ erreichbar.

Durch Anwendung von (Bk__1),..., (Bx) folgt nun, daB Xx erreichbar ist.
Da x<k, folgt weiter durch Anwendung von (Bk_1),..., (By), daB X
erreichbar ist.

Demnach ist [0,..., 0, Y, Zk+1,..., Zg] erreichbar. Insbesondere ist also

[0,..., 0, Zk, Zk+1,..., Z8] erreichbar, w.z.b.w.

59. Wenn [0,..., 0, 1] Uik) sowie Zk erreichbar sind, so ist auch
Z [Zl9..., Zk], falls vereinfacht, erreichbar. Beweis durch Anwendung von

Folge: Ist Uit) fur t<s erreichbar, Z vereinfacht mit Hpt(Z) — xst,
kx < s und ZK8 erreichbar, so ist auch Z erreichbar.

Beweis durch mehrmalige Anwendung von Satz 59.

Satz 60. Sei Ui9) erreichbar, Z ein vereinfachter Ausdruck mit 8{Z}<s,
dann ist Z erreichbar.

Beweis: Sei SH {Z} (s, 1), dann ist Hpt(Z) xsr, wobei xr<s.
Somit ist Z^ < Uis), also ZM erreichbar und nach Folge zu Satz 59 Z
selbst erreichbar.

Sei jetzt SH(Z) {s, h), so ergibt sich die Behauptung durch eine ge-
wôhnliche Induktion nach h. Nehmen wir an, der Satz gelte fur SH {Z}

(5> j)> j <h- Dann ist Hpt(Z) xsr, wobei sh(r) {s, h — 1) und
SH {ZHt} (s, h — 1), also ZM erreichbar und nach Folge zu Satz 59 Z
selbst erreichbar.

Satz 61. Zu jedem Ausdruck Y mit 8 {Y} p, gibt es einen anderen

F > Y fur den S {Y'} p gilt.
Beweis: Sei p > 2, da sonst die Behauptung klar ist. Sei auch, wie im

Satz 57, er 11... 1 ein Zeiger mit r Einsen. Es gibt dann eine Zahl m,
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fur die der Term Y^ einer Zahl n > 0 ist. Dann hat zum Beispiel der
Ausdruck Y1 mit den Termen Yfa Ya fur oc > em und Yfem n + k9

wo k eine positive (ganze) Zahl ist, nach HLV und wegen 8 {n} 8 {n + k},
die gewûnschten Eigenschaften.

Satz 62. Fur jedes s ist Ui8) [0,..., 0, 1] erreichbar.
Beweis : durch Induktion nach s.
TJ{1) 1 ist erreichbar.
Sei schon erwiesen, daB Ui8) fur jedes s < sf erreichbar ist. Nach Satz 60

ist dann fur jedes vereinfachte Z8 < U{8,) auch [0,..., 0, Za] erreichbar.
Folglich nach Satz 59 ist jedes vereinfachte Zf mit Z8 Z8 erreichbar.
Ferner ist jedes X der Stufe s mit Xx8 Zt und H < s erreichbar, da zu
jedem Z8 ein grôBeres Zt!8 existiert (Satz 61), was erreichbar ist. Hiernach ist
also [0,..., 0, Z"] erreichbar und nach Satz 43 X kleiner als dieser
Ausdruck. Nach Prinzip II ist also jedes solche X erreichbar. Daraus folgt,
daB jeder Ausdruck Z9 mit 8{Z}<sr erreichbar ist. Da U{8f) der kleinste
Ausdruck s'-ter Stufe ist, so ist nach Prinzip III U(8*) erreichbar, w.z.b.w.

Satz 63. Jeder Z-Ausdruck ist erreichbar.
Beweis: Sei S{Z} s, so ist nach Satz 62 Ui8+1) (> Z) erreichbar. Nach

Prinzip II ist also auch Z erreichbar.
Somit ist die Wohlordnung der Klasse aller Z-Ausdrûcke gezeigt.

II. TEIL

Das Rechnen im Bereiche der Z-Ausdriicke

§ 9. Addition

Wir fûhren jetzt die Addition von Ausdrûcken ein. Dièse Bezeichnung wird
durch die nachstehenden Bestimmungen und Sâtze gerechtfertigt :

n -\- m hat die ubliche Bedeutung,
(A2) n + Z Z, fur Z > [0, 1],
(A3) fur Y > [0, 1] und Z beliebig, ist Y + Z [Tt + Z, F2,..., Yt].

Ist N(X) die in §2 definierte Klammeranzahl von X, so gilt zunâchst
offenbar: N(Y + Z) N(Y) + N(Z); dies kann man etwa aus {At), (A2)
und (Az) durch Induktion nach N{Y) beweisen.

Nach endlich vielen Itrationen von (As) auf Yx + Z, 7U + Z usw. wird
man auf (Ax) oder (A2) zuruckgefûhrt. « + » ist also durch die bisherigen
Zeichen ausdrtickbar.
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Satz 64. {X + Y) + Z X + (Y + Z).
Beweis: Da N((X + Y) + Z) N(X+(Y + Z)) N(X) + N(Y) +N(Z)

ist, so kann der Beweis durch Induktion nach N(X + Y + Z) p gefûhrt
werden. Ist p 0, das heiBt, X, Y, Z sind Zahlen, so ist die Behauptung
wahr.

Die Falle, wo X eine Zahl ist, erledigen sich nach (A2) einfach. Sei

jetzt a(X) > 1 und sei die Behauptung erwiesen fur pf <k. Setzen wir
nun fur p t+l W (X + Y) + Z [(Xx + Y) + Z, X2,..., XJ
und W" X + (Y + Z) [Xt + (7 + Z), Xa,..., XJ, so gilt nach
Induktionsvoraussetzung, da iV^ + F + Z) < k ist, (Zx + Y) + Z

Xx + (Y + Z) Xt + Y + Z, folglich auch W W", w.z.b.w.

Satz 65. Fur 1^0 gilt nach Satz 29: X^ + Xt Z >
66. Nach Satz 34 gilt auch: X Z^> + Zx > Xt. Weiter beweist

man leicht durch Induktion nach N(X) p und unter Benutzung der Sâtze
des § 5, den folgenden

Satz 67. Fur Z>0 ist X + Z> X.
Beweis : Fur p 0 ist die Behauptung wahr. Angenommen, sie sei schon

fur p' <p bewiesen, und es sei N(X) p, so ist

X + Z (XM + Xx) + Z Z<« + (Xx+Z) XM+W, mit îf Xt + Z.

Nach Induktionsvoraussetzung ist aber W > Xl9 folglich nach HLV bzw.

Satz 32 X<1) + X1 X<X + Z X™ + W, w.z.b.w.
Es seien noch folgende Sâtze, die man durch ganz analoge Schlusse beweisen

kann, erwâhnt:

Satz 68. X + 0 X.
Satz 69, X + Z>Z.
Satz 70. Ist Y < Z, so ist auch X + Y < X + Z.

Satz 71. Ist Y < Z, so ist auch Y + X < Z + X.

Satz 72. Ist Y Z, so ist Y + X Z + X und X + Y X + Z.

Satz 73. Ist X 1-vereinfaeht und Z 1-vereinfacht, so ist (a) X(1) <
die hinreichende und notwendige Bedingung, damit X -{- Z Z gilt.

Bemerkung : Nach (a) folgt, daB Z keine Zahl sein kann.
Beweis: Hinreitâend. Sei N(X) 0, das heiBt X eine Zahl. Da Z > [0, 1]

ist,, so gilt nach (At) die Behauptung. Sei jetzt der Satz schon bewiesen fur
N{X) < p und sei nun N(X) p + 1. Dannist X + Z X(1) + (Xt + Z),



Eine konstruktiv-figûrliche Begrûndung eines Abschnittes der zweiten Zahlklasse 305

Nach Voraussetzung ûber X ist X^ < X{1) ; wegen (a) ist also X^ < ZaK
Wegen N(XX) < p folgt nach Induktionsvoraussetzung Xx + Z Z.
Also ist X + Z X™ + Z Z', mit Zf [Z, X2,..., X8]. Nach (a)
ist aber Z Hauptglied von Zf, das heiBt, man hat WZ WZf, und es ist
Zf Z ; hiermit ist (a) hinreiehend.

Notwendig. Offenbar kann Z keine Zahl sein. Wâre X(1) > Z{1), so hàtte
man nach Satz 28 X > Z, also nach Satz 67 X + Z > X > Z. Sei jetzt
jpu> z(i)9 das heiBt Z [ZXi X2,..., X8]. Da Z 1-vereinfacht ist, hat
man nach Satz 30 Z > Zx. Andererseits ist X + Z [Xx + Z, X2,..., X8].
Nun ist nach Satz 70 und Satz 69 X1 + Z > Xx + Zx > Zx ; man hàtte also
nach HLV: X + Z> Z. Die Bedingung (a) ist danach notwendig, w.z.b.w.

Beispiel. Sei X [6, 1] und Z [5, 2]. Nun ist X™ [0, 1] <
[0, 2]. FolgHch ist [6, 1] + [5, 2] [6 + [5, 2], 1] [[5, 2], 1] [5,2].

Satz 74. a) Ist X + Z Z und Y < X, so ist Y + Z Z.

b) Ist X + Z Z und W > Z, so ist auch X + W W.

Beweis: a) Nach Satz 71 muB sein Y + Z <X + Z Z. Da auch
Y + Z > Z sein muB, so gilt die Behauptung.

b) Es ist X{1)<Z{1) sowie (nach Kontraposition des Satzes 28) W{1)>Z{1).
Hiernach hat man X{1) < W{1) und nach Satz 73 X + W W, w.z.b.w.

Als Folge zu diesem Satz hat man: Ist X + Z Z, so gilt auch fur jedes
Glied von X: Xk + Z Z, da Xk < X ist.

Eine weitere Anwendung des Satzes 73 ist dièse:

Ist Z>[0, 1] und Z1 0, so gilt Z Z{1). Danach ist fur jedes

X < Z auch Z^> < m\ also X + Z Z. Die Ausdnicke Z > [0, 1] mit
Zt 0 haben also die charakteristisehe Eigenschaft von «additiven (trans-
finiten) Hauptzahlen ».

Satz 76. Ist Y < Z, so gibt es ein X, so daB Y + X Z ist.
Beweis: durch Induktion nach N(Z) p. Fur p 0 ist der Satz klar.

Nehmen wir an, der Satz sei schon bewiesen fur Ausdrûcke Z1 mit N(Z') <pQ
und sei N(Z) p0 + 1. Ist nun r<» < Î5(1), so ist Y + Z Z, also ist
£ X. Ist Yil) Z(1), so muB nach Voraussetzung Yx < Zx sein. Nach
Induktionsvoraussetzung gibt es also ein X, so daB Yt + X Zx gilt.
Dann hat man aber

Z Z<*> + Zx F<x> + Yt + X r + X w.z.b.w.

Wir fuhren noch den Begriff «Nachfolger* ein.
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Définition. X1 ist Nachfolger von X, falls
(a) X'>X istund
(b) es kein F gibt, so da8 X < Y < X' richtig ist.

Satz 76. Der Nachfolger von X ist X + 1.
Beweis : Es ist naeh Satz 67 X + 1 > X. Nun hat aber X + 1 auch die

Eigenschaft (b). Denn gâbe es ein Y, so daB X < Y < X + l richtig wâre,
so miiBte nach Satz 75 Y X + W und andererseits, wegen Y < X + 1,
W < 1 sein. Wàre nâmlich W > 1, so wàre nach Satz 70 bzw. 72 F > X + 1.
Also muB W 0 sein, womit der Satz bewiesen ist.

Définition von Fk(Y,Z):
Ist F [F1?..., F*.,..., Y8] und k < s, so sei fur ein beliebiges

Z : Fk(Y, Z) [Fx,..., Yk_lf Yk + Z, 7W,..., FJ. Speziell ist dann

^(7,^)= F + JZ, nach (A,).
Man hat fur Fk(Y,Z) eine Reihe analoger Sâtze wie fur die Addition

FX(Y', Z), Sie seien hier ohne Beweise angegeben, da ihre Richtigkeit aus den
Monotoniesâtzen und den Eigenschaften von F1(Y, Z) (etwa durch Induk-
tion nach N(Y) bzw. N(Z)) leicht eingesehen werden kann. Es sollen auch
in diesen Sâtzen F bzw. Y1 und Y" als vereinfacht angenommen werden.

Satz 77. Es ist Fk(Y, Z)> Y fur jedes Z > 0.

Satz 78. Aus Z'<Z" folgt Fk(Y, Zf) <Fk(Y,Z").
Satz 79. Aus F < Y" folgt Fk(Yf, Z) < Fk{Y\ Z), wobei « » dann

und nur dann gilt, falls Fk(Y", Z) Z ist.

Satz 80. Es ist Fk{Y, Z) > Z.

Satz 81. Ist Fk(Y,Z) Z, soist Yk + Z Z. Denn wâre Yk + Z>Z,
so wàre nach Satz 80 Fk(Y, Z) > Yk-{- Z > Z, entgegen der Voraussetzung.

Die Eigenschaften von Fk(Y,Z) gestatten eine etwas weitere Fassung des

Kriteriums von Satz 37 ; fur Fk(Y, Z) haben wir namlich, auch mit Yk > 0,
den

Satz 82. Sei F vereinfacht und k<a(Y) und Z in Normalform. Dann
sind die hinreichenden und notwendigen Bedingungen fur Fk(Y, Z) Z :

(a) a(Z) > k und Z™ > F^> und faUs k > 1 weiter
(b) Zf OfiBrl<t<Jfc
(c) 7, 0 fur 1 < ; < k

Bemerkung: Die Bedingungen (a), (b), (c) sind gleichbedeutend mit
Y
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Beweis : Nach Satz 73 ist der Fall k 1 erledigt, da dann die Bedingungen
(b) und (e) gegenstandslos sind. Sei also k > 1 und

Y [F1;..., Yk_t, 0, Yk+1,..., Y,], so ist Fk(Y, Z) Fk(Y', Yk + Z).

Nun ist nach (a) und da Y vereinfacht ist: Y^ < Y{k) < Z{1), also nach
Satz 73 Yk + Z Z. Somit hat man

Da Yrk 0 ist, so sind die Bedingungen (a), (b), (c) in bezug auf Y' und
Z gleichbedeutend mit den Bedingungen (1), (2), (3) und (4) des Satzes 37,
also gilt, nach Bedeutung von Fk(Yf, Z): Fk(Yf, Z) Z. (a), (b), (c) sind
nach (d) somit hinreichend.

Notwendig: Nach Satz 81 folgt aus Fk(Y, Z) Z : Yk + Z Z, also
nach (d) und Satz 37 sind (a), (b), (c) notwendig, w.z.b.w.

Satz 82 a. Im Falle k s bekommen wir einen analogen Sachverhalt, in-
dem wir nur (a) im Satz 82 durch (a'): a(Z) > k und Y$ < Z{1) ersetzen.
Es gilt dann Yk + Z Z, und man ist dadurch auf den Satz 37 zurûckge-
fûhrt.

§ 10. Der Limesbegriff

Sei n eine Variable, die Zahlen durchlâuft.

Définition. Ist Z{n) eine wachsende Folge von Z-Ausdnicken, so sei

lim Z{n) Zia)) der kleinste Ausdruck, der grôBer ist als aile Z(n).
Nach Folge (2) zu Satz 53 hat man direkt

Satz 83. Ist Z<n) n, so ist limn [0, 1]. Offenbar gilt auch

lim/(n) [0, 1], fur jede wachsende Funktion f(n)> deren Werte Zahlen
sind.

Satz 84. Sei Ui9} [0,..., 0, 1], a(Uip)) p> 1, und Z<" Uip)9
Z(n+» F9(Ui9), ZW) ; dann ist lim Z™ U{j>+1).

Beweis: Nach Satz 27 ist Uip+1) > Z™ fur aile n, weil 8{U{p+1)} p + 1,

hingegen 8{Z{n)} p ist. Sei jetzt Y<Uip+1), so mu8 nach Satz 53

8 {Y} < P sein. Ist S {Y} < p, so ist bereits Y < Z™. Sei also 8 {Y} p,
und zwar sei 8H {Y} (p, t). Dann ist nach Définition von Z{n) :

8H {Z<*>} (p, n) also nach Satz 44 Z«+x) > F. Hiermit erfûllt Î7(p+1) die
Définition von lim Z{n), w.z.b.w.

Définition der Itération F%(Y, Z). Es sei F%{Y,Z) Z und 2^+1(F,Z)
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Satz 85. Ist Z(î) [0,..., 0, Zk+l9 ...,Z9],k<s in Nf und

Z(n+D Fk(Z«\ Z™) [0,..., 0, Z<*>, Zk+1,..., Z8],

so ist lim£<»> [0,..., 0, 0, ZM+1,ZM9..., ZJ=Z<«> jPj+^Z^, 1).
Beweis: Zunâchst sei gezeigt, da8 Z{n) eine aufsteigende Folge ist. Nach

HLV gilt : Z<2> > Z<» ; angenommen es ist Z(m+1) > Z<m>, so gilt nach Satz 78

Fk(Z{1),

NunistimFalle fc=l, nach HLV £<*>>>Z<w), fur jedes w. Sei dann &>1 und
C(1) Hpt(Z^) so. Da (ZWJjW ZW<*> Z™ ist, (es bedeutet Z™™
den Ausdruck Z(n) in dem die t ersten GHeder durch Nullen ersetzt sind) also
(Zi2))k ist nicht Hauptglied von Z™, so hat man £(2) Hpt(Z^) sa.
Hingegen ist fiir n > 2 £(w) Hpt(Z™) ktk2... kn_2s, wo aile k€ k
sind. Sei fur ti > 2 (} kxk2... kn_2, wo aile k{ k sind, so gilt fur aile n :

2^)(fc) > 2^)(fc)? aiso nach Satz 48 Z^ > Zin) fur jedes n und somit auch
fur jedes k<s. Sei nun ein Y mit Z{1) < Y < Ziù>), so gibt es ein

r >2, so da8 F < Z{r) ist. Denn nach Satz 51 (angewandt auf k + 1)
mu8 F von der Form sein: Hpt(Y) xso!, sh{x) < (k + 1, 1), 5^ <r,

F,, frxl,..., YHk, Zk+1,..., Z9], weil es ja zwischen Zw und Zm + 1

kein Glied geben kann. Gilt sh(x) (k,h), so ist sicher Z(fe+8) > F,
denn es ist f<*+3) As a, mit sA(A) (fc, h + 1), also J>x, und da

F<&) ist, so folgt nach Satz 49 Z(fe+1> > F. Nach Définition ist
daher ]im Z{n) Z^, w.z.b.w.

Dièses Résultat kann noch so ausgedriickt werden: Es ist fur Z Z{1)

FÎ(Z,Z) aufsteigendin n und limFk(Z,Z™) HmFÏ+1(Z,Z) Fk+1(Z, 1).

Als spezielle Folgerung ergibt sich fur den Fall k 1 : Auf Grand der De-
finition von F^XyY) kann man vermôge einer Rekursion nach n festlegen:
Ft(Z, Z)==Z + Z Zx2, Z^+v FX(Z9 ZM) Z + Z™ Zx(n+l).
Dannhatmanz.B. Z™ + Z™ F{Z^n\ Z<w>) Z x (n + m) JZ(w+m> und,
weil Zx nicht Hauptglied von Z ist, Z(1) x n < Z x n < Z<» x (n + 1). Nach
Définition von Z(w} ist also (mit Z

lim Z x n lim

Weiter hat man offenbar fur jedes k : ist Z{1) in Normalform, so ist auch
in Normalform: nach Satz 82 gilt dann Fk(Z^, Z{w)) Z^.

Satz 86. Sei ép eine aufsteigende Folge und Hm z^ zf\ k fest und

...^J^^a^^^O, l<t<k9 soist
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=[0, ..^0,0,^,2^, „.,«,]=£<«>; oder mit Z<*>=[0,..., 0,0, ^+JL, .,*,]:
lim JFfc(Z<*>, 4n>( ^(Z»), lim 4n)). Seien noch die 4n> wie auch Z<*> in Nf.

Beweis : Da zk eine aufsteigende Folge ist, so ist es nach Satz 32 aueh der
Fall fur die Folge Z{n) ; wegen 4n) < ^ igt au°h nach obigem Satz
£("> < Z<°>K Sei fur das folgende Z<"> vereinfacht.

(a) Sei 4œ) < ziù>) (das heiBt z£> nicht Hauptglied von £<">) und be-
trachten wir ein Y mit Z(1> < F < Z(a>).

Nach Satz 51 ist dann Y von der Form: Hpt(Y) hst, sh(x) < (k, 1),
fur h 1 h leer, mit dem Term yx [yxl,..., ?/xi, zfc+1,..., zs] und

Nun gibt es nach Définition von ^ ein ^> so da6 4P> > 2/x* ^
auch Z(p) > Y gilt. Folglich ist die Behauptung richtig.

(b) Sei 47)(1) > Z<*>, das heifit, es ist 4"> Hauptglied von Z<w). Nach

HLV ist dann auch é^ > Z(fc) ; nach Définition von z*fp gibt es dann ein

nOf so da8 fur n>n0 4n) > %{k) und danach

(1)

gilt.
(bl) Sei k > 1. Auf Grund von 4n) > ^{k) kann in (1) nur «>» gelten,

da (Z<fc))t 0 ist, fur 1 < t < k.
Also ist Z^ [0,..., 0, 4^] und fur n > n0 Z™ [0,..., 0, 4W)].

Dann ist nach HLV £<*>> > Z™.
Sei jetzt ein Y mit Z{n) < Y < Z{o)) fur ein n > n0, so mu8 Y von der

Form: Hpt(Y) xkr, n<k, Yx [yHl,..., yH{k^1)9 yxk] mit

sein. Nun gibt es nach Définition von z^ ein p, so daB z(p > yHk fur
r>2>, also nach Satz 53 Z(r)>7; folglich ist

Z^ lim

(b2) Sei jetzt ik 1, das hei8t_^)(1>2
Gilt in (1) fur «fast aile» n : 4n)(1)>^(1)> so ergibt sich die Richtigkeit

der Behauptung genau wie im Fall (b 1).

Es sei also von einem gewissen % ab 4*)(1) ^ ^(1) • ^s ^ dann
4W) ZM > Zin) > 4n). Da 40>) lim 4n) ist? kann es kein Y gel>en, daB

2(w)< Y<ZM fur aile n richtig wàre.
Folglich ist Z{a)) [4"\ ^2> • • • > 2Jj also die Behauptung auch in diesem

Falle richtig. (NB. Es ist leicht, einzusehen, daB in diesem Falle nach Satz 85

[0, z2 + 1, z3,..., z8] sein muB.)
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Satz 87. Es gilt lim (F + Z{n)) Y + lim Z<">, falls Z<*> eine aufsteigende
Folge ist, das heiBt es ist auch fur yx > 0 : lim Ft Y, Z<n>) J\ Y, lim Z<w>).

Beweis: nach Induktion iiber N(Y). Ist N(Y) 0, das heiBt Y eine
Zahl, so gilt der Satz ; denn sind die Z(n) sâmtlich Zahlen, so ist die Behaup-
tung bekanntlich richtig ; sonst ist Y -f- Z{n) Z{nï.

Sei schon die Behauptung bewiesen fur aile Y', fur die iV(F') < p ist,
und sei iV(7) p + 1. Nach Satz 86, Fall k 1, hat man

lim (F + Z(n)) [lim (yt + Z<»>), y,,..., yj
Nach Induktionsvoraussetzung gilt aber lim (yx + 2(n)) yx + lim

folglich ist nach Définition der Addition :

lim (Y + Z<n>) [yx + Km Z<n>, ya, ...,»,]= F + KmZ<TC>, w.z.b.w.

Fur r<w> [0,...,0,yfc + Z<tt>, y^+i,..., yJ gilt nach Satz 86 und
nach Satz 87 :

lim 7<*> [0,..., 0, yk + lim Z<»>, yfc+1,..., yj
Wir kônnen dies noch fur Je > 1 auf folgende Weise formulieren :

Satz 88. Ist yt — 0 fur 1 < t < h, so gilt - also auch falls yk > 0 ist -
lim Fk(Y, Z^) Fk(Y Jim ZM)

n

Satz 89. tîberfco7i/maZe17)Folgen.
Sei Y [Fl5 Y2,..., Yk, Zk+1,..., ZJ und mindestens ein 7y > 0 fur

1 < < * sowie Z Y{k} [0,..., 0, Zfc+1,..., ZJ, Z und F in Nf. Bilden
wir die Folgen: F*1* F, F^+x) Fk(Y, Y™) und Z^> Z, Z<»+»

^(Z^W), so gilt lim F(w) limZ<">.
Beweis: Der Fall k 1 ist nach Folgerung zu Satz 85 erledigt. Sei also

k > 1. Man iiberzeugt sich durch eine âhnliche TJberlegung wie im Satz 85,
daB die beiden Folgen Z{n) und Y{n) aufsteigend sind. Nun gilt nach HLV
Z(1) < F(1). Ist schon bewiesen fiir r > 1, daB Zir) < F(r) ist, so hat man
nach Satz 78 auch Z<r+» Fk(Z, Z<r>) <Fk(Y, F<r>) F^+^j also ist

lim ZM < lim Y™ (oc)

Wir zeigen jetzt, daB es zu jedem p ein m gibt, so daB YiP) < Z(m) ist.
Es ist nàmlich Yf < Y™ Z. Gilt Yf<Z, so ist auch Yk<Z
(Satz 28) und folglich F<x> < Z<2> nach HLV. Gilt F*1* Z, so ist
Ykk Zk 0 und deswegen F& < Z(2) ; danach ist nach HLV auch

17 Hier Folgen, die den gleichen Limes haben.
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7™<Z<*K Man hat also jedenfalls Yk < Z™ und Y Y™ < Z™. Be-
merken wir, da8 nach Folge zu Satz 74 und nach Folge zu Satz 85 fur jedes
h : Z{Q) + Z{t) < Ziq+t). Nehmen wir nun an, es sei schon Y{p) < Z{Sp) er-
wiesen ; dann ist Yk + Y{p) < Z<2> + Z<3p> < Z{3p+2). Nun ist Yk + Y{p)
das k-te Glied von Y{p+1), also gilt nach HLV :

Setzen wir m 3p, so ist YiP) < Z{m). Daraus folgt
lim Y{n) < lim Z™ (p)

Nach (a) und (/?) mu8 also lim Yin) limZ(n) sein, w.z.b.w.
Satz 90. Ist Z^ [Z1,..., Zm__x, Zm] mit SH {Z™} (s,h) und

Z(n+i> [Z,,..., Zm_x, Zw + Z<»>], so ist lim Z<»> C7(s+1).

Beweis: Durch Induktion nach n ergibt sich SH {Z{n)} (s,h x n). Bil-
den wir die Folge Ui8tl) Uis) und UiStP+1) [0,..., 0, Ui8fP)] mit
a(U(s,p+i)) 5j so gilt /S£T {?7(Sfg)} (s, q) und folglich nach Satz 44:

Ui8,hxn)<ZM<U(8tih+1)xn). (oc)

Da lim Ui3iQ) Ui8+1) ist (Satz 84), so gilt nach (oc) die Behauptung.
Q

Définition der Ausdrûeke erster und zweiter Art.

Sei Z > 0 und e,- 11... 1 ein Zeiger, der nur aus j Einsen besteht, r
diejenige Zahl, fur die Z^ m eine Zahl ist.

Ist m 0, so ist Z zweiter Art oder ein Limes-Ausdruck. Ist m>0, so
ist Z erster Art.

Danach ist jeder Z-Ausdruck entweder 0 oder erster oder zweiter Art, da
fur jeden Z-Ausdruck genau einer von diesen Fâllen eintreten mufi. Nach
dieser Définition und nach Définition von « + » (vgl. (AB)), ist Z dann und
nur dann erster Art, falls er sich als Summe Z Y + m, mit einer Zahl
m > 0 darstellen lâBt. Ist hingegen Z zweiter Art, so gibt es danach kein
Y, so da8 Z Y + 1 richtig ware.

Zuordnung von Hauptlolgen zu Ausdriicken zweiter Art.

Sei Z ein Ausdruck zweiter Art. Wir bestimmen in der Menge aller Folgen,
deren Limes Z ist, die Hauptfolge von Z.

[0,1] ist naturlich der kleinste Ausdruck zweiter Art. Die [0,1] zugeord-
nete Hauptfolge soll sein Z™ n; es ist auch limZ(n) [0, 1]. Nach
Satz 84 setzen wir fur p > 1 fest : Die Hauptfolge von Uip+1) soll sein

U{9)9 Z<*+1) FP(ZM, Z<»>).
Sei jetzt ein Ausdruck 7, fur den N(Y) 1 gilt und Y zweiter Art.



312 H. Wbricus

Dann ist Y von der Form: Y [0,..., 0, mk+1 + 1,..., m8]. (Wenn
mk+1 0 und k -f- 1 s, so ist Y Uik+1)). Wir setzen fest: Die Haupt-
folge von Y soU sein Z<1>=[0,..., 0, mk+1,..., m8], Z<n+u =Fk(Z™, Z™).
Nach Satz 72 gilt natûrlich limZ™ F.

Seien jetzt Hauptfolgen zu allen Ausdrueken zweiter Art Zf mit N(Z') < r
schon bestimmt, und sei Z ein Ausdruck zweiter Art mit N(Z) r + 1.
Sei auch k > 1 die kleinste Zahl, fur die zfc > 0 ist, das heiBt, man hat

Ist 2;^ erster Art - also es muB dann k > 1 sein - das heifit z^ z£ -f- 1,
so wird, wie eben erklârt, die Hauptfolge von Z durch

Z^ [O,...,O,zi,...,zJ und Z^^ Fk(Z^,Z^)
gegeben.

Ist zk zweiter Art, so gibt es bereits eine Hauptfolge zu zk, da N(zk) < r
sein muB. Sei etwa z^n) die erwahnte Hauptfolge, so bestimmen wir: Es sei

die zu Z zugeordnete Hauptfolge. Nach Satz 86 gilt nâmlich lim Zin) Z.
Hiermit wird jedem Ausdruck zweiter Art eine Hauptfolge zugeordnet.

§ 11. Normalfunktionen
Rechengesetze fur die Multiplikation und die Potenz

1. Normalfunktionen &k(Y, Z)
Mit Hilfe der in den §§ 9 und 10 behandelten Funktionen Fk(Y, Z) kônnen

wir jetzt sogenannte Normalfunktionen18) 0k{Y, Z) aufbauen. Es sollen dabei
die vorkommenden Argumente Y und Z als vereinfacht angenommen werden.

Dazu fugen wir noch zu der in § 10 definierten Itération F%+1(Y, Z)
Fk (Y, FI (Y, Z)) die aus dem Satz 89 folgende Gleichheit : lim FI (Y, Y)
^+i(Y(&), 1) hinzu.
Ist dann 0t(Y, Z) Ft{Y, Z) Y + Z, so soU 0k+1(Y, Z) durch das

folgende rekursive Schéma definiert werden :

0k+1(Y, 1) lim F%(Y, Y) Fk+1(Y«\ 1),

<Pk+1(Y, X + l) limFnt(0k+1(Y, X),0k+1(Y, X))
0k+1(Y, lim X<«>) Ln 0k+1(Y, Z<»>).

91 II

Dabei soll X{n) eine aufsteigende Folge bedeuten. Nun kann man leicht
durch Induktion nach k und transfinite Induktion nach X zeigen, daB

0k+1{Y, X) Fk+1(Y«\ X) [0,..., 0, Yk+1 + X, Yk+2,..., YJ (1)
18 Vgl. etwa Jacobsthajl, Math. Ann. 66, oder Bachmann, Literaturverzeichnis [8].
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gilt. Denn sei dièse Gleichheit schon erwiesen fur aile k' <k und aile X' < X
und sei etwa <Pk+l(Y, X) [0,..., 0, Yk+1 + X, Yk+i,.. .±Y,] Y*, so ist

0k+l(Y,X+ 1) liml^Y*, Y*) Fk+1(Y*, 1) Fk+1(Y«\X + 1), wie
n

es aus der Définition von Fk+1(Y,Z) zu ersehen ist.
Fur X lim X{n) ergibt sich (1) aus der « Stetigkeitsbedingung » in der De-

finition von 0k+1(Y, X) ; nach Satz 88 hat man noch

0fc+1(Y, Uni Z<»>) lim Fk+1(Y{k),

Aus (1) folgt weiter fur jedes Y mit a (Y) >k+l und k > 0

Z). (2)

An Hand der Definitionsgleiehungen fur &t(Y, Z) zeigt man leicht, da6
die Eigenschaften der Funktionen Ft(Y, Z), die in den Sâtzen 77 bis 82 und
88 ausgedruckt sind, sich auf die Funktionen &t(Y, Z) ubertragen. Insbeson-
dere besitzen dièse Funktionen sogenannte « kritische Stellen », das heiBt Lôsun-

gen der Gleichung 0t(Y, Z) Z. Sei nun Z* so eine kritische Stelle, so

mu8 nach Satz 82 Z* in Nf von der Form Z* Z*(<) sein. Ist nun Y < Z*
und a (Y) > t, so mu6 nach HLV bereits Y{t) < Z*{t) sein. Dann gilt aber

nach (2) und nach Satz 82: &t(Y, Z*) 0t(Y^, Z*) Z*. Setzen wir noch

&t(Y,Z) Z fur jedes Y < Z mit a(Y) <t (da dann Y<«> 0 ist), so

ist fur jedes Y < Z* 0<(Y,Z*) Z* (im Gegensatz zu ^(Y,Z*), wo

Ft(Y, Z*) Z* nur fur die Y < Z* von der Form Y Y(*> gilt, vgl.
Satz 82). Es ist also Z* eine Hauptzahl von 0t(Y,Z), und dièse Funktion
ist danach eine Normalfunktion in bezug auf das zweite Argument.

Durch transfinite Induktion nach Z kann man unter Beniitzung der Sâtze
82 und 88 leicht zeigen, da8 die Funktion &t+1(Y, Z)19) von Z genau aile

Hauptzahlen (die eventuell noch zu vereinfachen sind) von &t(Y, X) enthàlt,
0t+1(Y,Z) ist also die sogenannte Ableitung von &t(Y, X) und ist ihrerseits
auch eine Normalfunktion «in Z».

Man hat dann weiter nach Satz 82: U{p+1) [0,..., 0, 1] ist die kleinste
gemeinsame Hauptzahl fur aile Funktionen &t(Y, X) mit t <p.

Nach Heranziehung der Sâtze 83 und 84 und der Funktionen 0k(Y, Z)
kann man auch jeden Ausdruck als Wert einer Normalfunktion von kleineren

Argumenten erreichen. Dies soll aber hier nicht nâher ausgefiihrt werden.

li)Es ist sogar [0,..., 0, 0, YM.1 + Zt Yk+2,..., Y8] Z* die Z-te Hauptzahl von
0&(F,X) oberhalb F. Ist Z* zugleich noch Hauptzahl von 0^(1% X) fur > 0, so ist
Z* einer Vereinfaehung fâhig.

21 CMHvol.35
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2. MuUiplihation und Potenz20)

Als weitere Normalfunktionen fûhren wir noch die Multiplikation f2(X, Y)
und die Potenz fz(X, Y) ein. Wird hier die Addition &t(X, Y) f^X, Y)
gesetzt, so ist bekanntlich fur X>0 f2(X,Y) bzw. fz{X, Y) durch die fol-
genden Rekursionen charakterisiert :

/t(X,0) 0

f2(X,Y+l) f1(f2(X,Y),X)
f2(X, lim yw) lim f2(X,

und /3(X,0) l

Auf âhnliche Weise kann man bekanntlich «hôhere arithmetische Funktionen*
fh(X,Y) bilden.

Setzen wir wie ûblich f2(X, Y) X x Y, so ergibt sich etwa durch trans-
finite Induktion nach Y, da8 die folgenden Formeln die Rekursionsgleichun-
genfûr f2(X, Y) erfûllen:

1x0 0,
m x n mit ûblicher Bedeutung,

m>0 und Y > [0, 1], so m x Y [m x T19 72, Y8]

X > [0, 1], so Ixtn+^^ + IxnJ, X9], (1)

X > [0, 1] und Y > [0, 1] so

Ixy=[ixy1,i2 + [y,,o,y8,...,y,],x3,...,zj 21).
(2)

Bekanntlich folgt aus den Definitionsgleichungen fur f2(X,Y) das recht-
seitige Distributive Gesetz: Xx(Y-\-Z) XxY-\-XxZ sowie das

Assoziativgesetz. Speziell folgt noch aus (2):
Z x [0, 1] [0, Z2 + 1, Zs,..., Zr] lim (Z x n) (2.1)

gemâB Satz 85.

Fur die Richtigkeit der Gleichung X x Y Y fur ein X muB nach Formel
(2) Y folgende Bedingungen erfûllen :

(1) Yx 0 und a(Y) > 1

(2a) Im Falle a(Y) 2 : Y™ > X™. Es ist dann also nach Satz 73

X2 + Y2 Y2 und X x Y [0, Y2] Y.
*°) Vgl. dazu W. Sibbpinsk:i, Leçons sur les nombres transfinis (Gauthier-Villars, Paris 1928),

chap. X, oder Finsler, Literaturverzeichnis [6], oder Baohmann [8].
»)EsistzumBeispiel [0, XJx[0,YJ~[0,Xt + YJ9[09Xdx[09 F2,r8] [O,X2 + [y2,O, F8]]

[0,Xf,X8] x [0, F2] «= [0,X8 -f F2,X8]. Die Formel (2) wird hiernach besser verstândlich,
wenn man auf F die Amplification AtY [Yl9 [F2, 0, F8,..., FJ] ausûbt und das distri-
butive Geeetz X x F X x (F*1* + Fx) anwendet.
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(2b) ImFalle cr(Y)>2, so Y™ > X<2>. Da X™ < X™, so folgt dann
von selbst

X2 + [Yt, 0, Y,,..., YJ [Yt> 0, Y,,..., YJ

Nach Vereinfachung und Reduktion ergibt sich dann

[0, [Y2, 0, Y,,..., YJ, Xz,..., X9] [0, Y2, Y,,..., YJ Y.

Es muB also jedenfalls a (Y) > 2 sein. Nach der obigen Rechnung sind auch
dièse Bedingungen hinreichend. Fragt man nach der Gestalt von Y, damit
X x Y Y fur aile X < Y gilt, so ergibt sich nach den obigen Bedingungen
und nach Satz 73 die folgende Beschaffenheit :

(oc) cr(Y) > 1 und Yx 0, und entweder
(j8a) a (Y) 2 und a(Y2) > 2 und Y21 0 oder
(Pb) a(Y)>2 und Y2 0

Ist Y von dieser Gestalt und X < Y, so mussen die in (2a) bzw. in (2b)
angegebenen Bedingungen erfûllt sein und somit X x Y Y gelten. Die
Ausdrûcke Y von dieser Gestalt haben also die charakteristische Eigenschaft
der «multiplikativen (transfiniten) Hauptzahlen». Es sind z.B. [0, [0,2,1]]
und [0,0,1] solche Ausdrûcke. Man verifiziert, da6 nach (oc) die genannten
Y auch die Eigenschaften der additiven Hauptzahlen besitzen (vgl. Folge zu
Satz 73).

Wir geben noch kurz einige Formeln fur die Potenz an. Durch Induktion
nach n bekommt man :

Bemerken wir, daB /3(Z(1), n) < Zn < fB(Z^\ n + 1) ist, so folgt nach den

Stetigkeitseigenschaften der fk(X, Y), Satz 87 und 88 und der Formel (2.1)
fur a(Z)>2:

,)[,[,,3,,J,8,,J
[0, [0, 1, Zz,..., ZJ] nach Vereinfachung. '

Fur a(Z) 2 hat man durch eine âhnliche Ûberlegung:

fz([Zl9 ZJ, [0, 1]) [0, Z2 x [0, 1]] (4.1)

Durch transfinite Induktion nach Y hat man allgemeiner

^
fz([Zl9ZA,Y)= [0,[ZtxY]]. (^2)

22) Man hat zum Beispiel unter Verwendung der Amplifikation -42[0, 0, 1] : /3([0, 0, 1],
n + 1) /3([0, [0, 0, 1]], n + 1) [0, [0, 0, 1] x (n + 1)], was nach Reduktion i?2, die
hier ausfûhrbar ist, [0, [0, 0, 1] x w, 1] ergibt. Dies entspricht genau der Rechnung:

en+l («,.!)»+!
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Durch transfinite Induktion nach X hat man weiter

/8(Z,[0,Z])=[0,[0,Z,^,...,ZJ,Z8,...,ZJ=[0,[0,Z,Z8,...,ZJ] (5)

nach Vereinfachung. Unter Beniitzung der «Stetigkeit» von fz(Z,X) und
nach transfiniter Induktion nach X bzw. nach X2 erhâlt man die Formeln :

/,(Z, [0, 0, X]) [0, [0, [0, 0, X], Zz,..., ZJ] (6)

nach Vereinfachung, und

/S(Z, [0, Xt, X3]) [0, [0, [Xt, 0, X8], Z8,..., Z8]] (7)

Zur allgemeinen Formel fz(Z, X) ist folgendes zu bemerken: Aus den De-
finitionsgleichungen fur fz(Z, X) kann man auf bekannte Weise die Riehtig-
keit der Gesetze

/,(/ï(,),)/,(>/1(,))
h(h(Z, X), f,(Z, Y)) f,(Z, fx(X, Y))

nachweisen. Da X X{1) + -2Ti ist, so hat man

Wir geben also hier nur noch die Formel fur fz(Z, X{1)) an:

/8(Z,[0,X1,...,X,])= [0, [0,[X8,0,X8,...,XJ,Z8,...,ZJ] (8)

Gilt speziell X{2) > Z{2), so ergibt sich die folgende Vereinfachung :

U(Z, J<«) [0, [0, [X2) 0, X3,..., X,]}]
was weiter nach Reduktion jB22

/8(Z, XV) [0, [0, X2, X3, XJ] (8.1)
ergibt.

Sind also in X die ersten zwei Glieder Xx X2 0 und cr(X) > 3, so

ist noch in (8.1) die Reduktion M2 ausfuhrbar ; dann ist

/8(Z, [0, 0, X8,..., Xp]) [0, 0, X8,..., Xp] (8.2)

Die «kritischen» Ausdrucke der Potenzfunktion sind also (in Nf) von der

Form X; [0, 0, X8,..., X,], da dann fiir jedes Z < X1 auch Z™ < X'™
gilt, folglieh ist nach (8.2) /8(Z, X') X1.

X' hat also die charakteristische Eigenschaft der Epsilonzahlen.

Ânhang. Zuordnung zur CANTORschen Schreibweise

Es ist [0, 1] co und nach den Formeln (4) [a, b] wb + a. Zum Bei-
spiel ist [[1, 3], 3] o>3 + o>8 + 1 co8 x 2 + 1 und [0, [0, 1]] co<».

Nach (8.2) ist [0,0, 1] sx die kleinste Epsilonzahl (statt der ûblichen
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Bezeichnung e0). Durch transfinite Induktion nach c ist weiter [0,0, c]= ee

und [a, b, c] At[a, b, c] [a, [b, 0, c]] œee+b+ a ec x a>6 + a. Zum
Beispiel ist [0, 0, [0, 0, 1]] cn, [0, 1, 1] ex x a>, [0,[0,0, 1], 1]

£l x a,* a», [0, [0, 1,1]]= a>**- é?, [0, [0, [0, 0, 1], 1]]
[0, cj] o)el (a/1)"1 ej1. Ist Z<v [0, 0, 1] e1? Z<w+1> [0,0, £<">]

e^(»), so ist nach Satz 84 Z{u)) lim Z{n) [0, 0, 0, 1] d die erste
kritische e-Zaibl, bei der die ubliche Schreibweise aufhôrt. Man hat auch, zum
Beispiel durch Ausfuhrung einer Reduktion, Rs [0, 0, Ci] fi, wie es sein
soll. Weiter ist [0, 0, 0, d] Çd die d-te kritische e-Zahl (etwa nach Satz 90
und transfiniter Induktion nach d) ; dann hat man [a, b, c, d] [a, b, [c, 0,0, d]]
(Anwendung der Amplifikation A^), also nach den obigen Formeln
[a,b9c,d] eçd+cx cob + a.

Dièse Zuordnungsweise gestattet eine naheliegende Verallgemeinerung, zu
der wir noch kurz einige Bemerkungen anschlieBen. Schreibt man zunâchst
statt coa : o>a (nicht zu verwechseln mit der ublichen Bezeichnung fiir die
Anfangszahl der 2 + oc-ten Zahlklasse) und benùtzt «die Amplifikation»
£yx oop coe +p, so kann man die Ordnungszahlen, die [a,b,c] bzw.

[a, b, c, d] gleich sind, noch so schreiben :

[a, b, c] coe<;+6 + a und [a, 6, c, d] co^ +c+b + a
+c

Nun kann man leicht einsehen (etwa durch Induktion nach p und Beniit-
zung des Satzes 84), dafi zur Fortsetzung der CANTORschen Bezeichnungsweise
fur jeden Ausdruck U{p) [0,..., 0, 1] mit a(Uip)) p ein neues Zeichen,
zum Beispiel &f\ eingefuhrt werden mufi. Durch transfinite Induktion ûber
Zp hat man

und danach \ZX, 0,..., 0, Z,) ©<#> + Zx «*).

Satz 91. Jeder Ausdruck Z [Zlt Z2,..., Z9] lâBt sich in der Form
Z' [Zlt [Z2, 0, [Z3, 0, [Z^, 0,..., 0, ZJ...]]] schreiben; dabei
stehen nach jedem Term Zk k — 1 Nullen als Terme.

Beweis : Die Anwendung der Amplifikationsreihe

23) Es entspricht dieser Zahl fur q>(x) 1 + x das ScHUTTEsche 97-Zahlzeichen (die zweiten
Zeilen môgen hier weggelassen bleiben): (p{a*(b* (c*{d* 1 1)) 0 1)), wobei a* usw. den
tt, 6, c, ci entsprechende ç?-Zahlzeichen sind.

24 Dabei sollen Zv und Zx gleichzeitig die CANTORsche Bezeichnung fur die Z$ bzw. Zx
gleiche Ordnungszahl bedeuten.
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leistet das Gewûnsehte. Dureh Induktion nach N(Z) kann man weiter zeigen,
daB eine analoge Darstellung fur aile Terme Za, mit a(Za) > 1, gilt.

Dièse Betrachtungen zeigen, daB man zu jeder Ordnungszahl xp in Cantor-
scher Schreibweise eine Darstellung, wo nur Indizes und « + »-Zeichen als

Operationen verwendet werden (wie zum Beispiel oben fur \p [a, b, c, d])y an-
geben kann (Indexform). Mit Hilfe von (oc) und des Satzes 91 kann man die
Sàtze ûber den Vergleich von Z-Ausdrûcken auf dièse Indexformen ûber-
tragen. Da GH(U{p)) — p ist, so kann man insbesondere leicht die Charak-
teristik einer Ordinalzahl in Indexform aufschreiben ; bei dem Vergleich der
auf dièse Weise dargestellten Ordinalzahlen kann also u.a. der Satz 47 gute
Dienste leisten.

Z.B. ist tp ec +c < xp' Cc weil CH(y>) 442 < CH{\p') 443.

Ausblick

Die Orenzzahl des hier behandelten Abschnittes der zweiten Zahlklasse ist
die Ordinalzahl E7* lim Uip), die wir zweckmàBigerweise durch Î7([o,i])

[l[o,i]] bezeichnen kônnen. Unter Benûtzung der hier entwickelten Théorie
der Z-Ausdrûcke mit endlicher Stellenzahl, kann man aber auf geeignete Weise
den Aufbau der Ausdriicke mit transfiniter Stellenzahl ûber £7([o,i]) fort-
setzen. (Dabei kann man zeigen, daB man zur Darstellung eines Ausdruckes
mit einer endlichen Klammernanzahl auskommen kann.) Ist T{1) [l[0,i]]
und Tin+1) [l^c»)], so ist lim T{n) Z* die Grenzzahl des so erweiterten
Systems. Fur dièse Zahl gilt <r(Z*) Z*, das heiBt Z* ist eine Zahl, die
— im System der Z-Ausdrûcke — gleich ihrer Stellenzahl ist. Um die zweite
Zahlklasse ûber dièse Zahl weiter fortzubauen, muB man fur Z* ein neues

(Klammer-) Zeichen einfûhren.

LITERATUR
[1] O. Vbblen, Continous increasing functions of finite and transfinite ordinals. Trans. Amer.

Math. Soc. 9 (1908), 280.
[2] A. Chubch and S. C. Kleene, Formai définitions in the theory of ordinal numbers. Fund

Math. 28 (1937), 11.

[3] A. Chubch, The constructive second number class. Bull. Amer. Math. Soe. 44 (1938), 224-232.
[4] W. Ackermann, Konstruktiver Aufbau eines Abschnittes der zweiten CANTOiwc/ien Zahlklasse,

Math. Z. 53 (1951), 403.

[5] H. Bachmann, Die Normalfunktionen und das Problem der ausgez. Folgen von Ordnungszahlen.
Vierteljschr. Naturforseh. Ges. Zurich 95 (1950), 115-147.

[6] P. Finsleb, Eine transfinite Folge arithmetischer Funktionen. Comment. Math. Helvet. 25

(1951), 75-90.
[7] K. Schûtte, Kennzeichnung von Ordnungszahlen durch rekursiv erklàrte Funktionen. Math.

Ann. 127 (1954), 15.

[8] H. Bachmann, Transfinite Zahlen (Springer, Berlin 1955).

(Eingegangen den 30. August 1960)


	Eine konstruktiv-figürliche Begründung eines Abschnittes der zweiten Zahlklasse.

