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Wahrscheinlichkeit unstetiger Vorgange
bei kontinuierlich wirkenden Ursachen

Von P. Novri, Ziirich

Die Tatsache, dafl die Wahrscheinlichkeitsrechnung zuerst auf dem
Gebiete der Gliicksspiele Gestalt angenommen hat, war nicht ohne Ein-
flull auf die Struktur, die ihr gerade im Hinblick auf dieses Anwendungs-
gebiet verliehen wurde. In zunehmendem Mafle hat man die Entdeckung
gemacht, dal sich die Wahrscheinlichkeitstheorie auch fiir die mathe-
matische Erfassung anderer Erscheinungen als sehr tauglich erweist. In
der Tat ist die Idee, die ihr zugrunde liegt, eine allgemeine und dringt
sich iiberall dort auf, wo es sich um mutmafliche Vorginge handelt. In
solchen Fallen zeigt sich die Moglichkeit, mit Hilfe der Wahrscheinlich-
keitsrechnung scheinbar regellose und ungeordnete Erscheinungen ver-
standesmafig erfassen und darstellen zu konnen. Hierin liegt die groBe
Bedeutung und der praktische Wert dieser Disziplin.

Indessen haben sich bei der Ubertragung des fiir die Theorie der
Gliicksspiele durchaus sinnreichen Formelapparates auf andere Gebiete
immer wieder Unzuldnglichkeiten gezeigt, und es ist nur zum Teil ge-
lungen, dieser Schwierigkeiten Herr zu werden. Das ist nicht so ver-
wunderlich, wie es auf den ersten Blick erscheint. Rein duBerlich besteht
ein wesentlicher Unterschied zwischen dem Zustandekommen des Resul-
tates eines Wiirfelspieles und einer naturbedingten Erscheinung, wie
z. B. eines Todesfalles in einer Personengesamtheit. Das Resultat eines
Wurfes beim Wiirfelspiel wird durch eine zeitlich beschrinkte Handlung
herbeigefiihrt, wahrend ein Todesfall durch kontinuierlich wirkende
Ursachen — stiandig lauernde Gefahren — denen eine Gesamtheit von
Personen ausgesetzt ist, bedingt wird. Im letzteren Falle lassen sich die
Verhiltnisse am besten veranschaulichen, wenn man sich vorstellt, es
seien Krifte vorhanden, welche auf die Gesamtheit von Personen oder
von anderen Dingen einwirken und so spontane Ereignisse auslosen, wie
etwa Wanderungen in einer Bevolkerung oder ein Telephongesprich
zwischen zwei bestimmten Orten.

Mit den nachfolgenden Ausfiihrungen soll gezeigt werden, wie es ge-
lingt, durch einen geeigneten Ansatz die Wahrscheinlichkeitstheorie fiir
die Beschreibung von Vorgingen, die durch kontinuierlich wirkende
Ursachen zustandekommen, zu erweitern und ihr einen logisch einwand-
freien Aufbau zu geben. Zum bessern Verstindnis wollen wir folgendes
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Beispiel betrachten: Bei einer Krankenkasse mit einer groen Zahl von
Mitgliedern wurden im Jahr 60 Krankmeldungen auf 100 Mitglieder
beobachtet. Es hat nun einen Sinn und einen praktischen Wert zu wissen,
wie grof3 die Wahrscheinlichkeit ist, da eine Berufsgruppe von z. B.
200 Personen, die wihrend zwe: Jahren unter Risiko gestanden haben,
zufallig mindestens 264 Erkrankungen aufweist statt 240, wie man zu
erwarten hatte. Nach dem iiblichen Verfahren wiirde man folgender-
maflen schlieBen: Insgesamt standen 400 Personen unter einjahrigem
Risiko. Die Wahrscheinlichkeit, krank zu werden, ist bezogen auf das
Jahr als Zeiteinheit 0,6. Gestiitzt auf die Newtonsche Formel

w=E (") o
r=N r

erhilt man fiir n = 400, N = 264 und p = 0,6 als Antwort auf die ge-

stellte Frage die Wahrscheinlichkeit w = 0,008. Dieser Wert ist sehr

klein. Wir werden zeigen, dafl er um ein Vielfaches zu niedrig ist.

Die hier gegebene Darstellung erscheint — selbstverstandlich unter der
Annahme, daf3 sonst alle Voraussetzungen, wie Homogenitiat des Beob-
achtungsmaterials usw. erfiillt sind — logisch einwandfrei. Daf} sie es in
Tat und Wahrheit nicht ist, zeigt folgender Einwand. Wie oben aus-
driicklich erwéahnt, wurde als Zeiteinheit das Jahr gewahlt. Diese Wahl
ist willkiirlich. Man kann mit demselben Recht auch den Monat als Zeit-
einheit wihlen und sollte erwarten konnen, daf3 das Resultat der Berech-
nung dasselbe bleibt. Dies ist indessen nicht der Fall. Nach derselben
SchluBweise wie oben und unter genau gleichen Voraussetzungen hatte
sich die Rechnung wie folgt gestellt: Total standen 200 X 24 = 4800
Personen unter einmonatlichem Risiko und es betrigt die Wahrschein-
lichkeit der Erkrankung pro Person und pro Monat 0,05. Die Newtonsche
Formel ergibt fiir die gesuchte Wahrscheinlichkeit den Wert 0,061 statt
0,008. Diese Diskrepanz laBt eindeutig erkennen, daB die einfache Uber-
tragung der Theorie der Gliicksspiele in dieser noch unentwickelten Form
der besondern Eigenheit der gestellten Aufgabe nicht geniigend Rechnung
tragt.

Mathematische Darstellung

Das Urnenschema. Wir werden im folgenden ein grundlegendes Wahr-
scheinlichkeitsgesetz beweisen, welches die Losung der hier gestellten
Aufgaben und damit auch zahlreicher statistischer Probleme in einwand-
freier Weise durchzufiihren gestattet. Dazu gehen wir, um die Darstellung
moglichst leicht verstindlich zu gestalten, von folgenden Voraussetzungen
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aus. Wir betrachten im ganzen n Dinge, die wir Elemente nennen wollen.
Es kann sich dabei um Personen einer Gemeinschaft, um irgendwelche,
gegen bestimmte Schiden versicherte Objekte, oder auch um Gas-
molekeln usw. handeln. Wir nehmen ferner an, daB3 diese » Elemente
gewissen bestimmten Gefahren ausgesetzt sind, die wir uns von 1 bis A
numeriert denken. So sind z. B. die Mitglieder einer Sterbekasse der
Gefahr ausgesetzt, an medizinisch weitgehend differenzierbaren Todes-
ursachen sterben zu miissen, die in bestimmter Reihenfolge aufgezihlt
werden konnen. — Schlie8lich wollen wir vorderhand noch voraussetzen,
daf3 die Zahl der ,,unter Risiko‘‘ stehenden Elemente konstant bleibt.
Von dieser Voraussetzung werden wir uns spiter wieder befreien konnen.

Fiir die theoretische Darstellung beniitzen wir folgendes Schema: Wir
denken uns n» Elemente vorgegeben. Die Entscheidung, ob eines derselben
von einer bestimmten Ursache in einem gegebenen Zeitpunkt erfafit wird,
soll durch Auslosung getroffen werden. Die dazu hergestellte Urne ent-
halte eine bestimmte Anzahl s Lose, wovon s, mit 0 und allgemein s; mit s
numeriert sind, so daf gilt: s = s, + 8; + 8, + -+ + 8, und die Wahr-

scheinlichkeit, ein bestimmtes Los zu ziehen w; — i‘;— wird (fir ¢ —

0,1 ... 4). Die Nummer des gezogenen Loses gibt an, von welcher Ursache
ein Element, iiber dessen Schicksal die Auslosung erfolgt, betroffen wird.
Insbesondere soll das Erscheinen eines mit Null numerierten Loses be-
deuten, dafl das betreffende Element in seinem bisherigen Zustand ver-
harrt.

Fir die Rechnung sollen die elementaren Grundgesetze der Wahr-
scheinlichkeitstheorie gelten. Um den logischen Aufbau einwandfrei zu
gestalten, wiren diese Voraussetzungen mit Hilfe von Axiomen ein-
zufithren. Wir glauben indessen, in diesem Zusammenhang auf eine derart
weitgehende Begriindung verzichten zu kénnen, um so mehr, als wir uns
auf die elementaren Sitze der Wahrscheinlichkeitsrechnung beschrinken
konnen.

Wir nehmen nun an, es finden im ganzen m Ziehungen statt. Innerhalb
einer Ziehung wird iiber jedes einzelne Element ausgelost. Bei einer erst-
maligen Ziehung werden somit eine gewisse Anzahl r,; Elemente von der
Losnummer ¢ betroffen werden. Nach Voraussetzung wird bei jeder
Ziehung iiber jedes Element ausgelost, so dafl allgemein fiir die j-te
Ziehung gelten muB}:

To; + 7y + 0+ Ty=mn.
Fiir die Wahrscheinlichkeit, daB als Folge einer ersten Ziehung ein
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Ereignis mit den Zahlen r,; eintrete — das wir symbolisch mit [ry,,7,, ...
r,1] bezeichnen — hat man:

n! wlr wit ... wik
w(l] =
Tor! 711! o0 75!
Bei der zweiten Ziehung moge das Ereignis [ry,, 755, ... ;2] zustande-

kommen. Die entsprechende Wahrscheinlichkeit wird

To2 12 T h2
n! wp wit ... wj

Too ! Tl oo Ppo !

w[2] =

Auf diese Weise fahren wir fort und erhalten schlieBlich als Resultat der
m-ten Ziehung das Ereignis [r,, , 7om s --- 'nm] Mit der entsprechenden
Wahrscheinlichkeit :

n ! wim wim ., witm

Tom! Tim! «o o Thm !

wim] =

Durch diese m Ziehungen ist das allgemeine Ereignis [r;; + <+ + 71,

Tor+ "+ TomseoesTh + - + 74m] eingetreten. Es kommt zustande
mit der Wahrscheinlichkeit
w/(m) = wl[l]w[2] ... w[m] . (1)

Wir stellen uns nunmehr die Aufgabe, die Wahrscheinlichkeit fiir ein
bestimmtes Ereignis [r;,7,...7;], das durch m Ziehungen zustande-
kommt, zu berechnen. Bei dieser Fragestellung ist es gleichgiiltig, wie die
Zahlen r; durch die einzelnen Ziehungen gebildet werden, d. h. der Anteil
der einzelnen Ziehung ist ohne Belang fiir das Endresultat. Die einzige
Bedingung ist, da die Summe 7, + 7;, + - + r;,, = r; ergibt. Mathe-
matisch heiflt das, dal man die Summe iiber alle Wahrscheinlichkeiten
der Form (1) zu bilden hat, fiir welche die r,; der angeschriebenen Be-
dingung geniigen. Es wird:

w, = Y w[llw2]...w[m] =Y

(nf)m w601+“'+fom. . .w£h1+'°-+fhm

]
7‘01! 7'02!. . .rom!. . ‘Thl! Thzl. . 'Thm!

Wenn noch beachtet wird, da ry + », + 7, + - + r, = mn ist, so
wird

(mmn)!
ol ! ... 1!

W,, = wPe wit. .. wik . (2)
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Man iiberzeugt sich von der Richtigkeit dieses Resultates durch die glied-
weise Entwicklung und Vergleichung der Koeffizienten gleicher Potenzen
der w, aus folgender Identitét:

(Wo+w;+ - Fwp)* ... (Wotwy 4+ - +w,)" = (Wo+w, +- - - +w,)™"
wobei auf der linken Seite insgesamt m Polynome stehen sollen.

Grenzubergang. Formel (2) bezieht sich auf m Ziehungen, die wahrend
einer gewissen Zeit ¢ stattfinden sollen. Um die Zeit ¢ und die Zahl der
Auslosungen m explizit in Erscheinung treten zu lassen, machen wir die
Substitution

1
w, =2 fir i=1,2...h . (3)
m

Die u; sollen vorderhand konstante GroBlen bedeuten, die von der Zahl
der Ziehungen unabhéngig sind und deren Bedeutung wir spater noch
kennen lernen werden. ¢ wird im folgenden endlich vorausgesetzt. Durch
die Substitution (3) sind alle GroBlen w; bis auf w, bestimmt.

w, 1aBt sich aus der Relation: wy, + w, + - + w, = 1 berechnen zu:

Wy = 1 — —':Tt— , wobei u, + puy+ -+ - + p, = p gesetzt wurde. Substi-

tuiert man diese Werte in (2), so wird

! ____il__'t_t__ mner L T2 Th¢r
(mn)! po A AR 1)

w,, = . 4
" (mn —7r) rlry! ..o mr *)

Damit erscheint w,, einzig und allein durch die neu eingefiihrten Grofen
i;, m, t und durch » ausgedriickt mit

r=10+ry+ 4 1,.

Den einleitend betrachteten realen Verhiltnissen, nach denen die
Gefahren, welche bestimmte unstetige Ereignisse auslosen, standig vor-
handen sind, kénnen wir dadurch gerecht werden, da3 wir die Zahl der
Ziehungen m innerhalb eines beschrinkten Zeitintervalles sehr grofl und
schlieBlich iiber alle Grenzen hinaus wachsen lassen. Die Gefahr fiir ein
Element, ausgelost zu werden, wichst damit zu einer standigen. Auf diese
Weise gelingt es tatsichlich, die schematische Darstellung so zu erweitern,
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dafl sie mit den realen Verhiltnissen im dargelegten Sinne adiaquat
erscheint. Man erhilt hiefiir folgendes einfache Resultat:

. n' H'l oo outhtr
lim w,, =w = e ,u,,' et (5)
m=oo rylr! oot

Beweis. Es geniigt offenbar nur, die von m abhiangigen Glieder fiir sich
zu untersuchen. Fiir diese erhdlt man der Reihe nach:

(mn)! ( ———‘lﬁi)mn~r

. m
lim —
P m'(mn—r)!

mn—r—+1l-mn—r—+4+2...mn ( __,ut)mn_r:

r
m=oo m

= 52) () 22

=nTe"** w.z.b.w.

Besprechung des erhaltenen Resultates. Wir haben unsere Betrachtungen
absichtlich fiir den allgemeinen Fall von A wirkenden Ursachen durch-
gefiihrt. Spezialisiert man (5) fiir eine einzige Ursache, so wird:

(nut)yr —net
w=———r‘u!Le . (6)

Rein formal stimmt dieser Ausdruck mit der Poissonschen Formel zur
Bestimmung der Wahrscheinlichkeit seltener Ereignisse iiberein. Inhalt-
lich hat er jedoch eine ganz andere Bedeutung. Bei der Poissonschen
Formel handelt es sich streng genommen nicht um ein Gesetz, sondern
lediglich um eine fiir verschiedene Probleme der Wahrscheinlichkeits-
rechnung wichtige Abschiatzung. Im Gegensatz hierzu ist (6) die exakte
Losung einer Aufgabe. An Formel (6) ist nicht die Bedingung gekniipft,
dafl die Zahl » sehr groB sein mul}, wie das bei Poisson vorausgesetzt
werden mufl. Wir stellen ausdriicklich fest, daB (6) fiir beliebiges = gilt.
Khintchine') hat in Verallgemeinerung einer von Borel gegebenen Ent-
wicklung gezeigt, daBl die Poissonsche Formel bei gewissen Aufgaben sehr

1) Khintchine. Asymptotische Gesetze der Wahrscheinlichkeitsrechnung.
Berlin 1933.
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wohl als die exakte Losung erhalten werden kann. Indessen tritt auch bei
Khintchine im Endresultat die Zahl n — Anzahl der Elemente — nicht
mehr auf. Die Tatsache, daB die Poissonsche Formel in der durch (5)
gegebenen allgemeinen Gestalt fiir beliebiges » gilt, erhoht ihre Bedeutung
aullerordentlich, da, dhnlich wie in der Theorie der Gliicksspiele, die
Zahl n sowohl quantitativ als auch qualitativ auf die Wahrscheinlichkeits-
werte EinfluBl hat.

Beispiel. Wir kehren zuriick auf die eingangs erwihnte Aufgabe, die
dem Gebiete der Krankenversicherung entnommen wurde. Wir hatten die
Frage gestellt, wie grol die Wahrscheinlichkeit ist, daB bei 200 Personen,
die zwei Jahre lang unter Risiko stehen, mindestens 264 Erkrankungen
eintreten, wenn der Erwartungswert 240 betragt. Aus Formel (6) erhilt
man fiir den Erwartungswert E = nut. Fiir diesen Wert haben wir 240
zu setzen und erhalten damit

r=co
w = 20 e 240 — 0,067 .

r=264 7T '

Wie man sieht, ist dieses Resultat im Gegensatz zu den friiher gege-
benen Losungen unabhingig von der Wahl der Zeiteinheit, da der Er-
wartungswert direkt in die Rechnung eingeht.

Verallgemeinerung. Sehr wichtig ist nun noch die Tatsache, dafB
Formel (5) sich verallgemeinern 143t und dadurch wesentlich an Bedeu-
tung gewinnt. Es 148t sich namlich zeigen, dafl (5) auch noch gilt, wenn
die GroBen u; und ebenso auch » mit der Zeit Anderungen erfahren.

SchlieBt man an das erste Intervall mit den Werten u,, , 72, und ¢, ein
zweites mit den Werten y,,, 7, und ¢, an und fragt nach der Wahr-
scheinlichkeit fiir das Eintreffen des Ereignisses [r, ,r;,...7,;] wihrend
des Zeitintervalles ¢, + ¢, , so erhalt man hiefiir

— (My a1y + Mo faaty)™ . o o (Mypipg by + Mg fipg B)™ =11 (1) ty—ng (2) tg
7'1 ! 7'2 ! e s 0 rh !

Wiy
mit
u(l) = pyy + pog + o+ + ppy und w(2) = pyg + pos + 0+ s

Dieses Resultat bestatigt man unmittelbar durch Berechnung des Aus-
druckes:

3 (7 pryy 8)™1 < oo (g oy By) B0 o (g pap ta)r . . . (Mg fapg By)™ =1 (1) t—ng p(2) ta

rllloa-rhll 7'12!-..7';,2!
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wobei die Summation iiber alle moglichen Werte von r,; und r,,, die der
Gleichung r;, + r,, = r; geniigen, zu erstrecken ist.

Das angefiihrte Verfahren laf3t sich nun beliebig oft wiederholen, indem
an die ersten beiden ein drittes, an diese ein viertes Intervall usw. ange-
schlossen wird. Auf diese Weise erhilt man schlieBlich:

(Zk'nk by Map) ™ (A;:’”’k b fax)™ - o o (%'nk be Bni)™  _ 2 g k) th

w(t) = e

r! or!l.oor,!

Bezeichnen wir mit n(¢) und () beliebige Funktionen von £, so lassen
sich die Ausdriicke
%1 Ny by Yk (7a)

7
mit Hilfe von Integralen |n(f) u,(t) d¢ darstellen, fiir den Fall, daB n(t)
0

und y,(¢) Treppenfunktionen sind, die im Intervall O bis 7' die diskreten
Werte n,, bzw. u, annehmen. Anderseits wird in der Theorie der Lebesgue-
schen Integrale gezeigt, dal das Produkt von zwei mefbaren Funktionen
wieder eine mefBbare Funktion ist, und daB3 das Integral iiber eine mef-
bare Funktion als Grenzwert von Ober- bzw. Untersummen von der
Form (7a) betrachtet werden kann. Hieraus folgt, daf Formel (7) auch
dann noch richtig bleibt, wenn in (7) die Summen durch Integrale iiber
beliebige meBbare Funktionen n(¢f) bzw. u(t) ersetzt werden. (7) geht
damit iiber in

O, 13

T
(Jn () ua(8) dt)™. .. (éf"(t) () dt)™ -—gn(t)p.(t) dt

w(T)= SR P R ¢ (8)

Diese Gleichung besagt, dafl es nicht notwendig ist, daBl die Groflen
n(t) und u;, (¢) zeitlich konstant bleiben. Die hier abgeleitete Formel bleibt
auch dann noch erhalten, wenn die = (¢) und u(t) zufallige GréBen?) sind.
Damit wird der praktische Wert dieser Formel wesentlich erhoht, denn
in der Praxis sind nicht nur die Anzahlen der unter Risiko stehenden
Elemente, sondern auch die GroBen y,(t) stindigen Schwankungen unter-
worfen; man denke z.B. an die Risikobestdnde der Versicherungs-
gesellschaften.

3) Kolmogoroff. Grundbegriffe der Wahrscheinlichkeitsrechnung.
Berlin 1933.
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Anschlu8 an die Erfahrung

Fiir den Erwartungswert und die Streuung der angefiihrten Verteilung
erhilt man fiir eine Ursache 1+ denselben Wert, namlich fn(t) u;(t) dt.
Fﬁr den wahrscheinlichsten Wert, d. h. den gréBten Wert voon w(T) wird
j‘n(t u;(t) dt = r; oder, wenn angenommen wird, n( ) bleibe wéahrend des
Intervalles 0 bis 7T konstant, so wird j' u;(t) dt = —. Durch diese letzte

Gleichung wird der Zusammenhang zw1schen den theoremschen Groflen
mit den der Beobachtung direkt zu entnehmenden Werten r; und » her-
gestellt. Die Groflen g, (f) haben den Charakter von Wahrscheinlichkeits-
dichten; sie koénnen anschaulich als MaBe fiir die Kriafte betrachtet
werden, die auf die Elemente einwirken und spontane Ereignisse auslosen
oder auch als MaBe fiir die Hohe der Gefahren, denen die Elemente aus-
gesetzt sind. Die u,(¢) konnen beliebige nicht negative Werte zwischen
Null und Unendlich annehmen.

Das durch (8) ausgedriickte Wahrscheinlichkeitsgesetz gilt fiir offene
Gesamtheiten, d. h. fiir beliebig sich andernde Werte von = (). Dieser Fall
bildet in der Praxis die Regel. So ist z. B. die Zahl und Zusammensetzung
der Bevolkerung eines Landes stindigen Anderungen unterworfen. Fiir
Betrachtungen an solchen Gesamtheiten wird durch Formel (8) ein allge-
meiner Zusammenhang vermittelt. Fiir geschlossene Gesamtheiten 1af3t
sich ebenfalls ein allgemeines Wahrscheinlichkeitsgesetz ableiten. Wir
hoffen, in einer spiteren Abhandlung die entsprechenden Resultate be-
kanntgeben zu koénnen.

(Eingegangen den 19. Februar 1942.)
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