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Invariantentheorie algebraischer Formen

Von Conrad Léser, Zurich

Einleitung

Aufgabe der vorliegenden Arbeit ist es, die Invariantentheorie der
algebraischen Formen neu abzuleiten. Wâhrend in den Lehrbùchern viel-
fach von formalen Prozessen Gebrauch gemacht wird, die mit dem Wesen
des Problems nichts zu tun haben, soll hierbei der gruppentheoretische
Kern etwas stârker zur Geltung kommen.

Die weiteste in Betracht kommende Verallgemeinerung des Begriffs
der Invariante ist der der Komitante. Eine solche enthâlt Ausdrûcke in
den Koeffizienten einer Form, auf die eine gewisse irreduzible Substitution

induziert wird, wenn man auf die Variabeln die allgemeine lineare
Substitution ausûbt. Im binâren Fall sind dièse irreduziblen Substitu-
tionen dadurch definiert, daB sie auf die Koeffizienten der Formen in
gewôhnlichem Sinn induziert werden.

Im Falle der w-àren Formen ist die Définition nicht so ohne weiteres
môglich. Eine solche liefert aber die Méthode der Young'schen Symmetrie-
operatoren. Dièse zerlegt die durch wiederholte Komposition der allge-
meinen linearen Substitution entstehende Matrix in irreduzible Bestand-
teile, und dièse stimmen mit den gesuchten Substitutionen iiberein.
In § 1 der Arbeit wird daher dièse Méthode in der fur die Anwendung
brauchbaren Formulierung kurz wiedergegeben.

Komponiert man zwei solcher irreduziblen Substitutionen, so erhebt
sich die fur die Invariantentheorie fundamentale Frage nach den Kompo-
sitionsregeln, welche angeben, wie sich das Résultat wieder in irreduzible
Teile zerlegen lâBt. In § 2 wird dièse Frage dadurch gelôst, daB aile

Kompositionsregeln auf ein System von Grundregeln zuruckgefuhrt
werden, die ihrerseits einer einfachen GesetzmâBigkeit genûgen.

In § 3 werden die gewonnenen Ergebnisse invariantentheoretisch
gedeutet. Es wird gezeigt, wie sich die simultanen multilinearen Komi-
tanten mehrerer Formen angeben lassen und welche Schlùsse daraus
auf die Komitanten von beliebigem Grad einer einzigen Form gezogen
werden kônnen.

SchlieBlich werden in § 4 mit Hilfe der Méthode der Gewichte Anzahl
und Ordnungen der Komitanten von gegebenem Grad berechnet. Als
Anwendung der in § 2 abgeleiteten Kompositionsregeln wird ein Satz

von Deruyts neu bewiesen, der dièse Berechnung sehr vereinfacht.
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Der Fall der binâren Formen wird noch einer besonderen Betrachtung
unterzogen.

Die Arbeit verdankt ihre Entstehung einer Anregung von Prof. A.
Speiser und sehlieBt sich an Kap. 16 seiner ,,Gruppentheorie" (3. Aufl.) an.

§ 1. Die Young'schen Symmetrieoperatoren.

Gegeben seien h Reihen von je n Variabeln

*1 9 • • • » xn

Jede dieser Reihen erfahre die lineare Substitution

Bildet man nun sàmtKche Produkte der Gestalt

x (i) x

die also in jeder Variabelnreihe linear sind, und betrachtet die auf dièse
Produkte induzierte Substitution, so kommt dies offenbar darauf hinaus,
da8 die Ausgangsmatrix

(*11
• • • #ln \

<Xnl-"<XnnJ

k—1 -mal mit sich selbst komponiert wird.
Die so entstehende Matrix ist fur k > 1 nicht mehr irreduzibel, lâBt

sich aber volistàndig in irreduzible Bestandteile zerlegen. Dièse Bestand-
teile entsprechen, wie Frobenius1) bemerkt hat, eindeutig den Darstel-
lungen der vollen Permutationsgruppe vom Grade k, und sie lassen sich
nach Young2) folgendermaBen berechnen:

Man zeichnet ein Schéma von k Feldern, ange-
ordnet in hôchstens n Zeilen, deren Lângen von
oben nach unten monoton abnehmen. In die Fel-
der schreibt man die Zahlen 1, 2, k, wobei
man oben beginnt und innerhalb der Zeilen von
links nach rechts fortschreitet.

Zu jedem Schéma, welches sich auf dièse Art
bilden lâBt, wird ein Operator wie folgt definiert: Man symmetrisiert

l) Ûber die charakteristischen Einheiten der symmetrischen Gruppe,
Sitz. Ber. Berlin 1903, S. 328 ff.

2) On quantitative substitutional analysis, Proc. London Math. Soc. 1901,
S. 97 ff.

1

k

2
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zunâchst uber die Zeilen, d. h. man bildet die Summe aller Permutationen,
die nur die Zahlen innerhalb der Zeilen vertauschen. Auf dièse Summe
wendet man hierauf den ProzeB der Alternation in bezug auf die Spalten
an, d. h. man summiert uber aile Vertauschungen innerhalb der Spalten,
wobei jedoch die ungeraden Permutationen négatives Vorzeichen erhalten.

Den so gewonnenen Operator wendet man auf jedes der Variabeln-
produkte an, und zwar in dem Sinne, da6 die unteren Indizes derjenigen
Variabeln vertauscht werden, deren obère Indizes im Operator der Ver-
tauschung unterliegen. Dann erhàlt man entweder 0 oder eine gewisse
lineare Kombination der Variabelnprodukte. Von den nicht verschwin-
denden Gliedern werden noch diejenigen weggestrichen, welche von
anderen Gliedern linear abhàngig sind. Eine gewisse Willkiir, die dabei
môglich ist, spielt keine Rolle.

Die ûbrigbleibenden Terme bilden nun einen irreduziblen Bestandteil
der Basis, d. h. sie substituieren sich nur unter sich. Die zugehôrige Matrix
bildet also einen der irreduziblen Bestandteile. Zu jedem Schéma, das die
angegebenen Bedingungen erfûllt, gehôrt eine derartige Matrix. Dièse
und nur dièse treten als irreduzible Bestandteile auf, und zwar ein- oder
mehrmals.

Das Schéma enthalte nun je kt f-zeilige Spalten (t 1, 2, n).
Dann liefert die Alternation offenbar aus jedem Variabelnprodukt 0 oder
ein Produkt von je kt £-reihigen Determinanten ; der gesamte Operator
also 0 oder eine Summe derartiger Produkte. Dièse Determinanten lassen
sich als neue Variable auffassen. Andrerseits lassen sich die verschiedenen
Reihen von Variabeln gleicher Art identifizieren, da es hier nur auf die
Transformationseigenschaft, nicht auf die Gestalt der Basis ankommt.
Dieser Gedanke rûhrt schon von Clebsch3) her.

Die zugehôrige Matrix besitzt als Koeffizienten ebenfalls Summen von
Produkten je ht £-reihiger Determinanten der octi. Sie môge -T*^*,,..., a^
heiBen. Da es nur eine einzige w-reihige Déterminante gibt, kann sich
dièse hôchstens als konstanter Faktor herausheben; die Zahl kn liefert
kein Unterscheidungsmerkmal und braucht daher im Index nicht ange-
geben zu werden.

Insbesondere sind A,o,..., o > A, î, o,..., o î • • • î A,..., o,i die Substitutionen,
die auf sàmtliche 1-, 2-, n—1-reihigen Determinanten der Variabeln
ausgeubt werden. J\ 0 0 ist nichts anderes als die Ausgangssubstitution.
Ferner stellt /^....o die identische Substitution, d.h. dieMultiplikation
mit einem konstanten Faktor dar.

8) tïber eine Fundamentalaufgabe der Invariantentheorie, Abh. Gôt-
tingen 1872, S. 1 ff.

275



Die Komposition von Matrizen werde durch ein • Zeichen angedeutet,
bei gleichartigen Matrizen auch durch Potenzierung ; fernerdieZusammen-
setzung aus irreduziblen Bestandteilen durch das +Zeichen. Dièse

Operationen sind nicht mit der ,,Multiplikation" und „Addition" von
Matrizen zu verwechseln; sie erfullen sàmtliche kommutativen, asso-
ziativen und distributiven Gesetze.

Somit lâBt sich das Ergebnis in die Formel fassen :

A,o,*.mO= E ci1,.

Die Koeffizienten c zeigen an, wie oft jeder Bestandteil auftritt. Sie

sind also ganze nicht négative Zahlen, und zwar positiv fur aile Indizes
kl9 •••,^n-i, fur welche n-1

E tkt ^k
n—1

E tkt k (mod. n)

Sie lassen sich iibrigens mit Hilfe der gleichen Méthode auch zahlen-

mâBig berechnen, wovon aber kein Gebrauch gemacht werden soll.
Dagegen sei das Résultat noch einmal kurz in Worten zusammengefaBt.

1 1. Satz: Die irreduziblen Bestandteile der durch wiederholte Komposition
einer Ausgangsmatrix entstehenden Matrix werden geliefert durch die
Méthode der Young'schen Symmetrieoperatoren. Hierbei entspricht jedem
Young'schen Schéma eineindeutig ein irreduzibler Bestandteil, der aber

mehrmals auftreten kann. Die Anzahl der t-zeiligen Spalten im Schéma

zeigt die Dimension in den t-reihigen Determinanten der Variabeln bzw.

der Matrixkoeffizienten an.

% 2. Kompositionsregeln.
Bildet man i\o,.*.,o sukzessive fur die Werte k 1, 2 so erhàlt

man eine n—1-dimensionale Schar von irreduziblen Bestandteilen. Kom-
poniert man zwei derartige Matrizen und bildet wieder die Zerlegung, so

bleibt man innerhalb der Schar. Denn sei

n-l n~l
r

£1 tlso ist r _ p hi** C iL0 0

0i *n-i c J 1.0,....

¦**!,...,*„_! •iiI *„_!
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Es soll jetzt die Aufgabe behandelt werden, die irreduziblen Bestandteile
von r*1....,*»-i'ritl9...,*J.1 anzugeben.

1. Définition: Diet-reihigenDeterminantenderAusgangsvariabeln heifien
Variable t. Art; die Matrix der auf sie induzierten Substitution Grund-
matrix t. Art.

2. Définition: Eine Formel, welche die irreduziblen Bestandteile der
durch Komposition zweier irreduziblen Matrizen entstandenen Matrix angibt,
heifit eine Kompositionsregel. Ist eine der beiden Matrizen eine
Grundmatrix, so heifit sie Kompositions-) Grundregel.

2. Satz: Komponiert man eine beliebige irreduzible Matrix mit der
Grundmatrix s. Art, so erhâlt man aile irreduziblen Bestandteile, indem
man zu dem zur beliebigen Matrix gehorigen Young'schen Schéma auf aile
môglichen Arten durch Hinzufûgen von s Feldern in verschiedenen Zeilen
neue Young'sche Schemata von hochstens n Zeilen bildet und dazu wieder
die entsprechenden Matrizen. Jeder Bestandteil tritt genau einmal auf.

Beweis: Sei rki^kni ein irreduzibler Bestandteil von jT10 ^0; dann
ist A1,...,*n.1"A,..Mo,i(«),o,...to e*n reduzibler Bestandteil von A,of."t!,o-
Wendet man auf diesen einen Young'schen Operator an, so ergibt sich
0, wenn der Operator keinem darin enthaltenen irreduziblen Bestandteil

entspricht ; andernfalls der betr. Bestandteil. Andrerseits liefert der
Operator dann und nur dann 0, wenn im Schéma zwei Ziffern, die im zu

Ai,...,*^! °&eT zu ^o,...,o,i,o,...,o gehôrenden Schéma in einer Spalte
stehen, in die gleiche Zeile zu stehen kommen oder umgekehrt. Dafiir,
da6 dies nicht der Fall ist, ist aber notwendig und hinreichend, daB sich
das Schéma auf die im Satz angegebene Art herstellen làBt. Folglich
liefert ein solches Schéma und nur ein solches einen irreduziblen
Bestandteil.

Es bleibt noch zu zeigen, daB jeder Bestandteil nur einmal auftreten
kann. Dies folgt indes sofort daraus, daB man die eine Variabelnreihe in
der zu der Grundmatrix gehôrenden Basis nur mit je einer Variabelnreihe

1., 2., n—1. Art zu symmetrisieren bzw. zu alternieren braucht,
um sàmtliche Bildungen zu erhalten. Damit ist der Satz bewiesen.

Im allgemeinen gibt es (") verschiedene Môglichkeiten, die s Felder
hinzuzufugen, und daher Bestandteile. Die Anzahl reduziert sich

jedoch, wenn im Ausgangsschema mehrere Zeilen die gleiche Lange
besitzen; denn dann sind diejenigen Schemata zu streichen, in welchen
eine Zeile langer wûrde als die ûber ihr stehende.

Der Satz soll nunmehr in eine Formel gefaBt werden. Das Ausgangs-
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schéma môge je kt, ein erweitertes Schéma je lt £-zeilige Spalten besitzen
n n

(£= 1, n). Daim enthàlt die r. Zeile von oben Zkt bzw. 2Jlt Felder,
und es ergibt sich das Gleichungssystem t==r <=sf

Slt Zkt+ôr (r=l,2, ...,n)
wobei von den Zahlen ôr s den Wert 1 und n—s den Wert 0 besitzen.
Durch Subtraktion je zweier aufeinanderfolgender Gleichungen findet
man : i i s » / i ^ \lr kr + ôr — <5r+1 (r 1, n—\)

Daraus folgt:
/o O,1W,O,...,O E rkl+s1-B2 *n-i+8n-i-8n88

Hierbei ist zu summieren ûber aile Verteilungen der Werte 1 und 0,
fur welche «

fer + (5r — 5r+1 ^0 (r 1, ti—1)

Das heiBt falls kr 0

so sind nur diejenigen Verteilungen zu berucksichtigen, in welchen

âr ^ ôr+1

Im Falle w 2 gibt es nur eine einzige Kompositionsgrundregel, und
dièse lautet _ r
wobei das zweite Glied nur dann wegfâllt, wenn k 0.

Fur n 3 lauten die beiden Grundregeln:

3. Satz ((Jbertragungsprinzip) : Streicht man in einer Orundregel fiir den

Fail n > 2 jeweils den letzten Index sovrie die Verteilungen, in denen <în= 1,

80 ergibt sich eine Grund- oder triviale Regel fur n-l Variable.

Beweis: Durch die Streichung erhâlt man, jenachdem

di, i, ^,+1 ô^ o
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4. Satz (Dualitâtsjyrinzip) : Zu jeder Regel erhalt man eine duale, indem
man aile Indizes in umgekehrter Reihenfolge schreibt. Dièse kann bei

geradem n und muji bei n — 2 mit der ursprilnglichen zusammenfallen.

Beweis :

Ai J»w ' A,...,0,l(*),0 0 E A

àil='"=àin=l ôi9+l 3^ 0

Vertauscht man auf der linken Seite die Reihenfolge der Indizes, so
kann man schreiben

Lâflt man jeder Verteilung der ôr die Verteilung entsprechen

ô'r=l — âr (r 1,..., n)
so folgt

on»-••«Si

Damit ist das Dualitàtsprinzip bewiesen.

5. Satz : Aus den Orundregeln und der trivialen Regel Fkl kn^l
• Fo 0

Ai,...,tn-i ^^ s^ J^6 beliebige Kompositionsregel ableiten.

Beweis: Man teilt jeder Matrix eine Ordnungszahl zu in folgender
Weise:/^ tk besitze eine hôhere Ordnungszahl als r^^^ wenn
entweder

n-l «-1
E tkt> E th[

oder
n-X n—1

"'n—l » • • • > "'r+l "V-f-1

kT<k'r (r n—1, n — 2,...,2)
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Die niedrigste Ordnungszahl hat Fo 0 ; es folgt F10 0. Die weitere
Reihenfolge ist je nach der GrôBe von n verschieden.

Von den Gliedern auf der rechten Seite der Gleiehung

*!,...,*^! ,...,0,I(,),0,...,0
oi,'",on

heiBe dasjenige das Hauptglied, welches die hôchste Ordnungszahl hat.
Nun besitzt

— (n — 1) ôn

n-l
£tkt + s — nôn

den grôBten Wert, wenn ôn 0

in diesem Fall in_! + an-x — ^w in_! + ^w-i

den kleinsten Wert, wenn ^n_x 0 usw.

Das Hauptglied ist also dadurch charakterisiert, dafi

*i ' * • à8 1, (5m • • • ôn 0

und lautet

Es besitzt offenbar auch eine hôhere Ordnungszahl als Fkii kn_t
Da seine Indizes nicht negativ werden kônnen, fallt es niemals weg.

Jede Matrix auBer ro^Q ist aber Hauptglied in mindestens einer
Grundregel. Sei etwa kr8 > 0, so folgt daraus

¦p rir t t-t f rit t / t t ti1 *!,...,&„_! # l *!,...,*„_! — 1 *!,...,*;„_! * V *lf...,&«_!,*:*-l,*s+1,...,*n-i ' i 0,...,0,l(«),0,...,

y' F f

wobei der Strich am Summenzeichen anzeigt, daB sich die Summation
nicht tiber das Hauptglied erstreckt.

Sâmtliche Ausdrucke in der Klammer haben niedrigere Ordnungs-
zahlen als r^ ki^ x. Wendet man auf sie den gleichen ProzeB an und
setzt dièses Verfahren fort, so ist die Komposition nach einer endlichen
Anzahl von Schritten auf wiederholte Komposition von rtl-jitMtfl t mit
Grundmatrizen und der identischen Matrix zuruckgefuhrt. Dies ist im
allgemeinen auf verschiedene Arten môglich.

Damit ist dièse Aufgabe gelôst. Wie leicht ersichtlich, lassen sich das
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fur die Grundregeln angegebene Ûbertragungs- und Dualitàtsprinzip aueh
sinngemàB auf beliebige Kompositionsregeln anwenden.

Fur n 2 liefert das Verfahren die Rekursionsformel

*k * -Mfc' — •*k { -* k'-l * "*1 ^fc'-2 }

mit deren Hilfe sich durch vollstàndige Induktion die allgemeine Kompo-
sitionsregel beweisen lâBt. Dièse lautet:

k ^ h' : />IV iW + !W_i + • • - + 7W+2 + A.*/
Speziell :

Fur n > 2 ist noch ein Spezialfall von besonderer Bedeutung :

6. Satz: Enthalten die zu den zu komponierenden Matrizen gehôrigen
Schemata nur r < n — 1 Zeilen bzw. 1 Zeile, so kônnen im Ergebnis nur
solche Bestandteile auftreten, deren Schemata hôchstens r-{-l Zeilen besitzen.

Der Beweis verlàuft genau gleich wie der des ersten Teils der Grund-
regel. Wiirde nàmlich ein Schéma mehr als r + 1 Zeilen besitzen, so
kâmen Ziffern, die ursprûnglich in der gleichen Zeile standen, in die
gleiehe Spalte, und das zugehôrige Glied mulîte versehwinden.

Die Bedingung, daB das Schéma nur r Zeilen enthàlt, ist gleichwertig
damit, daB nur die ersten r Indizes von 0 verschieden sein kônnen. Somit
lautet der Satz, in die Formelsprache ûbersetzt:

Ai,...^ 0 * /V,0,...,0 E c/i,...,*r+i,0,...,0 -Hi,..., Jr+i,0,...,0

r+1 r

§ 3. Anwendung auf die Invariantentheorie.

Es soll nun mit Hilfe dieser Sàtze eine neue Herleitung der Invariantentheorie

w-àrer Formen auf gruppentheoretischer Grundlage gegeben
werden. Fur binâre Formen hat Speiser4) dièse Aufgabe bereits durch-
gefuhrt.

In der zu Fki kni gehôrigen Basis seien aile Reihen von Variabeln
1., ...,n—1. Art jeweils identifiziert. Versieht man jedes Glied mit
einem symbolischen Koeffizienten und bildet formai die Summe, so

erhâlt man eine n-âre Form im verallgemeinerten Sinne. Die Zahlen

4) Die Théorie der Gruppen von endlicher Ordnung, 3. Aufl. 1937,
S. 230 ff.
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kv &n_i> d. h. die Dimensionen in den Variabeln 1., n—1. Art
heiBen ihre Ordnungen.

Im allgemeinen enthalt eine solche Form nicht aile moglichen Varia -

belnprodukte von gegebenen Ordnungen, sondern nur eine gewisse Anzahl
linearer Aggregate von ihnen. Wohl aberkommen in der zu FQ 0 x 0 0

gehorenden ,,Grundform s. Art" aile Variabeln s. Art lmear vor. Ebenso
enthalt die zu i\0, ,o gehorige Form aile Produkte Je Ordnung der
Variabeln 1. Art; eine derartige ,,Form im speziellen Sinne" entspricht
dem ublichen Begriff der Forai.

Wird auf die ursprunglichen Variabeln xv xn die Substitution
Fx 0 0 ausgeubt, so erfahren die Variabelnaggregate der Form von den
Ordnungen kv ...,^n_1 die Substitution Fki .j.^. Ûbt man gleich-
zeitig auf die Koeffizienten der Form die dazu adjungierte Substitution
Fki .x,^n_1 aus, so bleibt die Form ungeandert, d. h. sie multipliziert sich
bloB mit einem konstanten Faktor. Oder umgekehrt : Ûbt man auf die
Formkoeffizienten Fki kni und auf die ursprunglichen Variabeln
F1OX 0 aus, so bleibt die Form ungeandert.

Komponiert man nun Fki t &ni mit Fk^ kni und erhalt im Ergebnis
den Bestandteil Ft lni, so besagt das folgendes : Ûbt man auf die
Koeffizienten der Formen von den Ordnungen kl9..., &n_x bzw. k[,..., kfn_t

die Substitutionen Fki kni bzw. Fk'x k'ni aus, so gibt es eine Reihe
in den Koeffizienten beider Formen linearer Funktionen, welche dabei
die Transformation Fllt ln_x erfahren. Kombiniert man dièse Glieder
mit den Variabelnaggregaten der Form von den Ordnungen lx..., ln_x,
so erhalt man eine Funktion, die sich nicht andert, wenn man gleich-
zeitig auf die ursprunglichen Variabeln FXq q ausubt. 7^ lni zeigt
also die Existenz einer simultanen bilinearen Komitante der beiden
Formen an.

Die Zahlen lx,..., ln_x heiBen die Ordnungen der Komitante. Ins-
besondere liefert

Fl0 0 eine Kovariante

Fo 0j eine Kontravariante

FOi 0 eine Invariante

d. h. eine Komitante, die auBer den Koeffizienten nur Variable 1. bzw.
n—1. Art bzw. gar keine Variabeln enthalt.

Tritt rt in t
c-mal auf, so gibt es c linear unabhangige Komitanten

dieser Art. Entsprechendes gilt natûrlich auch, wenn das Verfahren auf
mehr als zwei Formen ausgedehnt wird.
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7. Satz: Die Kompositionsregeln liefern unmittelbar die simultanen biline-
aren Komitanten zweier und mittelbar die simultanen multilinearen Komi-
tanten mehrerer Formen.

Den folgenden Betrachtungen sollen der Einfachheit halber nur
Formen im ûblichen, speziellen Sinn zugrundegelegt werden. Dièse wer-
den durch eine Ordnung allein charakterisiert. Besonders wiehtig ist der
Fall, da6 aile Formen von gleicher Ordnung sind.

Da
1 k,0,...,0 <- â 1,0,...,0

so ist auch
P m r~ P km1 £,0,...,0 1,0,...,0

und folglich
P m y /» m p1 fc,0,...,0 ~ ^ C^...Jn-i;^.0v..,0i h,...,ln-i

h,...,ln-i
n~l n—1

£ tlt <£ km 2J tlt km (mod. n)

Wie erwàhnt, lassen sich die Zahlenkoeffizienten mit Hilfe der
Kompositionsregeln ohne weiteres berechnen. Speziell ist nach dem 6. Satz

m<n : rkom 0

Daraus folgt z. B., als Bedingung dafur, daB Fo 0 als Bestandteil
auftreten kann: m^n
Ferner : &ra 0 (mod. n)

Von den simultanen multilinearen Komitanten von m Formen k.

Ordnung gelangt man zu den Komitanten m. Grades in den Koeffizienten
einer einzigen Form k. Ordnung, indem man die entspreehenden
Koeffizienten der m Formen identifiziert. Dabei kônnen keine neuen
Komitanten hinzukommen ; dagegen verschwinden einige identisch und kônnen
gestrichen werden. Die so entstehende Substitution werde mit (rktOfm 0)

bezeichnet. Es gilt also :

(A,o,.w.,o) S cz1,...,*w_1;<r*tot..fIlfo) ri1%...,in^
h h-1
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8. Satz: Die Komitanten m. Grades einer Form sind unter den simul-
tanen multilinearen Komitanten von m Formen enthalten.

9. Satz: Die n-âre Form k. Ordnung kann nur dann Invarianten m. Grades

besitzen, wenn

m^n, km 0 (mod. n)

Im Falle n 2 sind aile Komitanten zugleich Kovarianten und Kontra-
varianten, darunter als Spezialfall die Invarianten. Es gilt die Formel:

10. Satz: Binare Formen von gerader Ordnung besitzen nur Kovarianten
gerader Ordnung. Bei Formen ungerader Ordnung sind Grad und Ordnung
der Kovarianten zugleich gerade oder ungerade; insbesondere nur
Invarianten von geradem Grad môglich.

Die Zahlenkoeffizienten ciu...jn_i;(rje7ot.^io) lassen sich mit den bisher
eingefuhrten Methoden nicht berechnen; vielmehr muB man dazu die
Méthode der Gewichte anwenden, die im nâchsten Paragraphen kurz
entwickelt werden soll. Sind sie aber einmal bekannt, so macht auch die

Berechnung der simultanen Komitanten beliebigen Grades von mehreren
Formen keine Schwierigkeit; denn

ergibt sâmtliche simultané Komitanten der Formen von den Ordnungen
&i> &2> • • • &r> deren Grad in den Koeffizienten der t. Form mt betrâgt.

§ 4. Die Eomitanten von gegebenem Grad.

Die Aufgabe lautet jetzt, zu einer Form von gegebener Ordnung
Anzahl und Ordnungen der linear unabhàngigen Komitanten von
gegebenem Grad zu berechnen. Fur binare Formen wurde sie zuerst gelôst
von Cayley6) und allgemein von Deruyts6).

Bei der speziellen Substitution

5) Second memoir upon quantics, Phil. Transact. London 1856, S. 101 fî.
6) Essai d'une théorie générale des formes algébriques, 1891, S. 131 fî.
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bzw. der durch sie induzierten multipliziert sich jeder Koeffizient der
Form k. Ordnung mit einem Faktor

ei'W- ••• • QJn (!>« *)

Die Zahlen yx, y2,..., yn, die ganz und nicht negativ sind, heifien die
Gewichte des Koeffizienten. Zu vorgegebenen Gewichten gehôrt genau
ein Koeffizient.

Bildet man nun aile verschiedenen Koeffizientenprodukte m. Grades,
so besitzt analog jeder Term die n Gewichte

Die Anzahl der Terme von den Gewichten gx, g2, gn ist gleich der
Anzahl der verschiedenen Zerlegungen des Zahlenkomplexes gx, g2,..., gn
in m Komplexe von n ganzen nicht negativen Zahlen, deren Summe k
betràgt. Oder: sie ist gleich der Anzahl der Zerlegungen des Komplexes
g2, gn in m Komplexe von n—1 ganzen nicht negativen Zahlen,
deren Summe k nicht ubersteigt. Dièse Anzahl werde mit ^2,...,ffn(m,*)
bezeichnet. Derartige Anzahlen heiBen Partitionszahlen.

Andrerseits besitzt die zu jT7i ln_x gehôrige Komitante eine bestimmte
Anzahl von Termen mit den Gewichten gl9 g2, gn. Dièse Anzahl
heiBe eine Gewichtszahl und werde mit zgltg%$...iÇn;iu...tifh.1 bezeichnet.
Sie ist unabhângig davon, in welcher Zerlegung die Komitante auftritt.
Fur eine Invariante, Kovariante oder Kontravariante kann sie nicht
grôBer als 1 werden.

Insgesamt miissen die Komitanten m. Grades soviel Glieder von gege-
benen Gewichten besitzen, als es Koeffizientenprodukte m. Grades von
diesen Gewichten gibt. Daraus folgt das Gleichungssystem :

Hierbei genùgt es, die Gleichungen zu berucksichtigen, in denen

gx ^ g2 ^ • • • ^ 9n

da die ûbrigen nichts neues mehr bringen. Dann besitzt das System
soviel Gleichungen, als es verschiedene Verteilungen der Gewichte oder
verschiedene Zerlegungen der Zahl km in n ganze nicht négative Sum-
manden gibt. Dies ist aber die Anzahl der môglichen Young'schen
Schemata und somit der in Betracht kommenden Komitanten. Folglich
liegen ebensoviel Gleichungen wie Unbekannte vor.

285



Ferner ist, wie man sich leicht ûberlegt:

wenn h

wenn A, von niedrigerer Ordnungszahl

gn-i—ffn

Demnach hat das Gleichungssystem bei zweckmâBiger Anordnung
Diagonalform und die Déterminante 1. Also ist es eindeutig und dureh
ganze Zahlen auflôsbar, und die linear unabhângigen Komitanten
m. Grades der Form k. Ordnung lassen sich bestimmen.

Bei der praktischen Berechnung wirken die Gewichtszahlen stôrend.
Es gelingt jedoch, sie durch einen Kunstgriff auszuschalten, indem man
in geeigneter Weise mehrere Gleiehungen zusammenfaBt. Zu diesem
Zweck definiert man :

wobei ûber aile Verteilungen der Werte 0, 1, n—1 auf die Zahlen

el9 e2, sn summiert wird und das Vorzeichen jenachdem positiv oder
negativ ist, ob die Permutation

/ ex e2 sn \
\ 0 1 n —1 /

gerade oder ungerade ist. Die Bildung ist analog der Déterminante

g2 + (n — 2)

n~(»—1) 9n — (n—2)

Ebenso wie eine Déterminante mit zwei gleichen Zeilen verschwindet,
so wird auch

^^i.at,...,^;/i....,«n-i 0> wenn 9r 9r+i—l •

Es soll nun ein Hûfssatz bewiesen werden.

Voraussetzung : a) gx ^ g2 ^ à gn ^ 0

b) lt ^ 0 (t 1, n — 1)

n—l n
c)

d)
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Behauptung :

sonst

Beweis : Zunàchst ist zu zeigen, daB der Satz fur
gûltig ist. Fur tx 0, e2 1, en n — 1

wird

ln_x 0

0 sonst

Fur andere Werte der et gibt es ein r, derart, daB

da andrerseits gr ^ gf+1

so ist gr — (r — 1) + er > gr+1 — r+ er+1

Zai+fi,...^f"-(
Also

Die Behauptung sei nun bewiesen fiir l[,..., ^_x, wenn Fv 1?..., //J|-l eine

niedrigereOrdnungszahlbesitzt als riu ln_x ; zubeweisen fiir lv.. .,ïn-i,
wobei l8 > 0.

Aus dieser Grundregel folgt leicht :

oi« •••«

Si,..., on
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Fur die Differenzen auf der rechten Seite ist nach Annahme der Satz
bewiesen, wenn sie der Voraussetzung genugen. Dies ist sicher der Fall
in bezug auf die Bedingungen c) und d). Ein GKed, das b) nicht erfullt,
verschwindet ofifenbar; das gleiche gilt, wenn a) nicht befriedigt:

9r—àr< gr+i — àr+1

denn da gr ^ gr+1

so ist gr — ôr {gr+1

Somit :

— ôr+1) — 1

lt=9t-9t+i(*>*) iff**1
0 sonst

E 9r-ôr
Sx,...,8nj 0 sonst

sonst

Sâmtliche Ungleichungs-Bedingungen sind aber schon in den Glei-
chungs-Bedingungen enthalten. So folgt aus

t-i
n

Z 9t—
n—1

n
0

Folglich heben sich die beiden Summen weg, und es ergibt sich:

0
t~9t— 9t+i \t=-

sonst

Damit ist der Hilfssatz durch vollstândige Induktion bewiesen. Wendet
man ihn an auf das System der Gewichtsgleichungen und bildet in ana-
loger Weise
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so folgt:
^ A Zg2t...,gn(m,k)

oder:

n-1
km— £ tlt n__x

+ Eh •

t
9r n tr

Das ist die Formel von Deruyts. Sie besagt :

11. Satz: Anzahl und Ordnungen der linear unabhangigen Komitanten
von gegebenem Grad zu einer Form von gegebener Ordnung lassen sich rein
mit Hilfe der Partitionszahlen berechnen.

Im Falle n 3 lautet die Formel :

%g2,flr3-2(m,k)

"m h ~\~ H ^m li 212
9 •

Fur n 2 erhâlt man die Formel von Cayley:

Die Partitionszahl £ff(mjfc) stellt hier einfach die Anzahl der Zerle-

gungen der Zahl g in m Summanden dar, welche ganzzahlig, nicht negativ
und nicht grôBer als k sind. Sie besitzt einige besondere Eigenschaften,
die fur die Théorie der binàren Formen Bedeutung haben.

Soist Zg[m,k) ^Zgilc.m)

Beweis : Sei g sx + • • • + sm (0 ^ s{ ^ k)

eine der Zerlegungen 1. Art. Dann schreibt man
k

*i 1 + + 1 + 0+...+0
8m=l+ >..+l+Q+ +0

19 CommentarU Mathematici Helvetici *ov



tind erhâlt durch Summation von oben nach unten eine Zerlegung 2. Art.
Die Zuordnung zwischen den beiden Zerlegungen ist eineindeutig.

Daraus folgt: cl;^ cl;ir^
12. Satz (Hermite'sches Beziprozitàtsgesetz) : Jeder Kovariante m. Grades

der bindren Form k. Ordnung entspricht eine Kovariante gleicher Ordnung
und k. Grades der Form m. Ordnung.

Weiterhin lassen sich die Zerlegungen danach einteilen, ob die grôBt-
môglichste Zahl k als Summand tatsàchlich vorkommt oder nicht :

^<m,*) Jg{m,k- g—k(m—l,k)

Ebenso

Nun sei

sodaB

9
km—l

Ferner

Zg (m, t-1) Zg-1 (m, A-l

SehlieBlich

Also

/» m—Cl+k;(rk

0 l=m—1

(k

m— 1

9 'k

k(m — 2)

2)
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Ebenso ist eine Einteilung der Zerlegungen môglich danach, ob 0 als
Summand auftritt oder nicht:

Das gleiche Verfahren liefert die Formel

0 l Je — 1

<

Speziell folgt daraus, da8 aile Kovarianten m. Grades, deren Ordnung
>(k— 2) m ist, Produkte von Kovarianten m—1. Grades mit der Form
sind.

Berechnet man aus der 1. Formel <hh+m ;
un(i setzt diesenWert in

die 2. Formel ein, so ergibt sich als Résultat:

Z (fc —2) (m — 2) — 4

Dièse Rekursionsformel erlaubt es, ohne Zuhilfenahme der Partitions-
zahlen die Kovarianten m. Grades der binàren Form h. Ordnung anzu-
geben, wenn die Kovarianten m—1. Grades der Form bekannt sind. Es

gibt aber nur eine Kovariante 1. Grades, nàmlich die Form selbst.

13. Satz: Fur jede binare Form lassen sich Anzahl und Ordnung der
linear unabhangigen Kovarianten vont Grade 1, 2, 3,... ohne weiteres suk-
zessive anschreiben.

Damit sei dièse Arbeit abgesehlossen. Eine weitere Aufgabe bestunde
darin, die Méthode der Kompositionsregeln auf die Fragen anzuwenden,
die mit der Endlichkeit des Komitantensystems in Zusammenhang
stehen. Hier geniige es, einige schône Sâtze der Invariantentheorie auf
sehr einfache Art neu abgeleitet zu haben.

(Eingegangen den 25. Januar 1939.)
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