Zeitschrift: Comtec : Informations- und Telekommunikationstechnologie =
information and telecommunication technology

Herausgeber: Swisscom

Band: 78 (2000)

Heft: 9

Artikel: Hochleitungsnetz in paketorientierter Technik
Autor: Waber, Kurt W.

DOl: https://doi.org/10.5169/seals-876476

Nutzungsbedingungen

Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich fur deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veroffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanalen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation

L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En regle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
gu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use

The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 11.02.2026

ETH-Bibliothek Zurich, E-Periodica, https://www.e-periodica.ch


https://doi.org/10.5169/seals-876476
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en

DIENSTE UND APPLIKATIONEN

MASS-Zielarchitektur

Hochleistungsnetz

in paketorientierter Technik

Marktfihrerschaft flir Standard-Services (MASS) heisst der bei Swisscom viel
verwendete Begriff. Swisscom will verschiedene Dienstleistungen, darunter
auf IP-Technologie basierende, ISDN-Voice und ISDN-Daten, in einem Multi-

servicenetz produzieren. Zur Realisierung dieses Netzes in neuster Technolo-

gie hat Swisscom mit einem Konsortium von Siemens und Cisco eine Net-

workpartnerschaft vereinbart.

ieses Multiservicenetz setzt fr die
D Ubermittlung der Informations-

flusse verschiedener Netzdienst-
leistungen eine einheitliche, paketorien-

tierte Technik ein und trennt die Anruf-
(Call)-, bzw. Sessions-(Session)- von der

KURT W. WABER, BERN

Verbindungs-(Connection)-Steuerung.
Fir die paketorientierte Ubermittlung
wird eine Multi-Protocol-Label-Swit-
ching(MPLS)-Technologie und zur oben
erwdhnten getrennten Steuerung die Be-
arer Independent Call Control (BICC) ver-
wendet. So kann Swisscom verschiedene
Schnittstellen anbieten, beispielsweise
solche in IP-Technologie, ISDN-Schnitt-
stellen. Diese Schnittstellen werden in-
nerhalb des Netzes auf MPLS sowie BICC
adaptiert. Verschiedene bestehende
Netze und Dienste werden in das neue
Netz migriert.

Einleitung

Die Strategie von Swisscom sieht vor, die
Marktfihrerschaft fur Standard-Services
(MASS) in einem fur moglichst alle
Dienstleistungen einheitlichen Netz si-
cherzustellen. Dieses Multiservicenetz
soll ein Hochleistungsnetz in paketorien-
tierter Technik sein. Das Netz soll glei-
chermassen den wachsenden Bedarf der
Kunden nach Diensten, die auf IP-Tech-
nologie basieren, und bestehende Voice-
dienstleistungen optimal abdecken. Die
optimale Unterstltzung der IP-Technolo-
gie ist in der Strategie von zentraler Be-
deutung, da IP eine herausragende Rolle
einer offenen und weit verbreiteten Da-
tenschnittstelle zwischen Applikationen
und der Ubermittlung spielt. Auf diese
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Weise werden die Dienste oder Applika-
tionen von der Ubermittlung entkoppelt,
was eine schnellere Anpassung an sich
verdndernde Marktbedrfnisse erlaubt.
In diesem Artikel werden primar die
funktionellen Aspekte des Netzes in
neuer Technologie behandelt; Fragen des
Netzbaus wie geografische Standorte
und Kapazitdten sind nicht Gegenstand
der nachfolgenden Betrachtungen. Er-
lautert und definiert werden hauptséach-
lich jene Dienstleistungen, die in das
neue Netz migriert werden, sei es, weil
sie schon eine hohe IP-Konformitat ha-
ben, oder weil sie von ihrer Bedeutung in
ein Netz in neuer Technik migriert wer-
den. Dienste, die nach wie vor in einem
eigenstandigen Netz produziert werden,
fallen ausser Betracht. Aspekte des Netz-
und Servicemanagements kommen auch
nicht zum Zug, weil dadurch der Rahmen
dieses Artikels gesprengt wirde.

Funktionelle Netzstruktur

Die MASS-Architektur entspricht derjeni-

gen von Netzen der neuen Generation.

Diese sind durch zwei Haupteigenschaf-

ten charakterisiert:

— Sie behandeln Call/Session-Steuerung
und Connection-Steuerung getrennt;
diese Trennung entspricht dem Kon-
zept der Bearer Independent Call Con-
trol (BICC), die stark von ITU-T gefor-
dert wurde. Diese Eigenschaft schafft
die Voraussetzung, dass verschiedene
«Teilhaber», die sich in der Call/Ses-
sion-Behandlung unterscheiden, eine
harmonisierte Connection-Steuerung
anwenden koénnen, was eine flexiblere
Anwendung von Connections gestattet
und die Anzahl verschiedener Connec-
tion Types einzuschranken erlaubt.

— Die Nachrichtentbermittlung basiert
auf einem paketorientierten Mechanis-
mus. Dank dieser Eigenschaft konnen
durch einen einzigen Ubermittlungs-
mechanismus (Common Transport) ver-
schiedenste Bedurfnisse abgedeckt
werden, beispielsweise kontinuierliche
(Echtzeit) Informationsfliisse oder eher
sporadische InformationsflUsse zur
Ubermittlung verschieden grosser Volu-
men.

Control

FUNCTIONAL NETWORK ARCHITECTURE

multisenCey

Access Ga}e :

Bild 1. Functional Network Architecture.
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Bild 1, Functional Network Architecture,
gewahrt einen Uberblick tiber die MASS-
Architektur. Diese Darstellung zeigt die
Funktionen verschiedener Abschnitte des
Netzes in einem Schalenmodell.

Bild 2, Functional Elements, zeigt die ver-

schiedenen Elemente und ihre Verkniip-

fung aus einer funktionellen Sicht.

Im Zentrum steht das Kernnetz (Core),

das das Konzept des Common Transport

unterstitzt. Das Konzept des Common

Transport (gemeinsamer Transport) strebt

an, samtlichen Nutzverkehr und nach

Moglichkeit auch den Signalisierverkehr

sowie den Verkehr fir das Netzmanage-

ment Uber das Core abzuwickeln. Das

Core wird gebildet aus einem Multi-Pro-

tocol-Label Switching(MPLS)-Netz.

Um das Kernnetz gruppieren sich ver-

schiedene Netze, die das Kernnetz ge-

meinsam nutzen wollen und damit zu

«Teilhabern» werden. Die verschiedenen

«Teilhaber» haben am IP-Interface Uber

den Provider Edge Zugang zum Core. Die

Provider Edge hat die Aufgabe, die am

IP-Interface den «Teilhabern» angebote-

nen Ubermittlungsdienstleistungen so zu

realisieren, dass das Corenetz funktionell
vereinfacht wird. Die von der Provider

Edge den «Teilhabern» angebotenen

Dienstleistungen werden demnach zum

Teil von der Provider Edge selbst erzeugt

und teils von der Provider Edge bei der

Core bezogen. Ein Beispiel einer durch

die Provider Edge selbst erzeugten

Dienstleistung ist die Bildung von virtuel-

len «Teilhabernetzen», unter dem Namen

VPN, die in der Core nicht sichtbar sind.

Bei den «Teilhabern» der von Provider

Edge und Core angebotenen Dienst-

leistungen werden zwei Klassen unter-

schieden:

— Teilhaber mit Netzen, deren Schicht mit
Netzfunktionen auf der IP-Technologie
basiert. Diese Klasse von Netzen ist in
Bild 1 als «IP-Network» bezeichnet.

— Teilhaber mit Netzen, deren Schicht mit
Netzfunktionen (vorderhand) nicht auf
der IP-Technologie basiert, wie bei-
spielsweise das auf der TDM-Technik
basierende Schmalband-ISDN, oder
Frame-Relay-Netze.

Die oben genannte 2. Klasse von Netzen

ist in Bild 1 als jene Netze erkenntlich,

die Uiber einen Media Gateway Zugang
zur Provider Edge haben. Dazu gehdren

Netze, die mit bestehenden Netzelemen-

ten aufgebaut sind wie beispielsweise

das ISDN, so genannte Legacy Networks
und Netze, in denen ein Multiservice Ac-
cess Gateway den Teilnehmern verschie-
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Bild 2. Functional Elements.

dene Zugangstechniken erméglicht, dar-
unter auch jene, wie sie von Legacy Net-
works bekannt sind.
Ein IP-Network wird mit IP-Technologie
bis zum Kunden hinaus gefthrt und ent-
halt Customer Edge (CE) Routers. Es
handelt sich bei diesem Netz aus Sicht ei-
nes Kunden um ein reines IP-Netz, des-
sen Router im Zentrum durch das MPLS-
Netz virtualisiert werden, was fur den
Kunden nicht sichtbar ist.
Ein Netz, das Uber einen Media Gateway
an die Provider Edge angeschlossen ist,
terminiert typischerweise das IP-Protokoll
im Media Gateway und setzt bis zum
Kunden hinaus andere Netztechnologie
als IP ein. In diesem Fall findet im Media
Gateway eine Adaption zur IP-Technolo-
gie statt. Das Typische bei diesem Netz
ist ferner, dass die Steuerarchitektur im
Zentrum, das heisst ab Media Gateway,
gemadss dem Konzept der Bearer Inde-
pendent Call Control (BICC) aufgebaut
ist, mit der Trennung zwischen Call/Ses-
sion- Steuerung und Connection-Steue-
rung. Das BICC-Konzept ist durch die
Control realisiert, welche die Auftren-
nung besorgt. Der Teilnehmer sieht je-
doch nach wie vor eine traditionelle
Steuerarchitektur.
Die Control steuert das Gesamtnetz oder
einen Bereich davon und ist Drehscheibe
fur verschiedene Steuerarchitekturen.
Der wichtigste Teil der Control ist der
Call and Feature Server, der Uber geeig-
nete Gateways Signalisierbeziehungen
unterhalt mit:
— Netzelementen des Legacy-Netzes (z.B.
mittels ISUP), bzw. Teilnehmeraus-

ristungen, die eine in Legacy Netzen
gebrauchliche Signalisierung anwen-
den (z.B. mittels DSS 1);

— Media Gateways bzw. Multiservice Ac-
cess Gateways zur Steuerung der
Connection (Bearer Control) im Zusam-
menhang mit dem BICC-Konzept;

—andern Call and Feature Servers unter
Nutzung des BICC User Part;

— Multimedia-Teilnehmerausrtstungen,
die das Session Initiation Protocol (SIP)
oder Protokolle der H.323-Familie
(Packet-based Multimedia Communica-
tions Systems) anwenden.

Zur Unterstlitzung bestehender Dienste,

die auf dem Intelligent Network basie-

ren, kommuniziert der Call and Feature

Server via Intelligent Network Applica-

tion Protocol (INAP) mit den Funktionen

des Intelligent Network wie Service Con-
trol Function (SCF) und Specialized Re-
source Function (SRF). INAP ist ein Proto-
koll, das Interaktionen zwischen funktio-
nellen Einheiten des Intelligent Network
unterstatzt.

Fur zuklnftige Dienste stehen Applica-

tion Program Interfaces (API) zur Verfu-

gung. Application Software wird auf ei-
ner separaten Open Service Platform

(OSP) betrieben. Diese Mdglichkeit soll

primar zur Kreation von Converged Ser-

vices durch Zusammenarbeit von Leis-
tungsmerkmalen, so genannten Fea-
tures, von Voice und Data eingesetzt
werden.

Dem Call and Feature Server stehen fer-

ner zur Verfligung:

— ein Remote Access Dial-in User Service
(RADIUS) Server, der die Authentifizie-

57



DIENSTE UND APPLIKATIONEN

rung, Authorisierung und Accoun-
ting(AAA)-Funktionen ausfiihrt. Diese
Funktionen werden bei einem Zugang
zum Internet via ISDN-Anschluss und
Ausristungen wie Network Access Ser-
ver (NAS) oder Remote Access Server
(RAS) notwendig, wobei die Steuerung
mittels RADIUS-Protokoll mit dem Ser-
ver verkehrt. Der Call and Feature Ser-
ver kann auch mit externen RADIUS-
Servers verkehren.

— ein Gatekeeper, der Voice-over-IP-
Dienste sowie Multimediadienste (ITU-T
Empfehlung H.323 bzw. RFC 2543 Ses-
sion Initiation Protocol (SIP)) unterstitzt
und insbesondere die Ubersetzung zwi-
schen Teilnehmernummern (Nummerie-
rungsplan ITU-T Empfehlung E.164)
und IP-Adressen durchfihrt.

Der Bereich des Access kann in zwei

Technologien unterteilt werden:

— bisherige Accesstechnologie, in der
verschiedene Netzelemente ihre dedi-
zierte Technik verwenden, wie bei-
spielsweise das ISDN den Basisan-
schluss (2-mal B-Kanal 64 kbit/s plus
16 kbit/s D-Kanal) oder Mietleitungen
flr den Zugang zu Frame Relay.

— neue, breitbandige Accesstechnologie,
basierend auf xDSL, die bestehende
Anschlusstechniken wie ISDN-Basisan-
schluss (oder analoger Anschluss)
durch Kombination in der physikali-
schen Schicht (Splitter) mit einem breit-
bandigen ATM-Anschluss integrieren.

Eine weitere Funktion ist der so ge-

nannte Service Selection Gateway (SSG).

SSG wird primar eingesetzt in Verbin-

dung mit dem Breitbandaccess und ge-

stattet, den Zugang zu verschiedenen In-
ternet Service Providers (ISP) zu regeln,
ohne den Call and Feature Server zu in-
volvieren. SSG verkehrt Uber ein geeigne-
tes Protokoll mit Authentifizierung,

Authorisierung und Accounting (AAA)

Servers von ISPs, zu denen ein Kunde an

einem von Swisscom betriebenen An-

schluss Zugang verlangt. Abhangig vom

Resultat der Anfrage beim verlangten ISP

wird der Zugang gewahrt oder zurtickge-

wiesen.

Das Konzept heisst: High-Speed-Netz mit

ATM im Access und reines MPLS, das

heisst ohne «ATM Unterbau» in der

Core.

Da das neue Netz nicht «auf der griinen

Wiese» entstehen kann, wird eine Mi-

schung von Substitution (eine be-

stimmte Funktion wird durch eine neue
abgel6st oder ein bestimmter Dienst
wird durch einen neuen abgel6st) und
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VOICE MIGRATION TRANSIT SCENARIO
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Bild 3. Voice Migration Transit Scenario.

Migration (etwas Bestehendes, z.B. ein
Dienst, wird anders realisiert) in eine
zukunftstrachtige Zielarchitektur ange-
strebt.

Ein wichtiger Aspekt der neuen Architek-
tur: Nicht alle Teile des Gesamtnetzes
mussen sich mit allen Funktionen be-
schaftigen — vielmehr wird eine optimale
funktionelle Aufteilung angestebt.

Da eine Migration in die Zielarchitektur
schrittweise stattfindet, werden in gewis-
sen Fallen «Alt» und «Neu» nebeneinan-
der existieren, in andern Fallen werden
«Alt» und «Neu» zusammengeschlos-
sen, da ein Teil «Alt» durch «Neu» sub-
stituiert wird. Dementsprechend gibt es
grundlegende Szenarien, die in den
nachfolgenden Kapiteln beschrieben
sind.

Trunk-Gateway-Szenario

Bei diesem Szenario werden existierende
Knoten mit den Gber das User Network
Interface (UNI) angeschlossenen Teilneh-
mern, beispielsweise Ortsvermittlungstel-
len des Voicedienstes, Uber einen Media
Gateway mit dem neuen Netz verbun-
den. So kann das bisherige Transitver-
mittlungsnetz substituiert werden. Die
Signalisierung der Knoten mit ange-
schlossenen Teilnehmern wird durch den
Media Gateway einem Call and Feature
Server zugeleitet.

Der Call and Feature Server Ubernimmt
die Steuerfunktionen des Transitnetzes.
Ausserdem unterhalt er mit Knoten, in
denen Teilnehmeranschlisse unterge-
bracht sind, Signalisierbeziehungen. Die
Nutzinformation wird durch den Media
Gateway dem Paketnetz zugeleitet. Eine
typische Anwendung dieses Szenarios ist
der Zusammenschluss heutiger IFS-Orts-
vermittlungstellen mit dem neuen Netz,
wie in Bild 3, Voice Migration Transit
Scenario, dargestellt. Eine weiterent-
wickelte Form dieses Szenarios ist der
Einbezug der Gateway-Transitzentrale,
die fur die Interkonnektion mit Provider
of Telecommunications Services (PTS)
vorgesehen ist, wie in Bild 4, Voice Mi-
gration Interconnection Scenario, darge-
stellt. Die beiden Bilder zeigen, welche
Netzelemente durch Funktionen des
neuen Netzes ersetzt werden kénnen.
Im Voice Migration Transit Scenario
muss der Call and Feature Server «nur»
die Fuktionen einer normalen Transitzen-
trale nachbilden, wahrend beim Voice
Migration Interconnection Scenario zu-
satzlich Taxierungs- und Screeningfunk-
tionen dazukommen. Bilder 3 und 4 zei-
gen auch, dass der substituierende Teil
eine Quality-of-Service (QoS) sicherstellt,
die dquivalent zu jener des substituier-
ten Teils ist. Die TDM-Schnittstellen kon-
nen vom Typ E1 oder STM-1 sein.

COMTEC 9/2000



Access-Gateway-Szenario

Bei diesem Szenario werden Teilnehmer
Uber einen Teilnehmeranschluss und ei-
nen Multiservice Access Gateway mit
dem neuen Netz verbunden. So kénnen
neben dem bisherigen Transitvermitt-
lungsnetz auch Knoten mit angeschlosse-
nen Teilnehmern substituiert werden. Die
Signalisierung des Teilnehmers wird durch
den Multiservice Access Gateway einem
Call and Feature Server zugeleitet. Der
Call and Feature Server Gbernimmt die
Steuerfunktionen des gesamten Netzes
und unterhélt mit den Teilnehmerausri-
stungen Signalisierbeziehungen. Die
Nutzinformation wird durch den Multiser-
vice Access Gateway dem Paketnetz zu-
geleitet. Eine typische Anwendung dieses
Szenarios ist die Ablésung heutiger IFS-
Orts- und Transitvermittlungstellen.

Szenarien fiir das Signalisiernetz

In einem Netz verwenden Steuereinhei-

ten verschiedener Knoten zur Steuerung

untereinander Signalisierapplikationen

und unterhalten zum Zweck des Austau-
sches von Steuerinformation Signalisier-
beziehungen. Dabei basieren sie auf den

Diensten eines Signalisiernetzes. Im heu-

tigen Netz wird das netzinterne Signali-

siernetz durch das Signalisiersystem

Nr. 7, gebildet, mit verschiedenen Signa-

lisierapplikationen als Signalisiernetzbe-

nutzer, wie beispielsweise den ISDN User

Part (ISUP). Fur das zukUnftige netzin-

terne Signalisiernetz stehen zwei Optio-

nen zur Auswabhl, die sich auch gleichzei-
tig einsetzen lassen:

— Die Beibehaltung des bisherigen Nr.-7-
Signalisiernetzes, primar als Netz fur
bisherige Signalisiernetzbenutzer.

— Aufbau eines Signalisiernetzes mit den
Mitteln von Provider Edge und Core,
was auch eine Emulation des bisheri-
gen Nr.-7-Signalisiernetzes beinhaltet.

Die Signalisierbeziehungen unter beste-

henden Netzelementen sowie die Signa-

lisierbeziehungen zwischen Call and Fea-
ture Server und existierenden Netzele-
menten sollen weiterhin auf dem existie-
renden Signalisiersystem Nr. 7 basieren,
inklusive der Kommunikation zwischen

Call and Feature Server und der Intelli-

gent Network Platform. Die Signalisier-

beziehung zwischen Call and Feature

Server und dem Media Gateway verwen-

det jedoch Provider Edge und Core als

Signalisiernetz. Bild 3, Voice Migration

Transit Scenario, und Bild 4, Voice Migra-

tion Interconnection Scenario, illustrieren

diesen Zusammenhang.

COMTEC 9/2000

Konvergenz
Im Zusammenhang mit MASS wird oft
von Konvergenz gesprochen. Gewisse
Aspekte der Konvergenz von Diensten
und Schnittstellen sollen erldutert wer-
den. Das Ziel der Konvergenz ist, mog-
lichst alle Dienstleistungen mit vertretba-
rem Adaptionsaufwand auf die MPLS-
Core zu bringen. Die Konvergenz kann
durch zwei Methoden herbeigefihrt
werden:
— durch Substitution
— durch Migration (es ist denkbar, dass
als Folge einer Migration gewisse Funk-
tionen oder Ausristungen zwangsldu-
fig substituiert werden)
Es sollen anhand von illustrativen Bei-
spielen grundlegende Aspekte einer
Konvergenz diskutiert werden. Diese Bei-
spiele beschaftigen sich mit einem netz-
fahigen Protokoll, das (echt) End-zu-End
(d.h. Kunde-zu-Kunde) und nicht nur in
gewissen Netzabschnitten, wie beispiels-
weise ATM im Access als geeignetes
«Forderband» zum Aggregieren von ver-
schiedenen Informationsflissen, ange-
wendet wird.
Es ist bekannt, dass ein erheblicher Teil
der Kunden, die das Frame-Relay-Netz
benutzen, eigentlich IP-over-Frame-Relay
betreiben. In diesem Fall ist die auf
Frame Relay aufgesetzte Protokollschicht
(d.h. IP) selbst netzwerkfahig; IP wird je-
doch durch das den Connectivity Service

DIENSTE UND APPLIKATIONEN

erbringende Netz nicht bearbeitet.
Damit sind im Prinzip die Voraussetzun-
gen gegeben, Frame Relay zu substitu-
ieren. Es gilt allerdings die Bedingung zu
erfillen, dass IP Uber die MPLS-Core eine
im Vergleich mit IP Gber Frame Relay
adaquate Quality-of-Service bietet.

Der Kunde muss in seiner Teilnehmeraus-
ristung den Protokollstack im Bereich
Vernetzung anpassen, indem er den
Frame-Relay-Teil entfernt und den bereits
existierenden IP-Teil als Nutzer des
Connectivity Service definiert. Die
«hdheren» Protokollschichten sehen
diese Anpassungen nicht und die Dienst-
leistung aus Kundensicht (Applikation)
bleibt identisch. Aus «hoherer» Sicht ist
es eine Migration (IP bleibt) und aus
Netzsicht eine Substitution, da Frame Re-
lay verschwindet. Dieses Beispiel andert
den Connectivity Service ohne die
Dienstleistung an einer Man-Machine-
Schnittstelle zu @ndern.

Anders ist die Frame-Relay-Situation,
wenn die auf Frame Relay aufgesetzte
Protokollschicht nicht netzwerkfahig, das
heisst, wenn ein Native-Frame-Relay-
Dienst gefordert ist. In diesem Fall
musste fur eine Konvergenz Frame Relay
durch Adaption migriert werden, damit
eine Abwicklung Uber die MPLS-Core
moglich ist. In diesem Zusammenhang ist
der technische Adaptionsaufwand im
Verhaltnis zum Marktvolumen abzuwa-

<

VOICE MIGRATION INTERCONNECTION SCENARIO
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Bild 4. Voice Migration Interconnection Scenario.
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gen; es ist durchaus moglich, dass aus
okonomischen Gesichtspunkten auf die
Migration verzichtet wird und ein Netz
weiterbesteht, bis von Kundenseite die
Nachfrage nicht mehr besteht.

Eine analoge Ubungsanlage lasst sich auf
ATM anwenden, auf IP-over-ATM und
Native ATM.

Da MPLS in Anspruch nimmt, fur die Un-
terstlitzung von Native IP optimal geeig-
net zu sein, versteht sich von selbst, dass
ein IP-Corenetz leicht in ein MPLS-Core-
netz migrierbar sein sollte, womit ein be-
stehendes IP-Corenetz substituiert wer-
den kann.

Das Prinzip dieser Zusammenhange ist in
Bild 5, Convergence of Services and/or
Interfaces, dargestellt. Auf der rechten
Seite ist das angestrebte Ziel fir die
Netzwerkprotokolle dargestellt. Dieses
schliesst ATM im Access nicht aus, da da-
bei ATM nicht End-zu-End eingesetzt
wird, sondern als IP-over-permanent-
ATM bloss auf einem Abschnitt des Ge-
samtnetzes. Es ist das Ziel, moglichst
nahe beim Kunden auf IP-Technologie zu
migrieren. Der Weg Change End Service
bedeutet, dass ein Kunde seinen bisheri-
gen Dienst aufgibt und durch einen er-
setzt, der optimal durch IP-Technologie
unterstttzt werden kann.

Basierend auf diesem Vorgehen kénnen
verschiedene Migrationsmaglichkeiten
auf deren technische Machbarkeit sowie
den 6konomischen Gewinn hin unter-
sucht werden.

Funktionen verschiedener Netzteile
Die Ubermittlungstechnik fiir das Core-
netz ist Multi Protocol Label Switching
(MPLS). MPLS ist eher ein Switching- als
ein Routingkonzept, das Pakete variabler
Lange durchschalten kann. Funktionelle
Komponenten fir MPLS sind:

— die Forwardingkomponente (Forwar-
ding Component)

- Die Steuerkomponente (Control Com-
ponent), bestehend aus dem Teil Net-
work Layer Routing und dem Teil Label
Distribution.

Der Teil Network Layer Routing wendet

ein herkémmliches Routingprotokoll an,

wie beispielsweise Intermediate System

to Intermediate System (IS-IS), um im

MPLS-Netz Routes zu definieren. Diese

Routes werden basierend auf einem fur

das Routing zwischen Ingress Provider

Edge und Egress Provider Edge relevan-

ten Teil der IP-Adresse identifiziert, ge-

nannt IP Address Prefix. Ein IP Address

Prefix hat Entry-to-Exit-Signifikanz.

Der Teil Label Distribution assoziiert je-

den IP-Address-Prefix mit einem Label

auf einer Link-zu-Link-Basis. Das Forwar-
ding basiert nun auf diesen Labels, die in
einer Label Forwarding Information Base

(LFIB) im Label Switch enthalten sind und

die Durchschaltung des Paketes steuern.

Dabei setzt der Switch fur den nachsten

Abschnitt einen neuen Labelwert ein. Die

Gesamtheit aller Links bildet einen Label-

switched Path zwischen Ingress Provider

Edge und Egress Provider Edge. Ein La-

End
Service

e

Change

Connectivit
¥ FR W Connectivity

Service

User Network
Interface

Edge
Network

Core
Network

CONVERGENCE OF SERVICES AND/OR INTERFACES

=
Change

End Service

Bild 5. Convergence of Services and/or Interfaces.
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bel-switched Path ist einweggerichtet.

Beidwegkommunikation benétigt je ei-

nen Label-switched Path pro Richtung.

Die fur das Forwarding notwendige La-

belinformation ist enthalten im MPLS-

Header, der Bestandteil jedes Paketes ist,

das im MPLS-Netz beférdert wird. Der

MPLS-Header besteht aus ganzen Vielfa-

chen von 32 bits (4 bytes), wobei die 32

bits folgendermassen aufgeteilt sind:

— Label-Feld von 20 bits, das die Identifi-
kation des Pakets, beispielsweise eine
MPLS-Link-Nummer enthalt;

— Class-of-Service-Feld (CoS) von 3 bits,
das das Queueing und die Discardstra-
tegie eines Paketes bestimmt;

— Stack(S)-Feld von 1 bit, das die Defini-
tion von mehreren hierarchischen La-
bels in einem so genannten Labelstack
ermoglicht;

— Time-to-Live(TTL)-Feld von 8 bits, das
die &quivalente Funktion des gleichna-
migen Feldes im IP-Header Gbernimmt.

Der MPLS-Header wird in der Ingress Pro-

vider Edge als «initial» generiert, in der

Core fur die Vermittlung verwendet und

in der Egress Provider Edge entfernt. Da-

bei wird in jedem Knoten der Inhalt des

Labelfeldes Uberschrieben mit dem La-

belwert, der auf dem jeweiligen Link gilt.

Es ist vorgesehen, den Teilhabern die

Maoglichkeit der Bildung virtueller Netze

zu gestatten. Diese werden durch die

Provider Edges gebildet und durch das

Corenetz unterstttzt. Um das zu ermég-

lichen, muss neben dem fur die Vermitt-

lung zur Bildung eines Label-switched

Path notwendigen Label, dem so ge-

nannten Interior Label, ein weiteres La-

bel, das Exterior Label, verfligbar sein.

Der Mechanismus zur Unterstitzung die-

ser Eigenschaft wird «Labelstacking» ge-

nannt und nutzt das oben genannte S-

Feld aus. Das Label fur die Vermittlung

(Interior Label) erscheint zuerst, gefolgt

vom Label zur Identifikation des virtuel-

len Netzes (Exterior Label).

Das hier beschriebene und in der MASS-

Architektur zur Anwendung gelangende

MPLS ist ein so genanntes non-ATM

MPLS.

Die Provider Edge ist der Gateway zum

MPLS-Netz. Die Provider Edge am Ein-

gang zum MPLS-Netz heisst Ingress Pro-

vider Edge und jene am Ausgang Egress

Provider Edge. Die Schnittstelle zum Zu-

bringer, beispielsweise ein Media Gate-

way oder ein Customer Edge Router, ist
ein IP-Interface und jene zur Core ein

MPLS-Interface. Das IP-Interface wendet

auf dem Layer 1 vorzugsweise STM-1 mit
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ATM-Framing an. Als Alternative kommt

Fast Ethernet (100 BT) in Frage.

Die Ingress Provider Edge erzeugt das In-

itial Interior Label fur das Forwarding des

Paketes durch das MPLS-Netz. Das Label

wird aus der IP Destination Address, ge-

gebenenfalls erganzt durch die Kenntnis
von der Zugehorigkeit zu einem VPN, ab-
geleitet.

Das VPN-Konzept ldsst zu, dass eine IP-

Adresse nicht ein-eindeutig ist, das

heisst, verschiedene VPNs haben Adress-

autonomie. Demzufolge kénnen identi-
sche IP-Adressen in verschiedenen VPNs
eine unterschiedliche Egress Provider

Edge als Ziel haben, was verschiedene In-

terior Labels voraussetzt.

Die Provider Edge unterstiitzt ein IP-Inter-

face mit Classes-of-Service (CoS), basie-

rend auf dem Differentiated-Services-An-
satz gemass RFC 2474 DiffServ, und ver-
wendet insbesondere die Codepunkte

(DSCP) gemass Paragraph 4.2.2.1 des

RFC 2474. Diese Classes-of-Service wer-

den in die 3 bit des CoS-Feldes des

MPLS-Header abgebildet. Details der Zu-

ordnung sind noch festzulegen. Als Be-

nutzer des von der Provider Edge ange-
botenen Netzes existieren neben Kunden
auch die Signalisierung sowie Informati-
onsflusse fur Network Management.

Die Ingress Provider Edge unterstutzt

auch die Bildung von VPNs, beispiels-

weise durch Zuordnung von IP-Interfaces
zu VPNs. Das VPN wird durch das Exte-
rior Label identifiziert.

Die wesentlichen Funktionen der Ingress’

Provider Edge sind damit:

1. Bildung des Interior Label, basierend
auf der IP-Adresse, gegebenenfalls un-
ter Berlcksichtigung der Zugehorig-
keit zu einem bestimmten VPN.

2. Screening von DiffServ-Codepunkten
am Eingang, Klassifizierung und Fest-
legung des Wertes des CoS-Feldes des
MPLS-Header.

. Bildung des Exterior Label

4. Behandlung eines MPLS-Paketes mit
geeigneten Warteschlangenmecha-
nismen entsprechend CoS und
Weiterleitung.

Bild 6, Provider Edge and Core Interfa-

ces, zeigt diese Funktionen. In diesem

Bild wird als Beispiel dargestellt, wie

Sprache und Signalisierung, die tber ein

IP-Interface zur Provider Edge gelangen,

durch die Provider Edge behandelt wer-

den.

Die Sprache ist kodiert nach den Vor-

schriften der ITU-T-Empfehlung G.711

(8 kHz Sprachabtastung mit diskreten

w
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Fields within IP Header

PROVIDER EDGE AND CORE INTERFACES

MPLS Header

IP Termination

Layer 1

-II

Media Gateway
G.71

*VPN identification ( preassigned and on
demand VPN): VPN <--> Exterior Label

eLabel binding: IP Dest <--> Interior Label

*CoS mapping (preassigned and user
defined CoS ): DS <--> CoS

=
Call & Feature 6 bit 8 bit 32 bit 20 bit 3 bit 8 bit
Server DS-bits “xxx000” | Cos | s=1 |TTL
MGCP CoS | S=0 |TTL
uDP Provider Edge

RTP MGCP
CoS 1 || CoS 2 || CoS 3 || CoS 4
Queue || Queue || Queue || Queue
[ w | MPLS Edge

[Layer 1 | | Layer 1 |

} | |

I I |

IP-Interface MPLS-Interface

Bild 6. Provider Edge and Core Interfaces.

Werten des abgetasteten Sprachsignales,
dargestellt als 8-bit-Wort; damit ergeben
sich die 64 kbit/s fir Sprachtbermitt-
lung) und verlangt Echtzeittibertragung.
Der Media Gateway definiert die IP
Destination Address, das heisst, die
Adresse der IP-Termination, wohin das IP-
Paket zu liefern ist, und die gemass Diff-
Serv dabei anzuwendende Class-of-Ser-
vice. Diese im IP-Header enthaltenen In-
formationen werden in definierte Werte
des MPLS-Header umgesetzt. Sinnvoller-
weise wird fur «6ffentliche» Sprache ein
separates VPN gebildet.

Die Signalisierung zwischen Call and Fea-
ture Server und Media Gateway erwartet
vor allem wenig Verzégerung (Delay)
und vernachlassigbaren Verlust, da sonst
Signalisiermeldungen wiederholt werden
mussen. Die Signalisierbeziehung zwi-
schen Call and Feature Server und Media
Gateway sind durch ein Paar IP-Adressen
definiert und als Class-of-Service ist eine
hohe Prioritat gefordert. Sinnvollerweise
wird fUr das Signalisiernetz ein separates
VPN gebildet, um seine Integritat zu si-
chern.

Es sind drei Virtual Private Networks
(VPN) dargestellt und die Core unter-
stUtzt vier Classes-of-Service (CoS). Es ist
sichtbar, dass verschiedene VPNs, die die-
selbe CoS verlangen, gemeinsam eine
Warteschlange (Queue) benutzen.

Die Egress Provider Edge entfernt den
MPLS-Header und liefert das IP-Paket
durch das gemass Destination Address,

inklusive Zugehorigkeit zu einem VPN,
bestimmte IP-Interface aus.

Das Corenetz bildet den Forwardingteil
des Multi-Protocol-Label-Switching-
(MPLS)-Netzes und basiert dabei aus-
schliesslich auf den Inhalten der fuhren-
den 32 bit des MPLS-Header, insbeson-
dere dem Interior Label und dem CoS-
Feld.

Die Core ist in der Lage, durch geeignete
Bildung von Warteschlangen (Queues)
maximal acht Classes-of-Service zu un-
terstitzen. Es wird eine Klasse mit einem
absoluten «Discardingverbot» gebildet.
Ferner wird sichergestellt, dass bei einer
Uberbuchung mit «best-effort»-Verkehr
der hochprioritére Verkehr nicht negativ
beeinflusst wird. Es ist zu berticksichti-
gen, dass «best-effort»-Verkehr ein Volu-
men generieren kann, das der maxima-
len Bitrate der Zugangsleitung eines Teil-
nehmers entspricht, keine definierte
Quality-of-Service (QoS) kennt und damit
keinen weiteren Zugangsbeschrankun-
gen unterworfen ist.

Ein Mechanismus zum Schutz des hoch-
prioritéren Verkehrs bei Uberbuchung
stellt sicher, dass nicht jener Verkehr un-
akzeptabel behindert wird, fur den
Swisscom ein Service Level Agreement
eingegangen ist.

Fur gewisse CoS ist das Corenetz derart
konfiguriert, dass Packet Sequence Inte-
grity gewahrleistet ist. Diese Eigenschaft
kann gefordert sein fur Protokolle, die
keine Moglichkeit haben, die urspriingli-
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che Sequenz wieder herzustellen, wenn

einzelne Pakete andere Uberholen wir-

den. Im MPLS-Netz kénnen wohl Pakete

vernichtet werden, beispielsweise im

Rahmen eines Restoring; es werden je-

doch nie Pakete dupliziert.

Bild 7, IP Ingress to MPLS to IP Egress In-

formation Flows, zeigt, wie IP-Informati-

onsflisse durch das MPLS-Netz gefiihrt

werden. Dieses Bild ist auf das Bild 6,

Provider Edge and Core Interfaces, abge-

stimmt (gleiche Anzahl VPNs, gleiche An-

zahl CoS). Es zeigt drei Paare von IP-In-
terfaces, von denen jedes einem unter-
schiedlichen VPN angehort und bezlg-
lich der Verwendung von IP-Adressen

autonom ist. Innerhalb jedes Paares der

IP-Interfaces existieren IP-Source/Destina-

tion-Assoziationen mit individuell zuteil-

baren Classes-of-Service (CoS), im Bild

ausgedrickt durch DS-Codepunkte «u»

bis «z». Es wird ersichtlich, dass sich

Core Switches «nur» mit Interior Label

und CoS beschaftigen und die andere

Steuerinformation fur das Forwarding,

enthalten in Exterior Label und IP-

Adresse, sowie die Nutzinformation des

IP-Paketes (IP Payload) transparent durch-

gereicht werden.

Der Media Gateway adaptiert die Infor-

mationsflisse verschiedener Ubermitt-

lungstechnologien, wie beispielsweise

Time Division Multiplex (TDM), zu deren

Ubermittlung via IP-Technologie. Der

wichtigste Fall durfte die Adaption

zwecks Voice-over-IP sein. In diesem Fall

werden gemass ITU-T-Empfehlung G.711

codierte Sprachsamples kompiliert und

als «kleine Gruppe» mit dem Real-time

Transport Protocol (RTP) zwischen Media

Gateways Ubermittelt. Die wichtigsten

Eigenschaften von RTP sind:

— Detektion von Informationsverlust, ba-
sierend auf Sequenznummern (16-bit-
Feld), die jedoch nicht durch einen CRC
im RTP-Frame-Format gesichert sind.
Ein fehlerhafter RTP-Frame kann basie-
rend auf der Uberprifung der Check-
sum der User Datagram Protocol (UDP)
Protocol Data Unit (PDU) erkannt wer-
den, welche die RTP PDU in der Pay-
load transportiert.

— Identifikation der von RTP Ubermittel-
ten Informationsart, wie beispiesweise
G.711 A-Law, MPEG1/2 Video.

Zugeordnet zu RTP ist das RTP Control

Protocol (RTCP), das den Austausch von

Information beztglich Qualitat erlaubt,

wie beispielsweise Anzahl der verlorenen

RTP-Pakete, Delay. Der Media Gateway

unterhdlt mit dem Call and Feature Ser-
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ver eine Signalisierbeziehung, Uber die
das Media Gateway Control Protocol
(MGCP) lauft. MGCP gestattet die Be-
schreibung von Profilen eines Mediums,
wie beispielsweise der TDM-Kanalstruk-
tur, des IP-Interface, und schafft damit
die Voraussetzungen, dass der Media
Gateway zwei unterschiedliche Medien
miteinander verkntpfen kann.

Bild 6, Provider Edge and Core Interfa-
ces, zeigt die entsprechenden Funktions-
blocke.

Beim Access ist die breitbandige xDSL-
Technik im Vordergrund. Beim Kunden

wird der Access abgeschlossen durch
eine AusrUstung wie xDSL Network Ter-
mination, xDSL Modem oder xDSL Rou-
ter. Diese AusrUstungen bieten verschie-
dene Teilnehmer-Schnittstellen an.

Auf der Netzseite werden bisherige An-
schlussarten wie ISDN-Basisanschluss
durch einen Splitter extrahiert und der
Breitbandteil Uber einen Digital Subscri-
ber Line Access Multiplexer (DSLAM) ge-
fuhrt. In diesem findet eine Aggregation
auf der Basis von ATM-Stromen statt.
Diese ATM-Stréme werden zu einem
ATM-Switch gefihrt, der die Umsetzung

IP-Interfaces

IP INGRESS TO MPLS TO IP EGRESS INFORMATION FLOWS

% Ingress Provider Edge (PE)

IP-Interfaces

Egress Provider Edge |§.

Exterior Label = a

MPLS-Interfaces

Bild 7. IP-Ingress to MPLS to IP-Egress Information Flows.

Media

‘ INAP I ISUPx

I MTPnational

IP-Interface

SIGNALLING NETWORK ARCHITECTURE (NATIONAL)

| Routing Function ||

Call & Feature
Server

: Provider Edge

Bild 8. Signalling Network Architecture National.
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Ve |8
Interface

[ ISUP o |

| ISUP o |

o Routing Function
oM

SIGNALLING NETWORK ARCHITECTURE (INTERCONNECTION)

Call & Feature
Server

MTPinternational

[_uoe |
-~

(STP) zu. Fur die Signalisierung im natio-
nalen Netz sind die entsprechenden na-
tionalen Versionen der Signalisierproto-
kolle zu implementieren, wahrend fiir die
Interconnection entsprechende interna-
tionale Versionen zu verwenden sind.
Bild 8, Signalling Network Architecture
National, und Bild 9, Signalling Network
Architecture Interconnection, zeigen die
beiden Falle. Es sei bemerkt, dass nach
aussen «nur» das Signalisiersystem Nr. 7
verwendet wird, wahrend das Signalisier-
netz der Provider Edge und des Core —
dartber lauft MGCP — ausschliesslich in-
tern verwendet wird. Die Darstellung des
Signalisiersystems Nr. 7 zeigt nur jene
Protokolleinheiten, die im Zusammen-
hang mit den beschriebenen Funktionen
wichtig sind; Protokolleinheiten wie Sig-
nalling Connection Control Part (SCCP)
werden wohl benétigt, sind jedoch hier

Bild 9. Signalling Network Architecture Interconnection.

in IP-Technologie durchfthrt. Die Funk-
tion des DSLAM kann auch in der AusrU-
stung Multiservice Access Gateway inte-
griert sein.

Bei der Implementierung des Signalisier-
netzes kommen verschiedene Techniken
zur Anwendung. Das Signalisiernetz wird
einerseits durch die existierende Technik
des Signalisiernetz Nr. 7 und andererseits
durch ein neues Signalisiernetz via Provi-
der Edge und Core gebildet.

Das Signalisiersystem Nr. 7 ist ein «lo-
gisch» sternférmiges Netz mit dem Sig-
nalling Transfer Point (STP) im Zentrum.
Die Hauptfunktionen des Signalisiernet-
zes werden wahrgenommen durch den
Message Transfer Part (MTP). Es kann un-
terschieden werden zwischen einem na-
tionalen (d.h. dem Signalisiernetz Swiss-
com), einem Interconnection- und einem
internationalen Netzwerk. Die drei Netz-
werke sind durch Network Indicators
(NI), deren Werte international definiert
sind, voneinander unterscheidbar. Die
Zugange zum Signalisiernetz Gberprifen
am Eingang den korrekten Wert des Net-
work Indicator und schitzen damit die
Integritat des Signalisiernetzes. Diese
Funktionen werden weiterhin genutzt.
Das bedingt, dass sowohl der Call & Fea-
ture Server als auch der Media Gateway
in das Signalisiersystem Nr. 7 integriert
werden. Der Call and Feature Server un-
terhalt mit den bestehenden Netzele-
menten Signalisierbeziehungen. Er ist
deshalb «Mitglied» der entsprechenden
Signalisiernetze und hat in jedem Netz,
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assoziiert mit dem Network Indicator
(NI), eine Identitat, den so genannten
Signalling Point Code (SPC). Der Media
Gateway greift an der TDM-Schnittstelle
zu Zentralen auf der Ubertragungs-
schicht auf Zeitschlitze zu, welche die
Signalisierung beférdern, extrahiert von
jeder TDM-Schnittstelle die Signalisierin-
formation zeitschlitzweise und fihrt
diese gebundelt in einem TDM-Strom
(dieser enthalt nur noch Signalisier-
kanéle) dem Signalling Transfer Point

nicht dargestellt. Die Bezeichnungen
MTPnational und MTPinternational impli-
zieren nicht, dass diese Protokolleinhei-
ten funktionell unterschiedlich sein mus-
sen (sie durfen jedoch); sie bezeichnen
jedoch immer die Zugehorigkeit von
MTP-Meldungen zu einem Signalisier-
netz, die durch den NI ermittelt werden
kann.

Verbindungsbehandlung nach dem
BICC-Konzept

Bild 10, Signalling Sequences, zeigt ein
Beispiel eines Verbindungsaufbaus. In
diesem Beispiel steuert ein einziger Call

SIGNALLING SEQUENCES

Call & Feature Server

ISUP»

Bild 10. Signalling Sequences.
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and Feature Server beide involvierten

Media Gateways. Falls mehr als ein Call

and Feature Server beteiligt ist, ist zu-

satzlich zwischen den Call and Feature

Servers ein BICC-Protokoll notwendig.

Die bei diesem Beispiel angewendeten

Protokolle sind:

— Eine (nicht bei jedem Dienst zwingend
notwendige) INAP-Interaktion zwi-
schen einer Service Switching Function
(SSF) in einem Switch und einer Service
Control Function (SCF) im Service Con-
trol Point (SCP). Diese Interaktion lauft
Uber das Signalisiersystem Nr. 7.

— Eine Sequenz von ISUP-Meldungen, die
von MGCP-Meldungen unterbrochen
ist. Die ISUP-Meldungen laufen tber
das Signalisiersystem-Nr.-7 und zeigen
aus der Sicht der Legacyzentralen ei-
nen bekannten Ablauf.

— Eine Sequenz von MGCP-Meldungen,
die dem Zweck dienen, dem Ingress
Media Gateway das Profil der TDM-
Connection mitzuteilen, worauf dieser
eine geeignete IP-Adresse auswahlt,
samt der zugehorigen Port Number so-
wie weiterer Parameter, und das Ergeb-

Glossar

AAA Authentication, Authori-
zation and Accounting

API Application Program
Interface

ATM Asynchronous Transfer
Mode

BICC Bearer Independent Call
Control

CE Customer Edge

CoS Class-of-Service

DiffServ  Differentiated Services
(gemass RFC 2474)

DS Differentiated Services
DSCP Differentiated Services
Code Point
DSL Digital Subscriber Line

DSLAM  Digital Subscriber Line
Access Multiplexer

DSS 1 Digital Subscriber Sig-
nalling System No. 1

E1 Electrical Interface Signal,
248 kbit/s

FR Frame Relay

GPRS General Packet Radio
Service

IFS Integriertes Fernmeldesys-
tem

INAP Intelligent Network
Application Protocol
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nis dem Call and Feature Server mit-
teilt. Der Call and Feature Server teilt
nun dem Egress Media Gateway die
Peer-IP-Adresse mit und verlangt zu-
handen des Ingress Media Gateway

eine lokale IP-Adresse sowie ein zu-
gehoriges Profil der TDM-Connection.
Damit ist die Assoziation zwischen
TDM-Connection und IP-Connection

gemacht.

Summary

MASS Target Architecture

Market leadership for standard services (MASS) — this is how Swisscom intends
to deliver a variety of services on a multiservice network. They include services
based on IP technology, ISDN voice and ISDN data. This multiservice network is
destined to be a high-performance network using packet-based technology.
Swisscom has agreed a network partnership with a consortium of Siemens and
Cisco to realize this network using the latest technology. Swisscom is pursuing a
number of methods including convergence of networks and services, creative
combination of existing products, new innovative services using Internet tech-
nology and decoupling network and applications in order to realize customer
requirements quickly. Target architecture is an initial step and will be adapted to
the requirements of the market in an evolutionary process.

IP
IS-1S

ISDN

ISP
ISUP
[TU-T

LFIB

MASS

MDF
MGCP

MPLS

MTP
NAS
NI
NT
OSP
0SS
PDU
PTS

QoS

Internet Protocol
Intermediate System to
Intermediate System
Integrated Services Digital
Network

Internet Service Provider
ISDN User Part
International Telecommu-
nications Union — Tele-
communications Sector
Label Forwarding Informa-
tion Base
Marktftihrerschaft fir
Standard-Services

Main Distribution Frame
Media Gateway Control
Protocol

Multi Protocol Label
Switching

Message Transfer Part
Network Access Server
Network Indicator
Network Termination
Open Service Platform
Operations Support System
Protocol Data Unit
Provider of Tele-
communications Services
Quality-of-Service

RADIUS

RAS
RFC

RTCP
RTP

SE@Ep

SEE
S@EPR
SIP

SPE
SRF

SSE

SSG
STM-1

SR
TDM
iTE
TR
ubP
UNI
VPN

Remote Authentication
Dial-in User Service
Remote Access Server
Request for Comments
(Internet Engineering
Task Force Standard)
RTP Control Protocol
Real-time Transport
Protocol

Signalling Connection
Control Part

Service Control Funktion
Service Control Point
Session Initiation Protocol
Signalling Point Code
Specialized Resource
Function

Service Switching
Function

Service Selection Gateway
Synchronous Transport
Module, 155,52 Mbit/s
Signalling Transfer Point
Time Division Multiplex
Terminal Equipment
Time-to-Live

User Datagram Protocol
User Network Interface
Virtual Private Network
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Schlussfolgerungen

Dieser Artikel beschreibt den von Swiss-
com gewahlten Weg, mit zukunftsorien-
tierten Losungen am Wettbewerb teil-
zunehmen. Swisscom setzt auf die Kon-
vergenz von Netzen und Diensten, die
kreative Kombination bestehender Pro-
dukte, neue innovative Dienstleistungen
unter Nutzung der Internettechnologie,
Entkopplung von Netz und Applikatio-
nen zwecks rascher Realisierung von
Kundenwdnschen. Die Zielarchitektur ist
ein erster Schritt und wird in einem evo-
lutiondren Prozess neuen Bedurfnissen
des Marktes angepasst. Swisscom ist mit
diesem Netz und den Diensten fir die

Zukunft gerustet.

Facts, Trends und Perspektiven

DIENSTE UND APPLIKATIONEN

Kurt W. Waber trat im Jahr 1971 bei der damaligen Telecom PTT ein, nachdem er
sein Studium als Elektroingenieur HTL abgeschlossen hatte. Er arbeitete als Entwick-
lungsingenieur in der Forschung im Bereich digitale Anschlusstechnik, Vlermittlung
und Signalisierung. Im Rahmen dieser Tétigkeit war er an der Spezifikation des ISDN,
des so genannten SwissNet, beteiligt und vertrat Swisscom mit Beitrdgen in den
entsprechenden internationalen Standardisierungsgremien von ITU-T und ETSI. Kurt
Waber beteiligte sich an Studien des Bereitband-ISDN, basierend auf ATM-Technik,
und war in diesem Gebiet auch international aktiv. Als Sektionsleiter war er verant-
wortlich fir die Systemintegration neuer Funktionen des ISDN und Intelligent
Network im Labornetz Swisscom. Heute ist er Leiter von Engineering Network Inte-
gration und verantwortlich flr Netzarchitekturen, Netzintegrationsaspekte sowie
Kommunikationsprotokolle. Kurt Waber ist \Vorsitzender einer Working Party (WP)
der ITU-T-Studienkommission 11 und zustandig ftir «Common Protocols», diese WP
bearbeitet seit einiger Zeit auch die Konvergenz zwischen «traditionellen» Protokoll-
architekturen und Protokollen und jenen der IP-Technologie.

Das Call Center ist tot -
es lebe das Contact Center

Das Call Center entwickelt sich immer mehr zur Informationsdrehscheibe,
wo alle Kundenkontakte tiber die unterschiedlichsten Medien wie Telefon,
Fax, E-Mail und in Zukunft auch Bild/Video-Telefonie zusammengefiihrt

werden.

enn bis jetzt Gber 80% der
Kommunikation in Unterneh-
men Uber das Telefon ging,

zeigt eine neue Studie der Gartner
Group auf, dass E-Mail in rund zwei bis

ROGER MEILI, BRUTTISELLEN

drei Jahren bereits etwa 40% ausma-
chen werden. Das Call Center wird zum
multimedialen Arbeitsplatz. Durch das
optimale Zusammenspiel von Mensch
und Technik sind Contact Centers in der
Lage, grosse Teile der Geschaftsfunktio-
nen, wie etwa Kundendienst, Marketing
und Bestellannahme zu automatisieren
und durch die hohe Prozessintegration
die Kundenzufriedenheit nachhaltig zu
steigern.

Neue Berufsbilder -

begrenzte Ressourcen

Mit diesen Veranderungen entstehen
neue Berufsbilder. Vor rund einem Jahr
gingen wir von rund 12 000 so genann-
ten Call-Center-Agenten in der Schweiz
aus. Heute durften es bereits gegen
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20 000 sein. Zu 90% handelt es sich
hierbei um Mitarbeiterinnen und Mitar-
beiter in Dienstleistungsunternehmen
wie Banken, Versicherungen, Telekom-
munikationsfirmen, welche eine Basis-
ausbildung, beispielsweise eine kauf-
mannische Lehre, aufweisen. Neben dem
Call-Center-Agenten sind in diesem Um-
feld weitere interessante Berufsmaoglich-
keiten vorhanden, wie Supervisor, Call
Center Manager, Kampagnen-Manager,
Call Center Coach und Ausbildner, im
Bereich Call Center Human Ressource
Management und Systemingenieure, In-
formatiker und Telematiker. Ein Schlis-
selfaktor fur die Weiterentwicklung der
Branche in der Schweiz stellt die Verflig-
barkeit der personellen Ressourcen dar.
Nicht nur auf der Basis der Call-Center-
Agenten, sondern vor allem auch beim
Fuhrungs- und technischen Personal wird
die Rekrutierung immer schwieriger. Dies
wird die Unternehmen auf der einen
Seite zwingen, die Bedingungen fur die
Arbeitspldtze weiter zu verbessern und
auf der anderen Seite die Produktivitat
durch den Einsatz technischer Hilfsmittel
weiter zu erhohen, bzw. einfache Pro-

zesse auf andere, wie internetbasierte
Lésungen zu verlagern. Ein weiterer
wichtiger Punkt stellt die Ausbildung und
die Zertifizierung dar. 2001 werden die
ersten Berufspriifungen fur Call-Center-
Agenten durchgefihrt. Supervisorpri-
fungen und eine Ausbildung fur Call-
Center-Leiter auf der Fachhochschulstufe
werden folgen.

CallNet.ch -

Call Center Network Switzerland
Der Verband ist das Sprachrohr der Call-
Center-Branche in der Schweiz. Er will
dazu beitragen, den Informations- und
Erfahrungsaustausch zwischen den ein-
zelnen Marktpartnern zu férdern. Die
Unabhéangigkeit von speziellen Interes-
sen, seien es Anbieter oder Betreiber, bil-
det die Grundlage fur diese Initiative.
Der Verband hat zurzeit rund 65 Firmen-
mitglieder, welche sich in einem Call-
Center-Betreiber- und einem Anbieter-
netzwerk organisieren. Mit den ange-
schlossenen Firmen reprasentiert
CallNet.ch rund 70% aller Call-Center-
Arbeitsplatze in der Schweiz. Unter
www.callnet.ch steht interessierten Krei-
sen eine Informationsplattform rund um
das Thema Call Center in der Schweiz
zur Verfligung.

Roger Meili, Président CallNet.ch — Call
Center Network Switzerland, Geschéfts-
flihrer optimAS AG flr Marktbearbei-
tung, Brdttisellen.

Quelle: Pressekonferenz zur TeleNetCom 2000.
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