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MPEG-4:

SERVICES AND APPLICATIONS

The new Technology for Multimedia

Following the trends of the information society, the Moving Picture Experts
Group (MPEG) has recently proposed MPEG-4, the new standard for coding
and integration of audio-visual objects. This standard explores all possibili-
ties of digital environment, including the coding of natural audio and video
as well as computer generated objects, such as animated graphics, 3-dimen-
sional virtual reality, and sounds. The end user has now the freedom to inter-
act with the scene by deleting, adding, or repositioning objects. Properties of
objects can also be modified by a simple mouse click. MPEG-4 has been care-
fully designed to scale to different transmission platforms such as wireless or
IP. It means that the content needs to be coded only once and can be auto-
matically played out at different rates with acceptable quality for the com-

munication environment at hand.

— decoder downloadability: PC-based
software for decoding audio and video
data.

In the actual trend of convergence,

MPEG-4 gives telcos new opportunities

to shift business from network provider

to service provider. It is also the first stan-
dard that includes nearly all kinds of digi-
tal media, from synthetic audio to nat-
ural video. Moreover, it really meets the
actual customers expectation. Following

Swisscom CIT-CT long expertise in the

multimedia domain (for example

EP2 Section

BOBAN, EURESCOM HINE, FSAN.

EP9702 is an Exploration Programme active on the residential market segment.
Its main goal is to identify the new technical orientations and business opportuni-
ties for this market segment. To achieve this goal, the program focuses on 3
areas: the multimedia technology (MPEG,DVB), the new home network area and
the access network for supporting these services. EP9702 uses various working
methods, from scenario development to market analysis as well as laboratory de-
monstrators. EP9702 is also active in most important standardisation bodies and
many international projects: ACTS TERA, ACTS ITUNET, ETSI BRAN, EURESCOM

[CT877-2], [CT850-3], [CT-1212-3], [CT-
1273-1], and [CT-1274-1]), experts from
exploration program 2 give, in the para-
graphs below, an insight of the new
MPEG-4 functionality and related im-
pacts on the telecommunication world.

MPEG success Story

MPEG was established in January 1988
with the mandate to develop standards
for coded representation of moving pic-
tures, audio and their combination. It op-
erates in the framework of the Joint
ISO/IEC Technical Committee JTC 1) on

he original scope of MPEG-4

T was the development of very-low
bit rate coding algorithms,

targeting applications such as video-

conference. Anticipating the rapid
convergence of telecommunication,

PHILIPPE SCHROETER, THOMAS BURK-
HARD, BEAT HERRMANN, DANIEL
LEDERMANN, DENIS SCHLAUSS, BERN

computer and broadcast industries,

the MPEG group widened this scope to

meet the challenges of future Multi-

media applications and related environ-

ments. In particular, MPEG-4 addresses

the need for

— universal accessibility and robustness in
error prone environments: awareness
of the network peculiarities, from mo-
bile to fixed networks;

— high interactive functionality: true user
interaction with the content;
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Information Technology and is formally
WG11 of SC29. A large part of the
MPEG membership is made of individu-
als operating in research and academia.
MPEG first activities resulted in MPEG-1,
issued in 1992. This standard was de-

— coding of natural and synthetic data:
new codecs for audio and video cod-
ing;

— compression efficiency: good quality of
the reconstructed data at given bi-

trates; signed for coding progressive video (typi-
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Fig. 1. End-to-end connection, conceptual diagram.
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AUDIO CONTENT AND CODECS
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Fig. 2. Four different types of MPEG-4 audio content can be encoded with five differ-
ent types of codecs. Effects can be added to each of these encoded objects.
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Fig. 3. The MPEG-4 audio codecs and the corresponding bitrate per channel.

cally to be displayed on a PC screen) at a
transmission rate of about 1.5 Mbit/s
and audio at bitrates ranging from 32 to
448 kbit/s, targeting digital storage
(Video-CD and CD-l) as initial applica-
tions. MPEG-2 video was designed for
coding interlaced sequences of images
(typically to be displayed on TV) at trans-
mission rates above 4 Mbit/s. The audio
part of MPEG-2 includes multi-channel
coding (typically allowing multi-language
support, e.g. german, english or surrand
sound) and lower sampling rates. MPEG-
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2 is used for digital video and audio
broadcast (DVB, DAB) and DVD, and will
progressively replace the traditional ana-
logue TV and radio. Audio compression
tools can be used separately. A typical
example is MPEG-2 layer Ill, best known
as mp3 on the Internet, for the compres-
sion of music. A proposed MPEG-3 stan-
dard, intended for High Definition TV
(HDTV), was merged with the MPEG-2
standard when it became apparent that
the MPEG-2 standard met the HDTV re-
quirements. MPEG-4 is the latest Interna-

tional Standard produced by MPEG and
is described in the following sections.
The next step, MPEG-7 will standardize a
way to describe various types of multi-
media information. This description will
be associated with the content itself, to
allow fast and efficient searching for ma-
terial that a user may be interested in.
These types of information include: still
pictures, graphics, audio, video, and in-
formation about how these elements are
combined in a multimedia presentation.

Audiovisual Objects

MPEG-4 is not just an additional com-

pression algorithm with improved perfor-

mance characteristics. Although its initial
goal was very low bitrate coding, the
scope of MPEG-4 evolved to meet the
new needs emanating from the conver-
gence of the PC, broadcasting and
telecommunication worlds. The answer
to this convergence is the object-based
representation of audiovisual scenes. Au-
dio and video components of MPEG-4

are known as objects, e.g. a speech, a

person, a 3-dimensional graphic. These

can exist independently, or multiple ones
can be grouped together to form higher-
level audiovisual bonds, e.g. a talking
person. One strength of this object-ori-
ented approach is that the audio and
video can be easily manipulated. Objects
in a scene are described mathematically
and are given a position in a two- or
three- dimensional space (either for au-
dio or video). Scene modifications can be
done by users interaction.

Another advantage of the object-oriented

approach is that it enables scalable con-

tent, also called layered coding. This adds

a new dimension to the existing scalability

as defined in MPEG-1 and MPEG-2, i.e.

the content scales to the available band-

width at the cost of quality. With layered
coding, a decoder can render lower qual-
ity content by means of basic layers, and
higher quality if the decoding of addi-
tional layer is possible (as a function of
the network and PC resources). The fol-
lowing kinds of scalability are possible:

— Bit rate scalability allows a bitstream to
be parsed into a bitstream of lower bit
rate that can still be decoded into a
meaningful signal. The bit stream pars-
ing can occur either during transmis-
sion or in the decoder.

— Encoder complexity scalability allows
encoders of different complexity to
generate valid and meaningful bit-
streams.
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— Decoder complexity scalability allows a
given bitstream to be decoded by de-
coders of different levels of complexity.

Other advantages of the object-based

representation can be illustrated by the

following examples:

— MPEG-4 coded objects can be coded
only once and stored in multimedia
databases. Thus, one object can be
used interchangeably on many differ-
ent scenes.

— Objects can be stored locally on the
user PC. Thus, on a slow link, only the
most “meaningful” objects can be
transmitted while the “background”
can be generated locally on the PC, or
retrieved from the local database.

— All types of objects, synthetic and nat-
ural, audio or visual can co-exist in a
scene.

The Way to the End-User Screen

The audiovisual objects and composi-
tions have to find their way from the
content provider site to the end user. Fig-
ure 1 represents a conceptual diagram of
an end-to-end connection.

Content provider: In the context of
MPEG-4 content providers should more
likely be called «object providers». They
will provide multimedia objects (Objects
in fig. 1) such as music, 2D visual ob-
jects, graphics, 3D synthetic objects,
speech, etc. How to build these objects
is not part of the MPEG-4 standard.
However, in order to align to the MPEG-
4 needs, media production studios will
need to think object-oriented. The TV
weather forecast is a typical example. A
camera records only the speaker acting
in front of a blue screen, whereas the
background (weather charts) is emanat-
ing from another source (see “Coding of
Visual Objects” section for more details).
Today, these two signals are combined in
the studio prior to broadcasting. With
MPEG-4, the background and fore-
ground (talking person), will be delivered
separately as two audiovisual objects.
Service provider: Encodes each object us-
ing the appropriate MPEG-4 encoder,
composes the audio-visual scene and
multiplexes the resulting elementary
streams (ES). Multiplexing at this stage is
used to group ES with similar QoS re-
quirements, to reduce the number of
network connections, or the end to end
delay. Each multiplexed stream will re-
quire a network connection. Note that
objects can also be retrieved from multi-
media databases.
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Fig. 4. MPEG-4 Parametric codec block diagram.

Network provider: Translates the multi-
plexed signal into the protocol of each
network (ATM, UDP/IP, etc.). Note that
the exact translations from the QoS para-
meters set for each media to the net-
work QoS are beyond the scope of
MPEG-4 and are left to be defined by
network providers. MPEG-4 has been
carefully designed to scale to different
transmission platforms such as wireless
or IP. It means that the content needs to
be coded only once and automatically
played out at different rates with accept-
able quality for the communication envi-
ronment at hand.

End-user: On this side, the MPEG-4 sig-
nal coming from the network enters a
demultiplexer. The resulting elementary
streams are decoded and fed into a com-
positor which reconstructs the audio-vi-
sual scene to be played on appropriate
devices (PC display, TV screens, speak-
ers). Note that objects can be locally
stored in databases. The end-user has
the freedom to interact with the content
either locally or remotely by sending a
message upstream to the service
provider. For end-users, the MPEG-4
functionalities can potentially be ac-
cessed on single compact terminals such
as PCs, set-top boxes or mobile phones.

Coding of Audio Objects

A big Step forward to the Area of
Multimedia

So far MPEG audio in MPEG-1 or 2 has
been known for compression of natural

music in the area of storage and broad-
casting. MPEG-4 audio includes new im-
proved coding algorithms, for all quali-
ties ranging from very low bitrates (be-
low 2 kbit/s) up to higher bitrates (more
than 64 kbit/s per channel). In addition
to music coding, MPEG-4 includes now
speech codecs. However, in order to
meet the needs of the fast growing in-
teractive multimedia world, MPEG-4 au-
dio goes much further than just com-
pression.

New Features to allow a whole new
Future

Compared to the former MPEG stan-
dards the main novelty of MPEG-4 audio
is the handling of audio objects and scal-
ability. A composition of several MPEG-4
audio objects can give a scene like a mu-
sic band consisting of a singer, a piano
player, a bass and drums. Each sound
generated by these musicians will corre-
spond to one audio object, which can be
mono or stereo. The whole composition
is described by the scene description (see
section “Scene Description: Managing
the Objects”), which can be located in a
2D or 3D space. The use of audio objects
allows, for example, that a listener plays,
say the piano, simultaneously with the
band without this latter.

The MPEG-4 audio tools include two
methods for synthesizing sounds. The
first is based on structured descriptions
and the second one on text-to-speech
conversion. The source for the genera-
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tion of synthesized sound can be text
data or so-called instrument descriptions.
Additional coding parameters can pro-
vide effects, such as reverberation and
spatialization. Synthesized sounds enable
very low bitrates and other functionali-
ties, such as play-back at different
speeds at the same pitch, or at different
pitches at the same speed.

Figure 2 (left side) shows the content
which can be handled by MPEG-4 audio.
Objects, such as music, speech, synthe-
sized sound and text, are possible inputs
of an MPEG-4 audio coder. To encode
these different types of sources, five dif-
ferent types of codecs have been stan-
dardized (fig. 2). Effects can be added to
each of the encoded objects which are
finally composed together.

The coders are optimised to work at dif-
ferent bitrates and are adapted to differ-
ent transmission networks (fig. 3).
MPEG-4 standardised a large set of tools
rather than a single generic codec. This
allows a designer to include only the
parts needed for building his application.
In addition, this allows to improve only
parts of the standard in the future. The
encoder side, which includes most of the
complexity, is not part of the standard.
Only the bitstream and the decoder,
which is much simpler than the encoder,
are standardised.

Coding of natural Audio Objects

The natural part of MPEG-4 audio is split
in two parts: music and speech, with re-
spectively T/F (time/frequency) and para-
metric codec for music, and parametric
and CELP (code excited linear predictive)
codecs for speech.

The T/F music codecs are well known
and are similar to the MPEG-1/2 Layer |,
I, I audio codecs [13818-3]. The state-
of-the-art T/F codec is the AAC (Ad-
vanced Audio Coding) codec, which de-
livers stereo FM quality at bitrates around
64 kbit/s and transparent' quality stereo
at 128 kbit/s and higher bitrates. MPEG-
4 has adapted the MPEG-2 AAC codec
and added some new functionality. The
AAC is available in three profiles called
main profile, low complexity profile and
scalable sampling rate (SSR) profile. The
main profile (resp. the low profile) is in-
tended for use when processing, and es-
pecially memory, are not (resp. are) lim-

' Transparent quality means that there is no audible dif-
ference between the original and the encoded se-
quence.
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ited. The SSR profile is used when a scal-
able decoder is needed. The second T/F
codec is the Twin-VQ (transform-domain
weighted interleaved vector quantiza-
tion) which performs well at very low bi-
trates (6 and 8 kbit/s).

When lower transmission bitrates are
available, best music and speech quali-
ties can be achieved by means of para-
metric coding. The idea behind this type
of codec is to decompose an audio sig-
nal into sinusoidal, harmonics and noise
elements (fig. 4).

One MPEG-4 parametric codec for music
and one for speech have been specified
[14496-3]. The music codec runs at bi-
trates from 4 to 16 kbit/s with 8 and 16
kHz sampling rates and the speech
codec from 2 to 4 kbit/s for narrowband
speech. The speech coder runs at the
lowest bitrate known for speech coders
today.

For speech at higher bitrates (4 to 24
kbit/s) a CELP codec for narrowband and
wideband is used. More details can be
found in [14496-3].

With this set of codecs MPEG-4 can han-
dle a large variety of natural content at
the best quality for a specific bitrate
compared to any other existing codec.
The use of scalable options (e.g. the base
layer could be CELP or Twin-VQ encoded
and the upper layer encoded with the
AAC) and the handling of audio object
offers a lot of new possibilities.

Coding of synthetic Audio Objects
The synthetic part of MPEG-4 audio is
separated in the parts of structured au-
dio (SA) and text-to-speech (TTS).

The main idea behind SA is to transmit
the description of a sound rather than
the compressed sound itself. This way of
transmission only needs an extremely
low bitrate. The following tools are part
of SA:

— Structured audio orchestra language
SAOL: This is a describing method for
sound generation (synthesis). It can be
used for the sound generation with
different methods (wavetable, fre-
quency modulation, additive, physical-
modeling, and granular synthesis), as
well as hybrids of these methods. This
allows a user to build his own instru-
ment.

— Structured audio score language SASL:
This language allows controlling (e.g.
timing) the instruments built with
SAOL. It is similar to the known MIDI,
which is less powerful but can be used
instead of SASL. This allows the author
to combine instruments to write
songs.

SA audio allows to describe instruments

and to control them. This could be for

example a synthetic orchestra (designed
in SAOL) playing a melody (written in

SASL). In addition, SA could even be

used to decode natural speech (e.g.

CELP format). In order to do this, the

CELP decoder, used for natural speech,

could be described in SAOL, and trans-

ported together with the CELP bit-
stream (SASL) to the SA decoder. Then,
the SA decoder provides exactly the
same functionality as a standard CELP
decoder. This illustrates that SA can be
used in a very flexible and powerful
way.

Application area

MPEG-4 VISUAL

Video-bitrate

Il |
HDTV
MPEG-2
io- Video
Stadio-Ty - 20 Mbit/s
DVB, DVD
5 MPEG-4 .
Video-CD “'\','?5501 Tl Visual — 1.2 Mbit/s
Video conference ITU-T H.261
Internet - 64 kbit/s
Video phone
ITU-T H.263
Mobile I T T 8 kbit/s
1990 1992 1994 1996 1998 2000

Fig. 5. Visual part of the MPEG-4 standard in relation to earlier standards.
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The text to speech TTS decoder allows
to translate a text into speech using
phonetic symbols and synthesise them
to spoken words. Actually within
MPEG-4 only a TTS interface is stan-
dardised, which allows to implement
TTS within a MPEG-4 system. The
speech signal can be synchronised with
facial animation and natural video con-
tent.

Coding of Visual Objects

Starting with some reflections on the
evolution of video compression stan-
dards, this chapter introduces the new
functionality in the visual domain. Cod-
ing of natural and synthetic objects is
then described a bit more in details. Fi-
nally, robustness aspects in error prone
environment is addressed.

Why a new Standard for Video
Compression?

Conventional video compression stan-
dards bring dedicated solutions with re-
gard to application areas, data rates and
functionality. For example, MPEG-2 is
targeting high quality digital video
broadcast whereas H.263 is more likely
used for video phone and video confer-
encing applications. MPEG-4 is intended
to allow some level of interoperability
with standards such as MPEG-1, MPEG-2
and H.263. This means, conventionally
encoded video objects of these types can
be inserted into an MPEG-4 audiovisual
scene. Furthermore, in its “Visual” part,
the MPEG-4 standard provides new dedi-
cated coding methods for natural and
synthetic visual objects as described in
the following paragraphs. An overview

y
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WEATHER FORECAST
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Transmission

Fig. 6. Production of a weather forecast TV show in existing studio.
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Fig. 7. The VLBV Core and the Generic MPEG-4 Coder.
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of the relationship between the different
standards is shown in figure 5.

On one hand, those new coding meth-
ods built in MPEG-4 conciliate all the dif-
ferent aspects of the previous standards,
and on the other hand they provide im-
portant new functionality.

New Functionality in the Visual

Domain

Current trends show that video are pro-

duced more and more graphic and ob-

ject oriented. TV commercials best exem-
plify this trend by incorporating not only
natural video but also computer gener-
ated 3D graphics, text, charts, and all
other artifacts that could make commer-
cials attractive. This means that already
today, all these “objects” needed to pro-
duce such commercials are generated
separately and composed in professional
studios prior to be transmitted and dis-
played on the customers TV. For exam-
ple, figure 6 shows the mechanism to
produce a typical weather forecast TV
show. A camera records the speaker in
front of a blue background. This allows
to separate the different planes relatively
easily, and to combine the foreground
object (the speaker) with a background.

In this example, it corresponds to a

weather chart generated by a computer.

The resulting scene is then encoded,

transmitted either by satellite or cable

and displayed on the customers TV. The
user interaction is limited to frame ori-
ented functionality, like fast forward,
slow motion, or pause. Interactivity is left
to the TV show producers to compose
the scene.

With MPEG-4, in this example, the fore-

ground and background will be encoded

and transmitted separately, and com-
posed only in the customer’s equipment

(PCs, set-top box, fig. 1). This object-

based coding has thus the following im-

plications:

— Extension of the interactivity to the
end-user: since the objects are com-
posed at the user side, the customers
have potentially similar possibilities as
the studio producers to interact with
the scene (up to the limit offered by
those).

— Higher compression of the content: op-
timized and dedicated algorithms can
be used to encode each type of objects
(video, textured images, 2D and 3D
synthetic objects). For video, this im-
plies the development of new algo-
rithms for the coding of arbitrary
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shaped moving objects (see section
“Video coding”)

— Scene composition is performed at the
user-side: this will modify the produc-
tion environment and allow the end-
user to benefit from the modern pro-
duction environment.

— Object-based bandwidth allocation
(scalability): for example, more band-
width can be allocated to the fore-
ground when transmission capacities
are limited. Also, only the foreground
can be transmitted whereas the back-
ground could be generated locally on
the end-user equipment.

In order to meet the requirements for

the encoding of MPEG-4 streams, the

scene has to be segmented into different
objects according to some semantic
meaning. It is important to mention that
this segmentation phase is not part of

MPEG-4 standard, and is left to the con-

tent provider. There exists two solutions

for segmentation:

— Separate coding of the objects gener-
ated in the studios (as in the example
above)

— Computer-based segmentation of
scenes, taken up as a whole by a cam-
era. This process may require a certain
degree of human supervision since it is
very difficult to teach computers what
semantic objects means.

Although the computer vision commu-

nity has made tremendous progress in

the recent years, reliable computer-based
segmentation remains quite a challeng-
ing project. Thus, whenever possible,
coding of objects should be performed
separately, prior to composition.

Coding of natural Objects

Video coding

A selection of competitive algorithms
has been considered at the beginning of
the standardisation work. In so called
core experiments, these algorithms have
been confronted to the wide spectrum
of requirements in terms of coding effi-
ciency and functionality. The current al-
gorithm is the result of this evaluation
process, but is also open to future im-
provements.

The basic algorithm for encoding video
sequences is based on the hybrid trans-
form algorithm (for example [13818-2]).
The basic principle is known from the
previous standards, but it has been
adapted to the needs of MPEG-4, i.e. the
support of arbitrary shapes. Temporal re-
dundancies (e.g. static parts in the video)

20

are reduced by coding only the differ-
ences between successive frames in a se-
quence. Spatial redundancies (e.g. large
homogenous areas in an image) are re-
duced by special mathematical transfor-
mations. These two processes form the
core of the MPEG-4 video coder and are
used to code conventional rectangular
images and video (see upper part of fig.
7). Moreover, in order to support arbitrary
shapes, the contour information of visual
objects needs also to be coded. The de-
tails of these processes are described in
[N2501].

Figure 8 illustrates a typical usage of the
arbitrary shape coding, and of the ob-
ject-based concept. The video of the
tennis player (without background) is
coded with the new MPEG-4 video en-
coding algorithm. The video of the back-
ground (play field) can be encoded in
the form of so called sprites, which are
static images built from image se-
quences. Thus, for the background, a
compression algorithm for static images
is rather used (section “Still texture ob-
jects”). The background image can be
transmitted first and locally stored in the
customers PC. Then, in order to play the
scene, only camera motion values and
the video of the tennis player have to be
transferred. The new visible background
picture is derived from the locally stored
static sprite through geometric calcula-
tions in the decoder. This enables
streaming video at lower bit rates (only
the video of the tennis player is trans-
mitted).

Still texture objects
Still texture coding is used in MPEG-4 for
several purposes, like coding of still pic-
tures as such, coding of static back-
grounds, and coding of textures for
mapping onto the surface of 2D or 3D
geometrical models. Still texture objects
are encoded with a wavelet? transform
based algorithm. It has the following ad-
vantages compared to standard Discrete
Cosine Transform (DCT) algorithms:
— Enhanced coding efficiency (better
quality/bits-per-pixel ratio);
— More accurate psycho-visual weight-
Ing;

? Like the Discrete Cosine Transform (DCT), which ist
used for motion video in MPEG-4, the wavelet trans-
form brings the picture information into a more ap-
propriate from in order to apply further methods for
compressing data.

* Image dirstortions in form of squares around the ob-
jects contours.

— No blocking artefacts®;

— Better spatial scalability characteristics
with less complexity;

— Easily realizable preview functions.

A similar algorithm is also foreseen for

the future JPEG2000 standard. This latter

will probably replace the current JPEG

standard, which is very popular on the

web for coding of still pictures (jpg exten-

sion).

Coding of synthetic Objects

This chapter deals with synthetic visual
objects encoding, as described in the vi-
sual part of MPEG-4 [N2502]. In addi-
tion, there exist general computer graph-
ics elements which are integrated in the
BIFS tool described in the system part of
MPEG-4 (section "Putting Objects to-
gether”). Short descriptions of the main
synthetic objects and related usage are
listed below:

Face object and facial animation

A 3D (or 2D) face object is a representa-
tion of the human face for portraying
the visual manifestations of speech and
facial expressions. This geometrical
model is adequate to achieve visual
speech intelligibility and lips synchro-
nization. A face object is animated by a
stream of face animation parameters
(FAP) encoded for low-bandwidth trans-
mission. An interesting application of
the animated face object is text-to-
speech (see also section “Coding of syn-
thetic Audio Objects”). A converter
translates phonemes and bookmark to
FAP. These are used to animate the syn-
thetic face, with changes of expression
synchronized with the synthetically spo-
ken text.

Body object and body animation

Body Animation (to be standardised in
MPEG-4 Version 2) is being designed by
the MPEG-4 community to work in a
thoroughly integrated way with
face/head animation. Decoding and
scene description for Body Animation di-
rectly mirror technology already proven
in Face Animation.

Mesh object

Meshes are well suited to represent
mildly deformable objects. Moreover, 2D
dynamic meshes achieve high compres-
sion since only the motion of a limited
number of points (the nodes) has to be
coded. Further information can be found
in [N2459].
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SPRITES ENCODING

Fig. 8. Encoding of background pictures with sprites.

VIRTUAL CONFERENCE ROOM

Object t (€d)

Fig. 9. An MPEG-4 3D Application: Virtual Conference Room.

Robustness in Error Prone
Environment

MPEG-4 provides error robustness and
resilience to allow accessing image or
video information over a wide range of
storage and transmission media. In par-
ticular, due to the rapid growth of mo-
bile communications, it is extremely im-
portant that access is available to audio
and video information via wireless net-
works. This implies a need for useful op-

COMTEC 5/1999

eration of audio and video compression
algorithms in error-prone environments
at low bit-rates (i.e., less than 64 kbit/s).
The error resilience tools developed for
MPEG-4 can be divided into three major
areas. These areas or categories include
resynchronization, data recovery, and er-
ror concealment [N2459]:
— Resynchronization tools, as the name
implies, attempt to enable resynchro-
nization between the decoder and the

Abbreviations

AAC Advanced Audio Coding
(MPEG Audio Codec)

ATM Asynchronous Transmis-
sion Mode

BIFS Binary Format for Scenes

EELP Code Excited Linear Pre-
dictive (Speech Codec)

DAB Digital Audio Broadcast

DMIF Delivery Multimedia Inte-
gration Framework

DVB Digital Video Broadcast

DVD Digital Versatile Disk

ES Elementary Stream

HDTV High Definition Television

IP Internet Protocol

JPEG Join Picture Expert Group

MPEG Motion Picture Expert
Group

PE Personal Computer

QoS Quality of Service

SA Structured Audio

SASL Structured Audio Score
Language

SAOL Structured Audio Orche-
stra Language

T/F Coder Time-Frequency Codec

TS Text-to-Speech

Twin-VQ Transform-Domain
Weighted Interleaved
Vector Quantization

VRML Virtual Reality Modeling
Language

bitstream after a residual error or errors
have been detected.

— Data recovery tools attempt to recover
data that in general would be lost.
These tools are not simply error cor-
recting codes, but instead techniques
which encode the data in an error re-
silient manner.

— Error concealment tries to hide errors,
due to loss of a part of the MPEG-4
stream, by using information that has
been received correctly.

Putting Objects together

What is done with all these encoded ob-
jects? Somehow they must be put to-
gether to build up an audiovisual scene.
Consider the following example that il-
lustrates what could be a typical MPEG-4
application.

Today's video conferencing systems con-
sist of some video windows of the partic-
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ipant and sometimes of a white board,
where everybody can write or sketch a
message. There is no intuitive way to
help using the conference system. With
MPEG-4 there exist tools to make a to-
tally different approach. Not the video is
the main focus, but rather an easy to use

interactive application, that helps the ex-
change of information. A virtual 3D
room is provided by the conference ap-
plication (fig. 9) in which the important
objects are spatially arranged (e.qg. videos
of the participants, graphics, documents
etc.). The user can virtually walk through

SCENE COMPOSITION

2D Background

N
e /
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w downstream /
o control/data /
/7
r Pl <|
k i =)
o
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control/data
y
e |e 2
r

Fig. 10. The composition of an MPEG-4 scene.

SCENE STRUCTURE

background

the room and have a closer look at the
objects, arrange them in a new way,
change the properties of objects (e.g.
mute Paul’s video) and so on. More infor-
mation on one participant can be ob-
tained by a simple mouse click on the
name card, e.g. the company Ed is work-
ing for, his address, etc.

So far only “local interactivity” was
needed to perform the described ac-
tions, i.e. no information is sent back
over the network to do the interaction.
With MPEG-4 much more is possible. Via
a common API the application can have
influence on the object source itself. In
our example this means that a partici-
pant, say Ed, can influence the applica-
tion of his communication partners. They
hear a bell ringing when Ed wants to
have their attention, or Ed's video is
growing and his audio is louder than the
ones of the others when he wants to say
something. Or, more interestingly, Ed
could show the 3-dimensional model of
a new car prototype to illustrate his pre-
sentation.

How is all this done in MPEG-4? What is
needed to build applications that can
talk together? Lets have a look into more
details of the system part of MPEG-4.

Scene Description: Managing the

Objects

In MPEG-4 scenes are composed of indi-

vidual objects as seen in figure 10. The

figure contains compound media ob-
jects, which are built up by objects them-
selves, and other primitive objects®. In
our figure the video and the voice of the
person form a new compounded object.

The background (pyramids) and the im-

age (sphinx) are the other primitive ob-

jects.

The grouping of objects to new objects

allows authors to construct complex

scenes, and enables consumers to ma-
nipulate meaningful (sets of) objects.

More generally, MPEG-4 provides a stan-

dardized way to describe a scene, allow-

ing for example to:

— place media objects anywhere in a
given coordinate system;

—apply transforms to change the geo-
metrical or acoustical appearance of a
media object;

— group primitive media objects in order
to form compound media objects;

— apply streamed data to media objects,

Fig. 11. Logical structure of a scene.
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“ Primitive objects are elementary objects, in contrast to
compound objects.
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in order to modify their attributes (e.g.
moving texture belonging to an object;
animation parameters animating a
moving head);

— change, interactively, the user’s viewing
and listening points anywhere in the
scene.

A special language for describing and

dynamically changing scenes has been

included in MPEG-4 and is called Binary

Format for Scenes (BIFS). A lot of the

functionality of BIFS has been adapted

from the Virtual Reality Modeling Lan-
guage (VRML).

A BIFS scene follows a hierarchical struc-

ture, which can be represented as a tree.

Each node of the graph is a media ob-

ject, as illustrated in figure 11 (note that

this tree refers back to fig. 10). The tree
structure is not necessarily static; node
attributes (e.g. positioning parameters)
can be changed while nodes can be
added, replaced, or removed.

In general, the user observes a scene

that is composed according to the design

of the author. Depending on the degree
of freedom allowed by the author, how-
ever, the user has the possibility to inter-
act with the scene. Operations a user
may be allowed to perform include:

— change the viewing/listening point of
the scene, e.g. by navigation through a
scene;

— drag objects in the scene to a different
position;

— trigger a cascade of events by clicking
on a specific object, e.g. to start or to
stop a video stream;

—select the desired language (German,
English,...) when multiple language
tracks are available;

— more complex kinds of behavior can
also be triggered, e.g. a virtual phone
rings, the user answers and a commu-
nication link is established.

Interaction

In order to make an interactive applica-
tion possible, a whole communication
architecture for managing the different
datastreams is defined, the so called De-
livery Multimedia Integration Framework
(DMIF). DMIF provides the MPEG-4 pro-
grammer with a common interface to es-
tablish and close connections to local
and remote data streams in both direc-
tions (up- and downstream). In addition,
DMIF is responsible for multiplexing the
different datastreams. The delivery tech-
nology, which encompasses transport
network technologies (e.g. Internet, ATM

COMTEC 5/1999
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Fig. 12. Network types and the possible MPEG-4 applications.

infrastructure), broadcast technologies or
local storage, is totally hidden from the
DMIF user (the application) by DMIF. Ad-
ditional functions are to hide the delivery
details from the DMIF user, to manage
QoS sensitive real time channels, to allow
service providers to log resources for us-
age accounting, and to ensure interoper-
ability between end-systems. More de-
tails on DMIF can be found in [N2506a].

New World of Business

This last section concludes the article by
highlighting some consequences of
MPEG-4 on the information society. In
the first paragraph, a classification of
MPEG-4 applications as function of exist-
ing (and future) networks is given.

Possible Applications on current and
future Networks

The available bitrate on a network is one
key parameter which allows applications
to work with a sufficient quality. Figure
12 shows possible applications enabled
with MPEG-4 classified by network
types. In general an application designed
for a specific network will also function
properly on network with higher band-
width.

Some explanations for a choice out of
these applications are displayed below.
Internet multimedia

The Internet community will progres-
sively adopt MPEG-4 as the standard for
compressed audio and video in web
pages. The great benefit for service
providers is that they can prepare the
content in a single form for all different
kinds of service platforms.

For the users, new and sophisticated
voice and video mail systems will be
made available by MPEG-4.

Video streaming

Video on demand: The customer has the
possibility to choose among a large num-
ber of movies. For each movie which is
watched, an individual stream (audio or
audio/visual) is transferred over the net.
The user is able to control the stream via
"VCR-like” buttons, e.g. fast-forward,
play, pause, etc.

Near video on demand: The customer
has the possibility to choose from a lim-
ited number of programs. They are “join-
ing in” the existing streams.

Digital TV

Digital Television (DTV) will change the
nature of television broadcasting since
digital data together with digital
audio/video can be delivered to con-
sumers. Digital data can enhance the
consumers’ viewing experience by pro-
viding a more interactive environment.
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By its very nature, MPEG-4 is perfectly
suited to provide this functionality. Many
new applications will be made possible
through MPEG-4 in combination with
digital TV broadcasting.

Surveillance

The MPEG-4 standard offers compres-
sion tools, which meet the requirements
of surveillance applications. Examples of
such requirements are low encoder com-
plexity, low delay, robustness in error-
prone environments, low bitrate mode
and scalability.

Videoconferencing

MPEG-4 Videoconferencing applications
will provide extended functionality com-
pared to H.320 or H.323 (see paragraph
"Putting Objects together” for a com-
prehensive example).

Video phone

The new object oriented features of
MPEG-4 will allow to enhance the qual-
ity of the scene representation in particu-
lar for low bitrate applications.

Collaborative Scene Visualization
Collaborative Scene Visualization sup-
ports a class of Computer Supported Co-
operative Work (CSCW) applications
where groups of people are working si-
multaneously in distributed locations to
accomplish a task by sharing a common
visual information space.

A trend of this kind of applications is
that they will provide Augmented Reality
(AR). The objective of AR is to create an
environment in which a user perceives
both real and virtual/synthetic (generated
with a computer) objects in a seamless
way.

Tele-learning

The standard of MPEG-4 is able to fulfill

the requirements of telelearning applica-

tions:

— Learning over distance in closed user
groups;

— Possibility to interact with an instructor;

— Interaction between participants;

— Rich tool set for scene representation;

— Networked database Services.

MPEG-4 provides mechanisms to effi-

ciently access multimedia contents from

databases. Such content is described by

attributes, like keywords or numerical

values. The process of segmenting and

describing of multimedia content is part

of MPEG-7.
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The new Culture

If we look at the evolution of the Inter-
net over the last years, we can observe a
steady growth of traffic volume. In this
context the transported content is mov-
ing from poor text to audio and video.
Interactivity and multimedia content is
also the general trend on other plat-
forms (mobile, broadcast). As high-
lighted in this article, MPEG-4 has the

potential to generate these new types of
applications which enable a new culture
of content, service and transport. Tech-
niques like VRML, Java, compression,
natural and synthetic content, scalability
and objects have been adapted from dif-
ferent areas and improved to build a
new powerful standard. MPEG-4 has so
the potential to make true multimedia
happen.
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MPEG-4 allows new services and applica-
tions independently of the transport me-
dia. The same application or encoded se-
guence can adapt to different kinds of
transport networks. Furthermore an
MPEG-4 scene can contain a variety of
different object types, which can be any
kind of synthetic and natural audio,
video and graphics. All these objects can
be independently encoded and reused in
new scenes. All this allows much more
flexible services.

The object based concept of MPEG4 en-
ables an easy way to include interactivity
to an application. This interactivity can
be local or remote and is supported by
the system part of the MPEG4 standard.
Many of the new applications will pro-
duce asymmetrical traffic. Real time and
QoS (e.g. guaranteed bandwidth) as-
pects become more and more important.
Error correction is done within the com-
pression process which makes the trans-
port of the content much more robust.
The compression tools provided are
based on today's most efficient and flexi-
ble techniques.

MPEG-4 is now an available standard.
The first applications have been shown
by Microsoft's multimedia player, which
operates according to the standard. The
next applications will probably be in the
domain of mobile services and equip-
ment. In the broadcast domain, MPEG-4
has been evaluated by the European Nar-
rowband Digital Audio Broadcasting
Group to replace the current analog AM-
broadcasting.
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Zusammenfassung

MPEG-4 - die neue Multimediatechnologie

Den Trends der Informationsgesellschaft folgend, hat die «Moving Picture Coding
Expert Group» (MPEG) einen neuen Standard MPEG-4 fiir die Codierung und In-
tegration von audiovisuellen Objekten vorgeschlagen. Dieser Standard befasst
sich mit allen Moglichkeiten eines digitalen Umfeldes: einerseits mit der Codie-
rung von nattrlichem Audio und Video, und andererseits mit computergenerier-
ten Objekten, wie beispielsweise animierte Grafiken, kinstliche 3D Welten und
Tone. Der Benutzer hat nun die Freiheit mit der Szene zu interagieren, indem er
Objekte I6scht, einfigt oder neu positioniert. Die Eigenschaften eines Objektes
kénnen durch einen einfachen Mausklick modifiziert werden. MPEG-4 wurde mit
der Absicht geschaffen, verschiedene Ubertragungsplattformen, beispielsweise
drahtlose oder IP basierte, zu untersttitzen. Das bedeutet, dass der Inhalt nur ein-
mal codiert werden muss, und mit verschiedenen Bitraten bei ansprechender
Qualitat wieder abgespielt werden kann.
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