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STANDARDISIERUNG

IP Version 6

Das Internet-Protokoll der nachsten Generation

Die neue Version des Internet-Protokolls wurde nicht als radikaler Schritt
weg vom aktuellen und &dusserst erfolgreichen IPv4, sondern als massvolle
Evolution mit vielen Verbesserungen, Vereinfachungen und Erweiterungen
entworfen. Funktionen, die sich in IPv4 bewahrten, wurden in IPv6

tibernommen, andere wurden entfernt.

ewisse Anderungen in IPv6 sind
G nicht revolutiondr, bringen jedoch

entscheidende Verbesserungen
der Funktionalitat und der Architektur:

HANS PETER GISIGER, BERN

— Einfacherer Header:
Um trotz der vervierfachten Adress-
lange die Paket-Headers so effizient
wie moglich zu verarbeiten, wurden
einige der IPv4-Felder weggelassen
oder zur Option erklart.

— Verbesserte Behandlung von Optio-
nen:
Durch die Einfiihrung von Extension
Headers anstelle der variablen Anzahl
Optionen im Header kénnen Optionen
effizienter, flexibler und selektiver be-
handelt werden.

— Erweiterte Routing und Adressierungs-
maoglichkeiten:
IPv6 vergrossert die IP-Adresse von 32
auf 128 Bits, wodurch eine hierarchi-
sche Adressierung mit mehreren Ebe-
nen, eine viel grossere Anzahl von
adressierbaren Knoten und eine einfa-

weitert. Dadurch kénnen Quality-of-
Service und Real-time Services unter-
stltzt werden.

— UnterstUtzung der Security:
IPv6 beinhaltet Erweiterungen, welche
die Authentisierung, die Dateninte-

gritat und Vertraulichkeit untersttzen.

Diese Erweiterungen sind Grundele-
mente jeder IPv6-Implementation.

Evolution des Internet-Protokolls
Die vierte Version des Internet-Protokolls,
die «Sprache» des Internet, ist inzwi-
schen bereits 20 Jahre alt.

Das heutige Internet hatte urspringlich
folgende Zielsetzungen:

- hohe Verfugbarkeit

(militarische Anwendungen)
Dienstevielfalt

heterogene Teilnetze

— verteilte Verwaltung

der Netz-Ressourcen
Wirtschaftlichkeit und

billige Anschlusstechnik.

Um hohe Verflgbarkeit zu erreichen,
wurde die Datengrammtechnik mit we-
nig Zusatzinformationen im Netz und ei-
ner verteilten Verwaltung des Netzes ge-
wahlt.

Die Dienstevielfalt wurde durch Ein-
fUhrung von IP als Netzwerkprotokoll
und TCP/UDP als Transportprotokolle
erreicht.

Durch minimale Anforderungen an die
Subnetze beziglich Zuverlassigkeit und
einer Fragmentierung in IP konnte die
grosse Heterogenitat der Teilnetze zu-
gelassen werden.

An der Technologiefront hat sich in der
Zwischenzeit viel ereignet und der Sie-
geszug des kommerziellen Internet mit
vielen Millionen Benutzern ist nicht mehr
aufzuhalten.

Der unglaubliche Erfolg des Internet

ist aber heute auch sein Problem

— Der Adressbereich der Internet-Adres-
sen droht auszugehen. Diese akute
Gefahr beeintrachtigt das weitere
Wachstum des Internet. Investitionen
bisheriger Nutzer und Anbieter von
Services sind durch das Fernbleiben
neuer Nutzer bedroht.

— Die existierende Adress-Architektur
verhindert ein effizientes Routing fur
Internet-Service-Provider.

IPv4

IPv6

chere Autokonfiguration von Adressen

s . IP Adresse 4 Bytes long Addresses 16 Bytes lange Adressen
moglich wird. - gehen langsam aus — gewaltiger Adressumfang
Mit Anycast-Adressen wird ein neuer — Routing nicht effizient — Routing effizienter
Adresstyp definiert. Eine solche Netzwerk Manuell Autokonfiguration (stateless)
Adresse identifiziert eine Gruppe von Adressen- DHCP optional DHCP obligatorisch (stateless)
Knoten, von denen genau ein Knoten Management Router Discovery optional Router Discovery obligatorisch

! 5 . (plug & play) Neighbor Discovery Detektion
das eintreffende Paket erhalt. Dng Ver- Aufdecken doppeiter Adressen
wendung von Anycast-Adressen in : . . - - .

Sicherheit Retrofit, optional Im Standard obligatorisch ver-

IPv6 ermdglicht Policy Routing, das
heisst, der Pfad durch den der Verkehr
fliesst, kann kontrolliert werden.
— Quality-of-Service-Unterstitzung:

Um die Zugehdrigkeit von Paketen zu
einem bestimmten, vom Sender fur
eine besondere Behandlung bestimm-
ten Verkehrs-Fluss zu markieren,
wurde das Protokoll entsprechend er-
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langt, integriert und flexibel

Quality-of-Service | Optional, Zusatz

Eingebaute Features wie Flow

s0g. home-Agents

(QoS) Labels und Prioritats-Felder zur
Untersttzung der QoS
Mobilitat Retrofit, benotigt fremde und Eingebaut als Extension Headers

in IPv6, Neighbor Discovery and
Autokonfiguration

Tabelle 1. Gegentiberstellung der Haupteigenschaften von IPv4 und IPv6.
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0 4 8 12 16 24 31
Version lIHL  [Service Type Total Length

Identifier N . Flags |Fragment Offset

Time to Live | Protocol Header Checksum

32 Bit Source Address

32 Bit Destination Address

Options

| Padding

32 Bit

Bild 1. IPv4 Packet Header.

- Die Systemverwaltung ist sehr arbeits-
intensiv, komplex und fehleranfallig.
Zurzeit sind keine dynamischen Konfi-
gurationsmoglichkeiten im Mobile-
Bereich vorhanden.

— Sicherheitsbedirfnisse der Anwender
sind inzwischen weit Uber die IPv4-
Infrastruktur-Moglichkeiten hinaus-
gewachsen.

— Die Reservation von Bandbreiten und
Ressourcen kann in IPv4 nicht ange-
messen gelost werden und verhindert
dringend bendétigte Real-time-Anwen-
dungen.

Um diese und ahnliche Probleme zu 16-
sen, wurde von der Internet Engineering
Task Force (IETF), der verantwortlichen
Instanz in der Internet-Standardisierung,
im Jahre 1991 die Arbeit fiir ein neues
Internet-Protokoll in Angriff genommen.
1993 wurde von der IETF eine Arbeits-
gruppe ins Leben gerufen, mit dem Ziel,
ein neues Protokoll zu definieren. IPv6,
eine sinnvolle Kombination verschiede-
ner friiherer Vorschlage, wurde als
zukUnftiger Ersatz von IPv4 ausgewahlt.
Eine wichtige Rolle bei der Wahl von IPv6
als zuktinftiges Protokoll spielte die Mog-
lichkeit einer sanften Migration von IPv4
auf IPv6 und der moglichen Koexistenz
beider Protokolle und deren Interopera-
tion Uber lange Zeit. Tabelle 1 stellt die
wichtigsten Eigenschaften beider Proto-
kolle, IPv4 und IPv6, gegeniiber.

Ist IPv6 ein Mythos oder Realitat?
Will man nicht riskieren, erst zu reagie-

0 4 12

neu definiert oder umbenannt
weggelassen

ren, wenn das Internet (IPv4) zusammen-
bricht, muss man sich heute mit IPv6 be-
schaftigen. Seit mehr als finf Jahren
wird an IPv6 entwickelt, und seit einem
Jahr befindet sich ein Public Domain Net-
work im Test. Um zu tberpriifen, womit
sich die IT-Industrie heute befasst, kon-
nen die Aktivitdten im 6Bone konsultiert
werden. Der 6Bone ist ein 6ffentliches
Testbed zur Unterstiitzung der Entwick-
lung von IPv6. IPv6-Sites sind mit dem
6Bone Uber IPv4-Tunnels verbunden. Zur-
zeit existieren rund 175 registrierte IPv6-
Sites — verteilt Gber 30 Staaten — auf
dem 6Bone. Auf dem 6Bone stehen in-
zwischen bereits 28 verschiedene Imple-
mentationen, seien es Host-Implementa-
tionen oder Router-Implementationen,
zur Verfigung.

Um alle Teile von IPv6 vollstandig zu defi-
nieren, reife Produkte zu entwickeln und
zu vertreiben, braucht die Entwicklung
von IPv6 jedoch noch eine gewisse Zeit.
Einzelne Teile von IPv6 sind jedoch bereit,
eingesetzt zu werden.

Eine Protokolliibersicht

IPv6-Header contra IPv4-Header

Die Grosse des IPv4-Header mit seinen
13 Feldern ist variabel, das heisst er
bendtigt 20 Bytes und zusatzlichen Platz
fur eine variable Anzahl von Optionen.
Das Header-Format von IPv6 hingegen ist
bedeutend einfacher. Er umfasst nur
noch 8 Felder und bendtigt mit 40 Bytes
eine feste Grosse. Obwohl IPv6-Adressen
viermal ldnger sind als IPv4-Adressen, ist
der IPv6-Header bloss doppelt so gross

16 24 31

Version I Class

| Flow Label

Playload Length

| Next Header  [Hop Limit

128 Bit Source Address

128 Bit Destination Address

32 Bits

Bild 2. IPv6 Packet Header.
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neue Felder
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wie der IPv4-Header. Die Bilder 1 und 2
geben einen Vergleich der beiden IP-
Header. Verschiedene Felder wurden im
neuen Header weggelassen, andere neu
definiert oder umbenannt. Neue Felder
in [Pv6 sind:

— Das Feld Class ermdglicht einer Quelle,
ihren Paketen eine gewiinschte
Ubertragungs-Prioritat zuzuordnen.

— Das Feld Flow Label wird beim Routing
zur Untersttzung der Packet Forward-
ing Decisions verwendet. Es handelt
sich dabei um eine Zufallszahl. Ein
Flow (Fluss) wird dadurch zu einer Se-
quenz von Paketen, die speziell be-
handelt werden. Eine eindeutige Fluss-
kennung setzt sich zusammen aus der
Quell-Adresse und dem Flow-Label:
Unique Flow = Source Address + Flow
Label.

— Das Payload-Length-Feld bestimmt die
Lange des Teils eines Pakets, der dem
IPv6-Header folgt und ist in Octets de-
finiert.

— Der Next Header entspricht dem Pro-
tocol-Feld aus IPv4 und bestimmt den
Beginn des nachsten Headers (vgl.
auch Extension Headers).

— Das Hop-Limit-Feld entspricht dem
Time-to-Live-Feld des IPv4-Protokolls
und wird durch jeden Knoten dekre-
mentiert. Das Paket wird verworfen,
wenn das Hop-Limit zu Null wird; da-
durch wird die Lebensdauer eines Pa-
ketes bestimmt.

Extension Headers

Da die Optionen aus dem IPv6-Header

entfernt wurden, sind als Ersatz daftir

sog. Extension Headers eingeftihrt wor-
den. Extension Headers konnen Uber das

Feld Next Header verkettet werden

(Bild 3). Die Reihenfolge der Extension

Headers ist wichtig, da die Header in der

entsprechenden Reihenfolge abgearbei-

tet werden. Diese Reihenfolge ist in der

IPv6-Spezifikation wie folgt definiert:

— Hop-by-Hop Options (Jumbo Payload):
Tragen Informationen, die bei jedem
Hop gelesen werden (z. B. RSVP’s Re-
source Reservation Message). Deshalb
muss diese Option unmittelbar dem
IPv6-Header folgen. Die Hop-by-Hop-
Option tragt auch die Payload-Length-
Information von Jumbo-Paketen.

— (Source) Routing:

Die Routing Extension enthélt Source
Routing Information. Diese Informa-
tion besteht aus einer geordneten
Liste von IPv6-Adressen, die das Paket
besuchen muss.
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Application Data

TCP Header Application Data

Fragmentation | TCP Header |Application
Next = Frag |Hdr Data

Next = TCP

Bild 3. Beispiele von Header-Verkettungen.

— Fragmentation:
Da IPv6 nur noch End-zu-End-Frag-
mentierung kennt, enthalt diese Ex-
tension Felder, die eine Gruppe von
Fragmenten eines Pakets identifizieren
und weist ihnen Sequenznummern zu.

— Destination Options (Mobile Binding
Update, Anycast Address Dynamic
Update):

Tragt Informationen fur die Destina-
tion des Pakets.

- Authentication:

Der IPv6-Authentication-Header ga-
rantiert auf Transport-Ebene, dass
empfangene Pakete auch wirklich von
der richtigen Quelle stammen.

— Encapsulation Security Payload:
Garantiert durch Verschlisselung
Privacy und Integritat der Daten auf
Transport-Ebene.

Ein Router muss dabei nur die beiden er-
sten Header (Hop-by-Hop, Routing) bear-
beiten.

IPv6-Adress-Architektur

Wie im IPv4-Modell werden Adressen
auch im IPv6-Modell Schnittstellen (Inter-
faces) zugeordnet. Schnittstellen kdnnen
dabei mehrere Adressen tragen, sie mus-
sen aber nicht unbedingt eine Adresse
haben. Beispiele zu Schnittstellen ohne
Adresse sind Router-Punkt-zu-Punkt-Ver-
bindungen. Einem einzelnen Link kon-
nen in IPv6 einzelne oder auch mehrere
Subnetze zugeordnet werden.

Der IPv6-Adressbereich kann hierarchisch
in einen globalen, einen site-local und in
eine link-lokal Bereich unterteilt werden.
IPv6-Adressen sind entweder Unicast-,
Multicast- oder Anycast-Adressen. Uni-
cast-Adressen sind Adressen an einzelne
Interfaces. Da Multicast-Adressen eine
Gruppe von Interfaces umfassen, wird
ein Paket, das an eine Multicast-Adresse
geschickt wird, allen Interfaces, die die-
ser Adresse zugeordnet sind, weiterge-
geben. Eine Multicast-Gruppe muss so-
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mit zuvor definiert sein. Anycast-Adres-
sen umfassen ebenfalls eine Gruppe von
Interfaces, wobei Pakete, die an eine
Anycast-Adresse geschickt werden, ge-
nau einem Interface dieser vordefinierten
Gruppe ausgeliefert werden.

IPv6-Adressen

IPv6-Adressen lassen sich textuell durch

8 Gruppen von 16-Bit-Hex-Werten dar-

stellen:
5F15:ABCD:1234:5678:9ABC:1234:
4567:8901.

Durch Unterdrickung fiihrender Nullen

und durch Ersatz von Nullen durch “::"

(nur einmal erlaubt pro Adresse) lassen

sich IPv6-Adressen kompakter darstellen:
FF01:0000:0000:0000:0000:0000:
0000:0043
wird zu FF01:0:0:0:0:0:0:43
und wird zu  FF01::43.

IPv6 unterstutzt verschiedene Adressty-

pen, wobei die fihrenden Bits (Format

Prefix) auf den Adresstypen hinweisen.

Tabelle 2 gibt dazu eine Ubersicht.

Legacy-IPv4-Adressen
Legacy-IPv4-Adressen kénnen in IPv6
entweder als IPv4 Compatible Addresses
oder als IPv4 Mapped Addresses darge-
stellt werden. IPv4 Compatible Addresses
sind echte IPv6-Knoten mit IPv4 kompa-
tiblen Adressen:
0:0:0:0:0:0:16.36.16.118 oder
:16.36.16.118.
IPv4 Mapped Addresses sind nur IPv6-
Darstellungen von IPv4-Only-Knoten.
Diese Knoten verstehen kein IPv6, d. h.

diese Adressen erscheinen nie auf einer
Verbindung:
0:0:0:0:0:FFFF:192.3.4.1 oder
FFFF:192.3.4.1.

Aggregatable Global Unicast Address
Das wohl wichtigste Adressformat ist die
Aggregatable Global Unicast Address.
Dieses Adressformat wird im 6Bone ver-
wendet. Es unterstltzt eine sinnvolle
Adress-Aggregation. Bild 3 zeigt dieses
Adressformat.

Der Format Prefix (001) definiert das For-
mat Aggregatable Global Unicast Ad-
dress. Die TLA-ID (Top-level-Aggregation)
identifiziert grosse Telcos, die untereinan-
der sog. Peering-Vertrdge aushandeln
und den Backbone des IP-Netzes betrei-
ben. Die NLA-ID (Next-level-Aggregation)
wird vom TLA administriert und zugeteilt
und dient dazu, Adresshierarchien aufzu-
bauen. Die 32-Bit der NLA-ID kénnen in
mehrere Ebenen unterteilt werden. Die
SLA-ID (Site-level-Aggregation) wird ISPs
zugeteilt, um eine eigene lokale Adress-
hierarchie aufzubauen und Subnetze zu
identifizieren. Die Interface-ID identifi-
ziert das Interface eines typischen Host
(Bild 4).

Die mogliche Adress-Hierarchie mit Ag-
gregatable Global Unicast Address ist in
Bild 5 dargestellt.

IPv6-Interface-ID
Eine IPv6-Interface-ID basiert auf den
Standard EUI-64 und wird sowohl in Uni-
cast- als auch in Anycast-Adressen ver-
wendet. Ein EUI-64 basierte Interface-ID
wird aufgebaut aus der IEEE 48-Bit-
MAC-Adresse, die in der Mitte aufge-
spaltet (zwischen Company-ID und
Manufacturer-Data) und mit FFFE auf-
gefillt wird. Bild 6 zeigt die zusammen-
gesetzte 64-Bit-IPv6-Interface-ID.
Eine IPv6-Adresse lasst sich somit als
Kombination eines Prefix und einer Inter-
face-ID, wie in Bild 7 dargestellt, ver-
stehen.
Die Prefix-Darstellung l&sst sich auch wie
folgt beschreiben:

3FFE:0301:DEC1::/64.

3FFE: 0301:DEC1:0000:
Public Topology

3 Bits 13 Bits 32 Bits 16 Bits 64 Bits
FP TLA ID NLA ID SLA ID Interface ID
001 1FFE 0301:DEC1 0000 0OAO0O0:2BFF:FE36:701EE

0AQO:2BFF:FE36:701EE
Site Topology

Bild 4. Aggregatable Global Unicast Address.
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Interexchange

Peer Connections

HIERARCHIE

Interexchange

<
<%

TLA

Long Haul Provider

Subscriber

Bild 5. Adress-Hierarchie.

Die Unterscheidung zwischen Prefix und
Interface-ID mit je 64 Bits in einer IPv6-
Adresse ermdglicht, das Routing auf die
oberen 64 Bits zu beschranken.

Unicast-Adressen
Die Unicast-Adress-Struktur (Bild 8) mit
128 Bits kann entweder als global ohne
innere Struktur oder mit innerer Struktur,
d. h. unterteilt in Prefix und Interface-ID,
betrachtet werden:
Link-local-Adressen (Prefix: FE80::) wer-
den als einzelne Verbindungen verwen-
det. Sie setzen sich zusammen aus dem
Prefix und der entsprechenden Interface-
ID:
FE80::0A00:2BFF:FE36:701E.
Diese Adressen kénnen bei der Autokon-
figuration und in kleinen Sites mit einem
einzigen Link verwendet werden.
Site-local-Adressen (Prefix: FECO::) wer-
den innerhalb einer Site verwendet:
FEC0::9876:0A00:2BFF:FE36:701E.
Diese Adresse enthalt Site-level-Subnet-
Informationen (z. B. 9876). Site-local-
Adressen werden ausserhalb der Site
weitergegeben, sind jedoch fur Sites ge-

comtec 5/1998

Y

TLA

Long Haul Provider

Subscriber

dacht, die aktuell nicht mit dem globalen
Internet verbunden sind. Beide lokalen
Adressen sind leicht in globale Internet-
Adressen zu konvertieren. FE80:: oder
FECO:: sind durch einen globalen Prefix
zu ersetzen, wobei beispielsweise die
Adresse:
3FFE:0301:DECT::
0AO0OQ:2BFF:FE36:701E
entsteht.

Anycast- und Multicast-Adressen
Anycast-Adressen werden vom Anycast-
Adress-Space (Tabelle 2) alloziert und
zwei oder mehr Interfaces zugeordnet
(Ublicherweise auf unterschiedlichen
Knoten). Der Verkehr wird dabei dem
«nachsten» Interface Ubermittelt.
Multicast-Adressen identifizieren eine
Gruppe von Knoten.

Company ID Filler
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Sicherheit

Das Fehlen eines standardisierten Sicher-
heitsschemas auf dem Netzwerk-Layer ist
ein offensichtlicher Mangel in IPv4.
Hacker Spoofing und Snooping Data
Streams kénnen IP-basierten Corporate
Networks enormen Schaden zufligen.
IPv6 begegnet diesem Problem mit Hilfe
zweier Extension-Headers, einer unter-
stUtzt die Authentisierung des IP-Ver-
kehrs, und der andere verschlisselt IP-
Pakete teilweise oder vollstéandig. Die
Implementation der Sicherheit auf der
Ebene von IP unterstttzt sowohl Applika-
tionen, die von einem sicheren Netzwerk
ausgehen, als auch Applikationen, die
sich nicht explizit um Sicherheit kiim-
mern.

Der IPv6-Authentication-Header garan-
tiert Applikationen, dass empfangene
Pakete auch wirklich von einer authenti-
schen Quelle stammen. Mit IPv6-Authen-
tication-Headers kdnnen Hosts eine stan-
dard-basierte Sicherheitsgemeinschaft
aufbauen, die auf dem Austausch von al-
gorithmen-unabhangigen Secret Keys
basiert.

Authentication-Headers eliminieren eine
Reihe von Host-Spoofing- und Paket-Mo-
dification-Hacks, sie verhindern jedoch
nicht das unterbrechungsfreie Lesen
(Sniffing, Snooping) der Inhalte der Pa-
kete, die das Internet oder den Corpo-
rate Backbone traversieren. Mit Hilfe des
Encapsulating Security Payload Service
(ESP) in IPv6, einem optionalen Extension
Header, kann dieses Problem gel&st wer-
den. Pakete, geschitzt durch ESP-Ver-
schlUsselungstechniken, geniessen ein
hohes Mass an Privacy und Integritat,
was im aktuellen Internet zurzeit nur mit
einzelnen sicheren Applikationen (z. B.
Private Electronic Mail usw.) erreicht wer-
den kann. ESP unterstitzt Verschlisse-
lung auf dem Netzwerk-Layer, wodurch
dieser Service fur alle Applikationen in
einer standardisierten Weise zur Verfu-
gung steht.

IPv6-ESP kann so verwendet werden,
dass entweder der Transport-Layer-Hea-
der und die Nutzlast (z. B. TCP, UDP),
oder das ganze IP-Datagramm verschlis-
selt werden. Beide Methoden verwenden
einen ESP-Extension-Header, der die Ver-

Manufacturer ID

08 |00 [2B FF

| FE 36

[70 L 1E

Bild 6. 64-Bit-IPv6-Interface-ID.
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Format Prefix (FP) Zuteilung des Adressbereiches
0000 001 NSAP Address Allocation

0000 010 IPX Address Allocation

001 Aggregatable Unicast Addresses
11111110 10 Link Local

11111110 11 Site Local

11111111 Multicast Addresses

Special Addresses

0:0:0:0:0:0:0:0 = 1 Unspecified Address
nicht zugewiesene Adressen wahrend Konfiguration als Source verwendet
0:0:0:0:0:0:0:1 = 1.1 Loopback Address

Tabelle 2. Prefixes der Adresstypen.

schlisselungs-Parameter und Schlissel
von Endpunkt zu Endpunkt tragt. Wenn
nur die Transport-Nutzlast verschlUsselt
wird, wird der ESP-Header direkt vor
dem Transport-Header eingefigt, und
die Headers vor dem ESP-Header werden
nicht verschlisselt. Diese Methode wird
als Transport-Mode bezeichnet. Wenn
das ganze IP-Datagramm verschlUsselt
werden soll, wird ein neuer IPv6- und
ESP-Header vorangestellt und alle Felder
eingepackt. Diese Methode wird als Tun-
nel-Mode bezeichnet, da der Inhalt des
Datagramms nur an den Endpunkten des
Sicherheitstunnels (Steel Pipe) sichtbar
wird (Bild 9). Vollstandig verschlisselte
Datagramme sind sicherer, da die Hea-
ders nicht zur Analyse des Verkehrs ver-
wendet werden kénnen.

Die Authentisierungs- und Verschlisse-
lungs-Services von IPv6 arbeiten Hand in
Hand und schaffen so eine flexible und
leistungsfahige Losung. Normalerweise
wird der Authentication-Header vor den
verschlUsselten Teil des Pakets plaziert,
da die Authentisierung beim Empfanger
vor der EntschlUsselung erfolgt. Zusam-
men bilden diese beiden Services einen
robusten, standard-basierten Sicherheits-
Mechanismus, der in Zukunft eine wich-
tige Rolle spielen wird.

Quality-of-Service

Das IPv6-Paket-Format enthdlt ein 24-Bit-
Feld zur Identifikation des Traffic-Flow,
das fur die Implementierung der Quality-
of-Service von grosser Bedeutung sein

Prefix Interface ID
3FFE:0301:DEC1:: 0AO00:2BFF:FE36:701E
Bild 7.

Zusammensetzung der IPv6-Adresse.
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wird. Netzwerk-Layer-basierte Quality-of-
Service Produkte sind noch in der Pla-
nungsphase. IPv6 legt dazu eine Grund-
lage, so dass ein breites Spektrum von
QoS-Funktionen in einer offenen und in-
teroperablen Weise verfligbar sein wird.
IPv6-Flow-Labels kdnnen zur Identifizie-
rung von Paketstrdmen, die eine spezi-
elle Behandlung bendtigen, verwendet
werden. Fluss-basiertes Routing kann
dem Internet gewisse deterministische
Charakteristiken ermoglichen, die sonst
verbindungs-orientierten Switching-Tech-
nologien und der Telephonie vorbehalten
sind. Damit wird Desktop-Video oder Au-
dio-Strémen ein Flow Label zugeteilt, das
Routern mitteilt, dass eine kontrollierte
End-zu-End-Latenz benotigt wird. Flow
Labels kdnnen auch dazu benutzt wer-
den, Verkehrsflissen eine spezifische
Stufe an Sicherheit, Ausbreitungsverzo-
gerung oder Kosten zuzuordnen.

Adress-Autokonfiguration
Die Autokonfiguration ist fir Hosts ent-
worfen worden — Router mussen anders
konfiguriert werden. Sie ermdglicht plug
‘n” play-Moglichkeiten, so dass kein ma-
nuelles Adressieren von Hosts mehr not-
wendig ist. Durch die Autokonfiguration
werden «routbare» Adressen generiert.
Ebenso kann die Neunummerierung
ganzer Subnetze automatisiert werden.
Jeder Host lernt dabei seine eigene
Adresse und fihrt den Verzeichnisdienst
(DNS) nach. Wenn kein Router oder Ser-
ver bendétigt wird, erhalt ein Host seine
Link-local-Adresse. Im anderen Fall kann
zwischen Statefull- und Stateless-Auto-
konfiguration unterschieden werden:
— Bei der Stateless-Autokonfiguration
macht der Router die Prefixes desjeni-
gen Subnetzes bekannt, mit dem ein

Host verbunden ist. Hosts generieren
dann ein «Interface Token», das ein
Interface in einem Subnetz eindeutig
identifiziert. Die Adresse wird dann
aus diesen beiden Teilen aufgebaut.

— Bei der Stateful-Autokonfiguration er-
halt der Client (Host) eine Adresse
oder eine Konfiguration von einem
DHCP-Server. DHCP-Server unterhal-
ten die Datenbank und haben eine
strenge Kontrolle tber die vergebenen
Adressen.

Die Wahl der Autokonfiguration kann
durch den Administrator erfolgen und
hangt von der Stufe der gewiinschten
Kontrolle tUber die Adressvergabe und
vom gewdinschten/erlaubten Aufwand
der Adressverwaltung ab. Grundsatzlich
kénnen beide Formen gemeinsam exi-
stieren.

Mobilitat

Um den wachsenden Bedarf nach Mo-
bile IP zu unterstitzen, wurde in IPv6 ein
entsprechendes Konzept entwickelt.
IPv6-Hosts auf Reise kénnen Verbindung
mit ihrer «khome»-IP-Adresse aufrecht
erhalten. Bevor man auf die Reise geht,
konnen Benutzer ihren lokalen Router
anweisen, den gesamten Verkehr mit
ihrer home-IP-Adresse zu einer tem-
poraren Care of Address weiterzuleiten.
Die Care-of-Adresse kann per Autokonfi-
guration zusammengesetzt werden (Ad-
apter ID + Prefix des fremden Netzes).
Bei jedem Reisehalt kann dem Router ein
neuer Prefix Ubermittelt werden.

Dieser Ansatz reduziert die Komplikatio-
nen, die beim Andern des DNS-Eintrages
(Zuordnung von Adresse zu Namen) ei-
nes Mobilen. Computers auftreten. Mit
dem IP-forwarding-Feature bleiben DNS-
Eintrage im wesentlichen unberihrt. Bei
langerem Verweilen kénnen die Partner
(Correspondant Node) Uber die neue
Adresse des mobilen Hosts informiert
werden (Binding Update), was dann
auch einen Eintrag ins DNS erfordert.
Bild 10 zeigt dazu ein typisches Szenario.

Transition zu IPv6

Nicht bekannt ist heute, wie schnell der

Ubergang von IPv4 nach IPv6 geschehen
wird. Einzelne erwarten eine gross ange-

Subnet Prefix Interface ID

n Bits 128-n Bits
Bild 8. Unicast-Adress-Struktur.
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legte Anpassung an IPv6 bereits in naher  Transport Mode
Zukunft, andere ziehen es vor zu warten,

bis der Adressbereich ausgeschopft ist, [ Unencrypted
und erhoffen dadurch eine Beschleuni-
gung des Ubergangs.

Beim Umfang dieser Umstellung ist es
klar, dass wahrend einer langeren Zeit- Tunnel Mode

spanne beide Protokolle, IPv4 und IPv6,

koexistieren mussen. Aus diesem Grund [ Unencrypted _

ist es notwendig, dass Hosts und Router

IPv6 Extension
Header Header

Transport Header
| and Playload

: N . ; IPv6 Extension | -: IPv6 Extension | Transport Header
" belle“blger Relhenfo.l.ge lnkremen.teH Header |Header t ‘ Header Header and Payload
aufgerlstet werden kénnen. Um dieses - g —

Encapsulating Headers Original Packet

Ziel zu erreichen, wurden verschiedene
spezielle Funktionen in den IPv6-Stan- Bild 9. Tunnel Mode und Transport Mode durch IPv6 Encryption.
dard eingebaut wie beispielsweise Dual-
Stack-Hosts und -Routers wie auch Tun-

neling-IPv6 Uber Ipv4. Routing in IPv6/IPv4-Netzwerken In vielen Fallen versuchen Administrato-
Router mit IPv4 und IPv6 kénnen in IPv4-  ren die IPv6-Topologie logisch vom [Pv4-
Dual-Stack-Transitions-Methode Netze administriert werden. IPv6-Versio-  Netz zu trennen, auch wenn beide auf
Auch wenn einige Knoten auf [Pv6 um- nen populdrer Routing-Protokolle wie der selben physikalischen Infrastruktur
gestellt sind, besteht noch immer das Be-  Open Shortest Path First (OSPF) und laufen. Dadurch kénnen die beiden Ver-
ddrfnis, mit IPv4-Knoten zu kommunizie-  Routing Information Protocol (RIP) sind sionen getrennt verwaltet werden. Ande-
ren. Diesem BedUrfnis kann mit dem bereits in Entwicklung. rerseits ist es in gewissen Fallen vorteil-

Dual-Stack-Ansatz begegnet werden.
Dabei hat ein Host Zugriff sowohl auf
IPv4- als auch auf IPv6-Ressourcen. Rou-
ter, die beide Protokolle unterstttzen,
kénnen dadurch Verkehr von IPv4- und MOBIL
IPv6-Knoten weiterleiten. Dual-Stack- (3) Care-of Address

Maschinen kénnen vollstandig unabhan-
gige IPv4- und IPv6-Adressen verwenden
oder mit IPv4-kompatiblen IPv6-Adressen
konfiguriert werden. Um IPv4-Adressen
zu erhalten, konnen Dual-Stack-Knoten
konventionelle IPv4-Services (DHCP) ver-
wenden. IPv6-Adressen konnen manuell Tunnel
in der 128-Bit-lokalen Host-Tabelle konfi- @
guriert oder automatisch via IPv6-State-
less resp. -Statefull erhalten werden.

Es wird erwartet, dass die meisten &
Server auf beliebig lange Zeit (oder bis
alle Knoten auf IPv6 umgestellt sind) im
Dual-Stack-Mode werden arbeiten kon-
nen.

«Mobile» Node
«On the Road»

Binding Update
Binding
Update

4
!

(6) (5)
) Normal
IPv6 Domain Name Service . " Communication
Der aktuelle 32-Bit-Name-Service kann W, : Pe———
die von IPv6 verlangte Namensauflésung «Hogl:ufc\gent» GMohile: attlome Node
. . . r
mit 128-Bit-Adressen nicht behandeln. 7
Um diesen Mangel zu beheben, haben «Home»
x i i L . Mobile Node

IETF-Designer einen IPV§ DNS-Standard e o N
(RFC 1886, DNS Extensions to Support IP (2) verlsst Home Network
Version 6) definiert. (3) Autokonfiguration der Care-of Address

(4) Ubermittelt Binding Update an Home Agent

Ist mal ein 'PV&féhiger DNS installiert, der Home Address tibermittelte Pakete werden

konnen Dual-Stack-Hosts austauschbar (5) dem Home Network mit Standard IP Routing (ibergeben
g ) . (6) durch den Home Agent abgefangen

mit IPV6I Knoten Zusammenarbelten' (7) verpackt und via Tunnel der Care-of Address Ubermittelt

Wenn ein Dual-Stack-Host einen DNS ab- Mobile Node

fragt und eine 32-Bit-Adresse zuriicker- (8) verschicken aller Correspondant Nodes Binding Update

Packets konnen direct der Care-of Address Ubermittelt werden

halt, wird IPv4 verwendet; erhélt er eine
128-Bit-Adresse, dann wird IPv6 ver-
wendet. Bild 10. Mobile IP
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techn., Dipl. El.-Ing. und
~ Informatik-Ing. ETH, diplo-
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haft, die beiden Architekturen auf die
selben Grenzen, Bereiche und Subnetze
auszurichten. Beide Anséatze haben ihre
Vor- und Nachteile: eine separate IPv6-
Architektur schafft die Gelegenheit fur
einen Neuanfang mit einem hierarchi-
schen Netzwerk-Adressplan, der die Ver-
bindung zu einem oder mehreren ISPs
stark vereinfacht. Dies legt auch die
Grundlage fur eine effiziente Neunum-
merierung, fir Route Aggregation und
andere Ziele einer Advanced-Internet-
work-Routing-Hierarchie.

In vielen Organisationen, in denen IPv6
inkrementell eingefiihrt wird, werden In-
seln von IPv6-Topologien in einem Ozean
von IPv4 entstehen. Glucklicherweise
haben IPv6-Designer die Transitions-
Mechanismen so ausgestattet, dass IPv6-
Hosts Uber das IPv4-Netzwerk kommuni-
zieren konnen. Die entscheidende Tech-
nik zu diesem Mechanismus ist IPv6-Tun-
neling Uber IPv4, wobei IPv6-Pakete in
IPv4-Pakete eingepackt werden.
Tunneling ermoglicht frihen IPv6-Imple-
mentationen, die Vorteile der bestehen-
den IPv4-Infrastruktur ohne Anderungen
der IPv4-Komponenten zu nutzen. Ein
Dual-Stack-Router oder -Host am Rand
einer IPv6-Topologie erganzt ein IPv6-Pa-
ket um einen IPv4-Header und verschickt
es als urspringlichen IPv4-Verkehr tber
die existierenden Links. IPv4-Router leiten
diesen Verkehr mit Wissen um IPv6 wei-
ter. An der anderen Seite des Tunnels
packt ein anderer Dual-Stack-Router das
IPv6-Paket aus und leitet es mit Stan-
dard-IPv6-Protokoll an die eigentliche
Destination weiter.
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Konfiguriertes und

Automatisches Tunneling

Um konfiguriertes Tunneling zu realisie-
ren, mussen Administratoren manuelle
IPv6-zu-IPv4 Adress-Abbildungen und
Tunnel-Endpunkte definieren. Auf beiden
Seiten des Tunnels wird der Verkehr mit
128-Bit-Adressen weitergeleitet. Am
Tunnel-Eingangspunkt wird ein Router-
Tabelleneintrag manuell konfiguriert.
Automatische Tunnels verwenden IPv4-
kompatible Adressen. Wenn Verkehr mit
kompatiblen Adressen weitergeleitet
wird, kann das Device am Tunneleingang
automatisch den eingekapselten Verkehr
adressieren, indem die IPv4-kompatible
128-Bit-Adresse in 32-Bit-lpv4-Adressen
konvertiert wird. Auf der anderen Seite
des Tunnels wird der IPv4-Header ent-
fernt und die ursprtingliche IPv6-Adresse
wieder hergestellt. Automatisches Tun-
neling ermoglicht IPv6-Hosts, dynamisch
IPv4-Netze zu nutzen.

Mit IPv4-kompatiblen Adressen kénnen
Vorteile des erweiterten Adressraums je-
doch nicht genutzt werden, andere Ver-
besserungen wie Flow Labels, Authenti-
sierung, Verschlusselung, Multicast und
Anycast hingegen bringen die IPv6-Vor-
teile.

Zusammenfassung

IPv6 ist eine neue Version des Internet-
Protokolls, entworfen als Nachfolger des
heutigen IPv4. Will man Experten glau-
ben, gibt es Uber kurz oder lang keine
Alternative zu diesem Protokoll. Einige
Anderungen sind revolutionér, andere
sind grundlegende Verbesserungen der

Funktionen und der Architektur. Die
wichtigsten Eigenschaften von IPv6 sind
der erweiterte Adressbereich,

die Plug-and-play-Maoglichkeiten der
Autokonfiguration,

die inharenten Moglichkeiten fur
Netzwerk-Mobility,

der vollstandige Sicherheitsstandard,
der zu IPv6 gehort, und

das Potential fur Quality-of-Service-
Maoglichkeiten.

Dank seiner Ruckwarts-Kompatibilitat
mit IPv4 ist eine sinnvolle und inkremen-
telle Transitionsstrategie von IPv4 nach
IPv6 moglich.

Erste Produkte von IPv6 sind in der zwei-
ten Halfte dieses Jahres zu erwarten.

|
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Summary

IP version 6 — The Internet Protocol of the Next Generation

IP version 6 is a new version of the Internet protocol, designed as the successor of
today’s IP version 4. Experts say that there will be no alternative to IPv6 in a lon-
ger perspective. Some changes in this new protocol are revolutionary, others are
basic and important enhancements of functionality and architecture. The most

important features of IPv6 are:
— the enormous address range,

— the plug-'n’-play features of the autoconfiguration,
— all the inherent potential for network mobility,
— the complete and mandatory security standard of IPv6, and

— the potential for quality-of-service.

Due to the backward-compatibility with IPv4 an incremental transition strategy
from IPv4 to IPv6 is possible. First products of IPv6 are available soon.
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16 x 2,5 GB/s liber eine einzige Glasfaser
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GigaMux - neues Leben filr

Kommunikationstechnologie erfordert immer mehr Leistung
und Fortschritte in sdmtlichen Bereichen.

Dies gilt auch ftir die Entwicklung neuer Systeme zur
Beseitigung von Engpéssen im WAN. Im Mittelpunkt steht
dabei die kostengiinstige Uberwindung der Einschrdnkungen
bei knappen Glasfaserverbindungen im Fernbereich.

12 Channels 12 Channels

16 Channels

4 Channels

4 Channels

Un-Balanced

Simplex
Duplex Operation

Operation

8 Channels 8 Channels

8 Channels 8 Channels

Balanced
Duplex Operation

B GigaMux die Alternative zum
Verlegen zusatzlich teurer Fasern

B Drastische Erhéhung der Kapazitat
von Glasfasern (Dark Fiber)

B DWDM-Technologie erméglicht die
Bildung von 16 «virtuellen»
Glasfasern, je mit einer
Ubertragungskapazitét von
bis zu 2.5 GB/s (OC-48)

B Der GigaMux von Osicom ist
vollkommen protokolltransparent:
ATM OC-1 bis OC-48,
GB-Ethernet, FDDI, ESCON,
SONET/SDH oder proprietare
Bitstreams werden miteinander
Uber eine Distanz von bis zu
80 km auf einer einzigen Glasfaser
Ubertragen.
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