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NETZWERKE

ATM-MANAGEMENT (TEIL 2)

LEISTUNGSFAHIGES NETZ- UND
SERVICEMANAGEMENT ALS
SCHLUSSEL ZUM ERFOLG

Die EinfUhrung von B-ISDN (Broadband Integrated

Services Digital Nétwork, Breitband-ISDN) in ATM-Tech-

nik (Asynchronous Transfer Mode, asynchroner Trans-

fermodus) lauft in praktisch allen Industrielandern an.

Das allgemein anerkannte ATM-Referenzmodell des

ITU-T wurde bereits in Teil 1 (ComTec 7/96) vorgestellt.

Far das B-ISDN-Management existieren verschiedene

Ansatze, von denen in Teil 1 das Layer-Management

sowie OAM-Zellen (Operation and Maintenance)

behandelt wurden. In Teil 2 werden nun die Manage-

mentmodelle aus ITU-T und ATM-Forum sowie die

zugehorigen Informationsmodelle und Management-

protokolle diskutiert. Eine Betrachtung der Rolle des

Internet Engineering Task Force (IETF) rundet Teil 2 ab.

-ISDN ist als ein echtes Universal-
netz fur alle heute existierenden
und kunftig denkbaren Dienste konzi-
piert worden. Im dreidimensionalen
ATM-Referenzmodell des ITU-T kom-
men alle Grundprinzipien des OSI-

RUDIGER SELLIN, BERN

Referenzmodells (z. B. die funktionale
Aufteilung in Layers [Schichten]) sowie
einige Prinzipien aus dem N-ISDN (z. B.
die Aufteilung in Planes [Ebenen]) zur
Anwendung.

In der ersten Dimension werden drei
Schichten unterschieden:
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- ATM Adaptation Layer — AAL (ATM-
Anpassungsschicht)

— ATM-Layer — ATM (ATM-Schicht)

— ATM Physical Layer — PHY (physikali-
sche ATM-Schicht)

In der zweiten Dimension werden drei

Ebenen unterschieden:

— User Plane (Benutzerebene)

— Control Plane (Kontrollebene)

- Management Plane (Management-
ebene)

Die Management Plane schliesslich
umfasst alle statischen und dynami-
schen Managementprozesse und
wird in einer dritten Dimension weiter

in Plane Management (Ebenenmana-
gement) und Layer Management
LM (Schichtenmanagement) differen-
ziert. Bild 1 zeigt das dreidimensionale
ATM-Referenzmodell, bereichert um
managementspezifische Operationen
fur die Schichten ATM und PHY, wel-
che ebenso wie das LM in Teil 1 bereits
erlautert wurden.

Netzmanagement in ATM-
Zugangsbereich

Die physikalische Konfiguration des
N-ISDN hat man fur das B-ISDN weiter
ausgebaut, wobei hier den besonde-
ren Bedurfnissen der Datenkommuni-
kation Rechnung getragen wird. Im
Prinzip wurden alle Bezeichnungen
far funktionale Einheiten und Schnitt-
stellen aus dem N-ISDN Gbernommen
und um den Buchstaben B (Broad-
band) erweitert (vorangestellt bei den
funktionalen Einheiten, als Index bei
den Schnittstellen).

Bild 2 zeigt einige mogliche B-ISDN-

Konfigurationsbeispiele [1]:

a) mehrere B-TE1 (Broadband-Termi-
nals), die an ein B-NT2 (im Prinzip
eine B-ISDN-fahige PBX [Privat
Branche Exchange]) angeschlossen
sind

b) ein TE2 (nicht N-ISDN-fahiges Ter-
minal) oder ein B-TE2 (nicht B-ISDN-
fahiges Terminal), die Uber ein
B-TA (Broadband-Terminaladapter)
an ein B-NT2 oder B-NT1 ange-
schlossen werden

) Variation von a), Integration von B-
NT1 und B-NT2 (Wegfall des TB-Re-
ferenzpunktes)

d) Variation von a), Integration von
B-TE und B-NT2 (Wegfall des SB-Re-
ferenzpunktes), wobei ein B-NT2
hier keine lokale B-ISDN-Vermitt-
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ATM REFERENCE MODEL
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Bild 1. ATM-Referenzmodell: Layers, Planes and Network Management.

lungseinrichtung im Sinne einer
PBX darstellt, sondern als integraler
Bestandteil des B-TE ATM-Verbin-
dungen auf- und abbaut; ein B-TE
stellt hier ein multifunktionales Ter-
minal dar, welches mehrere Dienste
nutzt, die auf ATM aufsetzen, und
daher ein B-NT2 benétigt

e) eines oder mehrere B-TE1, die an
ein B-NT1 (Broadband-Leitungs-
abschluss) angeschlossen sind (ein-
fachster Fall, z. B. privater B-ISDN-
Anschluss)

f) Variation von a), wobei hier neben
dem B-TE1 noch ein TE1 ange-
schlossen ist (B-NT2 bietet sowohl
SB- als auch S-Schnittstelle an)

g) Konfiguration fur sog. Mehrfachzu-
griff MA (Multiple Access) in einer
Ringstruktur, wie sie z. B. in einem
LAN (Local Area Network) auftritt;
der W-Referenzpunkt ist LAN-spe-
zifisch und muss nicht standardi-
siert sein

h) Variation von a), wobei hier meh-
rere B-TE kaskadiert werden kon-
nen und daher die Bezeichnung B-
TE’ erhalten (der SB-Referenzpunkt
mutiert zum SSB-Referenzpunkt)

Es sei darauf hingewiesen, dass die
Fahigkeiten eines B-NT2 weit Uber die
Moglichkeiten eines NT2 (also einer
klassischen N-ISDN-PBX) hinausgehen.
Dazu gehort unter anderem das Ver-
kehrsmanagement (traffic manage-
ment), welches Massnahmen zur Ver-
dichtung (multiplexing) und Glattung
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(shaping) des dynamischen Verkehrs
vom Teilnehmer ins Netz umfasst. Man
geht in Studien davon aus, dass allein
durch derartige Massnahmen in den
Einrichtungen beim Kunden ein Ver-
kehrsverdichtungseffekt von 10:1 aus-
geht. Davon profitiert einerseits der
Kunde, da er weniger Bandbreite in
Anspruch nimmt und auch weniger
dafur zahlt, sowie anderseits der Netz-
betreiber, da sein Netz stabiler lauft
(wovon letztlich auch wieder der Kun-
de profitiert).

Bild 3 zeigt, wie das in Teil 1 kurz er-
wahnte TMN-Konzept (Telecommuni-
cations Management Network) [2] im
ATM-Zugangsbereich genutzt werden
kann. Bei dem fur das Customer Equip-
ment verantwortlichen Kunden han-
delt es sich eher um einen Geschafts-
kunden, da dieser ein eigenes Service
Management Center (SMC) unterhalt.
Das SMC kommuniziert einerseits Uber
ein X-Interface mit dem Operation and
Maintenance Center (OMC) des ATM-
Netzbetreibers und anderseits Uber
ein standardisiertes Q3-Interface oder
eine proprietdre Managementschnitt-
stelle mit seinen eigenen Einrichtun-
gen (hier B-TE und B-NT2). Der ATM-
Netzbetreiber teilt mit Hilfe seines
OMCs dem SMC Netzressourcen zum
eigenen Management zu und managt
seine eigene Einrichtungen Uber ein
standardisiertes Q3-Interface sowohl
im ATM-Zugangsbereich als auch im
ATM-Kernnetz. Eine derartige Konfi-
guration wie in Bild 3 spielt vor allem
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vor dem Hintergrund eines Customer
Network Management (CNM) in einer
liberalisierten Telecom-Umgebung ge-
rade in ATM-basierten WANs eine
wichtige Rolle [3]. Es ist durchaus
denkbar, dass ein ATM-Kunde in naher
Zukunft
— VCCs und VPCs (innerhalb vom Netz-
betreiber vorgegebenen Grenzen)
eigenstandig managen will
- sein Bandbreitenmanagement
selbstandig in die Hand nimmt sowie
- Kenngréssen wie Quality of Service
(QoS), Netzzustands-, Verfiigbar-
keits- und Fehlerkennziffern jeder-
zeit abfragen kénnen will. Der Netz-
betreiber muss diesen Kundenwiin-
schen entsprechen kénnen.

Zur Definition einer Management-
schnittstelle gehéren ein Protokoll-
stack und ein Informationsmodell.
Dazu ein Beispiel fur die Q3-Schnitt-
stelle. Dort existiert im ITU-T eine ge-
brauchliche Definition fur einen stan-
dardisierten Q3-Stack [5], der in OSI-
Schicht 7 das Common Management
Information Protocol (CMIP) [4] be-
nutzt. Informationsmodelle wurden in
ETSI und ITU-T unter anderem fir die
Bereiche Traffic Management, Mana-
gement von Nr.-7-Netzen, Manage-
ment von GSM-Netzen, Customer Ad-
ministration usw. erarbeitet. An dieser
unvollstandigen Aufzahlung wird be-
reits deutlich, dass Informationsmo-
delle fur echte TMN-Anwendungen
von grosser Bedeutung sind.

Statischer oder
dynamischer Verbindungs-
auf- und -abbau

Bild 4 betrachtet die verschiedenen

Kommunikationsarten (communicati-

on types) zwecks Auf- und Abbau von

ATM-Verbindungen  sowohl auf

VP-Ebene (Virtual Path) als auch auf

VC-Ebene (Virtual Connection). Auf

VP-Ebene spricht man dann von VPCs

(Virtual Path Connections), auf VC-

Ebene von VCCs (Virtual Channel

Connections). Mehrere VPLs (Virtual

Path Links) bilden ein VPC, mehrere

VCLs einen VCC (siehe auch Aus-

fahrungen in Teil 1). Prinzipiell kén-

nen VPCs/VCCs auf zwei verschiedene

Arten aufgebaut werden:

- statischer Verbindungsaufbau vor-
zugsweise Uber die Management
Plane fUr permanente/semiperma-
nente VPCs/VCCs
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Abkiirzungen

AAL ATM Adaption Layer

AlS Alarm Indication Signal

ANSI American National Standards Institution

ATM Asynchronous Transfer Mode (auch : Synonym fiir die ATM-Layer)

B-ISDN Broadband Integrated Services Digital Network

CEQ Customer Equipment

CMIP Common Management Information Protocol

CLP Cell Loss Priority

CRC Cyclic Redundancy Check

DS3 Digital Service level 3

ETSI European Telecommunications Institute

GFC Generic Flow Control

HEC Header Error Correction

IETF Internet Engineering Task Force

ILMI Interim Local Management Interface

IP Internet Protocol

ISO International Standards Organisation

ITU-T International Telecommunication Union, Telecommunication Standardisation
Sector (previously known as CCITT)

LMI Local Management Interface

MiB Management Information Base

NMC Network Management Center

NNI Network to Network Interface

OAM Operations Administration and Maintenance

omc Operation and Maintenance Center

oSl Open Systems Interconnection

PABX Private Automatic Branch Exchange

PDH Plesiochronous Digital Hierarchy

PHY Physical ATM-Layer

POTS Plain Old Telephone Service

PTI Payload Type Indication

QoS Quality Of Service

RET Remote Entry Terminal

SDH Synchronous Digital Hierarchy

SMC Service Management Center

SMDS Switched Multimegabit Data Service

SN Sequence Number

SNMP Simple Network Management Protocol

SNP Sequence Number Protection

svcc Signalling Virtual Channel Connection

Tcp Transmission Control Protocol

TMN Telecommunications Management Network

UME User Management Entity

UNI User to Network Interface

UPC Usage Parameter Control

vC Virtual Channel

vcc Virtual Channel Connection

vcl Virtual Channel Indication

VCL Virtual Channel Link

VoD Video On Demand

VP Virtual Path

VPI Virtual Path Indication

VPC Virtual Path Connection

VPL Virtual Path Link
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- dynamischer

Verbindungsaufbau
(on-demand) vorzugsweise Uber die
Control Plane fur zeitlich befristete
VPCs/VCCs

Das ITU-T hat zu diesem Zweck insge-
samt funf Kommunikationsarten [6]
identifiziert (Bild 4):

- «Management Plane Communica-

tion type 1» zwischen Customer
Equipment (CEQ) mit Remotezugriff
von einem Remote Entry Terminal
(RET) auf ein Network Management
Center (NMC). Die Kommunikation
findet entweder Uber einen vom
ATM-Netz getrennten Kommunika-
tionspfad (NMC RET im CEQ) oder
Uber einen vordefinierten VPC/V/CC
(B-TE/

B-NT2 NMC via B-NT1 und VP-VC
Crossconnect) statt. Wahrend im er-
sten Fall ein manueller Verbin-
dungsaufbau via RET vorliegt, kann
der Verbindungsaufbau im zweiten
Fall automatisch via B-TE/B-NT2 ab-
laufen. Der Verbindungsabbau ver-
lauft Uber dieselben Kommunikati-
onspfade.

«Management Plane Communica-
tion type 2» zwischen Network Ma-
nagement Center (NMC) und VP-VC-
Crossconnects. VPC/VCC  werden
durch das NMC auf- und abgebaut
sowie Uberwacht, wobei der Kom-
munikationspfad nicht zwingender-
weise ATM-basiert sein muss.
«Management Plane Communica-
tion type 3» zwischen NMC und VC-
Switch. Dabei empfangt der VC-
Switch einen Verbindungswunsch

- Uber «Control Plane Communication

(access)» und leitet diesen an das
NMC via «Management Plane Com-
munication type 3» weiter. Dieser
Zwitter-Kommunikationstyp ~ stellt
eine Art Umsetzer dar, da im Prinzip
lediglich Verbindungswunsche von
der Control Plane in die Manage-
ment Plane umgesetzt werden.

— «Control Plane (access)» zwischen

B-TE/B-NT2 und VC-Switch. Hier wer-
den VPCs/VCCs Uber einen speziellen
Signalisier-VCC (SVCC) auf- und ab-
gebaut sowie Uberwacht, welcher in
dem VC-Switch endet.

— «Control Plane (network)» zwischen

VP-Switch und VC-Switch. Dabei
geht es um den Auf- und Abbau
sowie um die Uberwachung von
VPCs/VCCs mit Hilfe der Signalisie-
rung innerhalb der Control Plane.

Die Bilder 4a bis 4c geben Beispiele,
wie die oben definierten Kommunika-
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tionstypen zwecks Verbindungsauf-
und -abbau ineinandergreifen. Bild 4a
zeigt ein Beispiel fur den Verbin-
dungsaufbau eines permanenten oder
semipermanenten VPC/VCC. Die Kom-
munikation beim Kommunikationstyp
1 beinhaltet einen Verbindungs-
wunsch vom CEQ fur einen permanen-
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Bild 2. Exampler of
Physical Configurati-
ons for B-ISDN.

ten oder semipermanenten VPC/VCC
zwecks Transfer von Benutzerinforma-
tion und in Gegenrichtung eine Nach-
richt vom NMC, welche VPI/VCI-Werte
fur diesen Informationstransfer be-
nutzt werden durfen. Das NMC steuert
die beteiligten VP-VC-Crossconnects
mittels Kommunikationstyp 2.

NETZWERKE

Bild 4b zeigt eine relativ unwahr-
scheinliche Verkettung von drei Kom-
munikationstypen unter Einbezug von
Kommunikationstyp 3, welche nur
eine Zwischenlésung darstellt. Wichtig
erscheint dabei die Unterscheidung
zwischen einem Crossconnect (Steue-
rung durch Management Plane) und
einem Switch (Steuerung durch Con-
trol Plane). Es muss davon ausgegan-
gen werden, dass erst nach dem Jahr
2000 ATM-Netze ausschliesslich mit
VP-VC-Switches aufgebaut werden,
die relativ einfach aufgebauten VP-
VC-Crossconnects also noch eine Zeit-
lang in ATM-Netzen vorhanden sein
werden. Im vorliegenden Beispiel er-
halt der VC-Switch einen Verbin-
dungswunsch vom B-TE/B-NT2 Uber
die Control Plane. Da die gewUlnschte
Verbindung Uber einen VP-VC-Cross-
connect verlauft, der aber keine Nach-
richten aus der Control Plane
interpretieren kann, ist beim Ver-
bindungsaufbau das NMC involviert.
Das NMC erhalt den Verbindungs-
wunsch iber Management Plane Com-
munication type 3 und setzt die Ver-
bindung im VP-VC-Crossconnect via
Management Plane Communication
type 2 auf.

Bild 4c zeigt einen VC-Switch, der von
einem B-TE/B-NT2 einen VCC-Verbin-
dungswunsch durch Control Plane
Communication (access) Uber eine spe-
zielle SVCC empfangt. Der VCC-Ver-
bindungswunsch im ATM-Zugangsbe-
reich zieht den Aufbau weiterer VPCs
nach sich und wird durch Control Pla-
ne Communication (network) erreicht.
Die Kombination dieser beiden Kom-
munikationstypen wird fur den schnel-
len Verbindungsaufbau mit Hilfe der
Control Plane benutzt.

Managementmodell
des ATM-Forums

Auch das ATM-Forum - eine private
Vereinigung von Systemanbietern und
Telecomlieferanten sowie ATM-Netz-
betreibern — folgt dem Ansatz des
ITU-T, fur die Definition einer Mana-
gementschnittstelle einen Protokoll-
stack (respektive ein Managementpro-
tokoll) und ein Informationsmodell zu
spezifizieren. Dieser Ansatz manife-
stiert sich im Managementmodell des
ATM-Forums, welches fur das gesamte
Management von ATM-Netzen und
den darauf aufbauenden Diensten
erstellt wurde. Diesem Management-
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modell liegt eine Art «Top-Down-Per-

spektive» zugrunde, wie sie auch das

in Teil 1 erwahnte TMN verfolgt.

Das ATM-Forum hat insgesamt funf

Managementschnittstellen (Bild 5) de-

finiert :

- M1: Management von ATM-End-
geraten in einer privaten Systemum-
gebung

- M2: Management von privaten
ATM-Netzen oder privaten ATM-
Switches

- M3: Managementverbindung zwi-
schen privaten und 6ffentlichen
ATM-Netzen

— M4: Management von 6ffentlichen
ATM-Netzen

— M5: Managementverbindungen zwi-
schen zwei 6ffentlichen ATM-Netzen

Fur die Schnittstellen M3, M4 und M5
werden bei den Managementproto-
kollen neben Spezifikationen fur die
Anwendung von CMIP (Common Ma-
nagement Information Protocol) [4]

COMMUNICATION USED

Management plane
communication type 1

TMN ARCHITECTURE

Service Manage- Operation & Main-
ment Center X tenance Center
OSF-MAF | OSF-MAF

(M/A) I (M/A)
(SMC-MF) (OAMC-MF)

Q3

+ Q 3or proprietary } J + Q3
OSF-MAF OSF-MAF

(A/M) OSF-MAF (A/IM)

(CIMF) (AIm) (CAMF)

| | |
BTE (— B-NT2 || BNT1 H 1T I ET
Ts Ug
Customer Installation Customer Access Local Exchange

TMN terms [ITU-T M.3010] :
OSF : Operation System Function / MAF : Management Application Function / (M): Manager / (A): Agent
Terms from ITU-T 1.610 :

SMC-MF : Service Management Center Management Function
OAMC-MF : Operation And Maintenance Center Management Function

CIMF : Customer Installation Management Function
CAMF : Customer Access Management Function

Bild 3. Example of TMN Architecture for Customer Access.

NMC

Management plane communication

Management plane
communication type 3

Management plane communication type 1 fype2
BTE/ | gnm L] veve | | wewc
B-NT2 crossconnect crossconnect
NMC
Management plane communication type 2
B-TE/ VP-VC :
B-NT2 B crossconnect[ | V€ switch
Control plane communication (access)
4. ____________
Control plane communication (network)
B-TE/ i :
B-NT2 B-NT1 —— VCswitch VC switch

Control plane communication (access)

Bild 4. Communication used for VPC/VCC Management.
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auch solche fur SNMP (Simple Network
Management Protocol) [7] erstellt,
was einen weiteren Schritt in Richtung
Harmonisierung dieser beiden bisher
oft getrennten Managementwelten
bedeutet.

Zusatzlich wurde das Interim Local Ma-
nagement Interface (ILMI) spezifiziert,
welches Managementfunktionen am
User Network Interface (UNI) resp. am
P-NNI (Privat-Network-Netwok-Inter-
face) Uber die physikalische ATM-Ver-
bindung realisiert. Dazu werden
SNMP-Nachrichten zwischen User Ma-
nagement Entities (UME) Uber die
AALS durch eine Art Protokolleinkap-
selung (SNMP in ATM-Zellen) befor-
dert, was als Zwischenlésung angese-
hen wird (daher auch der Name ILMI).
Uber das ILMI laufen vorwiegend das
Konfigurations- und Fehlermanage-
ment von ATM-Schnittstellen, was ein
Management zweier verschiedener
ATM-Gerate ermoglicht, welche auf
physikalischer Ebene ohnehin mitein-
ander verbunden sind.

Auch das ATM-Forum arbeitet am Lay-
er Management (LM)', allerdings nicht
in der Tiefe und in dem Umfang, wie
es das ITU-T vorgesehen hat. Hier wer-
den eher Benutzerschaltkreise durch
ein gesamtes ATM-Netz hindurch

! Zum Thema Layer Management siehe Teil 1 der
Artikelserie.

CoMTEC 9/10 1996
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M5 | Management

4

System

System

Network interfaces

Management interfaces

Bild 5. ATM-Forum-
Managementmodell.

Ende-zu-Ende gemanagt. Mit Hilfe der

in Teil 1 bereits erlauterterten OAM-

Zellen (Operation and Maintenance)

werden auf VC-Ebene (F5) und VP-

Ebene drei Managementkategorien

abgedeckt:

— AlarmUberwachung am VP

- Verifikation einer Verbindung am
VP und VC

- Verhinderung von Fehlern im Zell-
kopf (VPI und VCI)

Bild 6 zeigt das ATM-Forum-Manage-
mentmodell mit Termen aus dem ITU-
T, welche sich gemass der Ausrichtung
des ITU-T (Kommunikation in 6ffentli-
chen oder in Weitverkehrsnetzen) auf
die Managementschnittstellen M3,
M4 und M5 beschranken. Als europai-
scher Beitrag zur Spezifikation seien
die Schnittstellen Xuser (M3) und
Xcoop (M5) erwahnt, welche aller-
dings bisher nicht in lieferbaren Ma-
nagementlésungen zu finden sind. Fur
die Definition der M4- und M5-Schnitt-
stellen wurden zudem Beitrdge vom
ETSI NAS5 berucksichtigt. Es zeigt sich
somit deutlich, dass die TMN-Architek-
tur und das ATM-Forum-Manage-
mentmodell keine Gegensatze bilden,
sondern dass das ATM-Forum vielmehr
die TMN-Architektur als Basis fur ihr
ATM-Management anerkannt und
ausgewahlt hat. Die Management-
schnittstellen M1 und M2 sind pro-
prietarer Natur oder bestenfalls
SNMP-basiert, was zum einen die Rol-
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Management Functions at UNI :
LM & ILMI over physical link

UNI : User Network Interface / P-NNI : Private-public Network Network Interface / B-IC! : Broadband Inter Carrier interface / ILMI : Interim Local Management Interface

M1 : Management of ATM end devices / M2 : Management of private ATM networks or switches / M3 : Management links between public and private networks
M4 : Management of public ATM networks / M5 : Management links between two public networks / ILMI : Interim local management interface / LM : Layer management

le von SNMP als De-facto-Standard er-
neut unter Beweis stellt, zum anderen
aber die geringe Verbreitung von
CMIP in privaten Netzen zeigt. Zudem
sind die heute vorhandenen Definitio-
nen fur M1 und M2 sehr schwach aus-
gepragt, was zum einen an deren pro-
prietdrer Natur liegt, zum anderen am

System W

N

UNL &
| _ | Amm !

| |Device:

[ iy

geringen Interesse der Lieferanten,
diesen Bereich einer Standardisierung
zu unterziehen.

In Bild 7 wird der Begriff ILMI noch ein-
mal naher betrachtet und veranschau-
licht. Eine UME ist dabei eine Mana-
gementinstanz in einem ATM-End-
gerat oder in einem privaten respekti-

Das Buch zum Thema

Noch in diesem Jahr wird ein neues Buch des Autors zum Thema «ATM und ATM-Manage-
ment» erscheinen, das durch einen stufenweisen Aufbau sowohl einen guten Einstieg als
auch eine Vertiefung des Themas ermaglicht. Damit werden auf der einen Seite ATM-Neu-
linge bedient, die wissen wollen, was sich hinter dieser noch jungen Technik verbirgt. Auf
der anderen Seite werden auch Telekommunikationsspezialisten neue Anregungen und

eine Wissensvertiefung erfahren.

Es werden unter anderem folgende Themen behandelt:

- Verschmelzung der Tele- und der Datenkommunikationswelt im B-ISDN

- Circuit Switching und ATM-Switching, N-ISDN & B-ISDN

- 0Sl-Referenzmodell und ATM-Referenzmodell

- Tele- und Datenkommunikations-, Multimedia- und andere Dienste im ATM
- Aufbau und Funktion der einzelnen ATM-Schichten

- Signalisierung im B-ISDN (UNI und NNI)

- ATM-Management (Layer Management, OAM Cells, OAM-Prozeduren
- Traffic and Congestion Control (TCC), Connection Admission Control (CAC), Usage / Net-

work Parameter Control (UPC / NPC)

Nahere Informationen zum neuen Werk sind beim Autor erhaltlich.
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MANAGEMENT MODEL

Private Network

Public Network X Public Network Y

ve offentlichen ATM-Switch, welche

mit einer UME-Partnerinstanz zu Ma-

nagementzwecken kommuniziert. Es

sind dabei folgende Paarbildungen

denkbar:

— ATM-Endgerat zu privatem ATM-
Switch

— ATM-Endgerat zu 6ffentlichem ATM-
Switch

— privater ATM-Switch zu o6ffentli-
chem ATM-Switch

In der in Bild 7 gezeigten ILMI-MIB
(Management Information Base) zeigt
sich wieder die Interpretation des Be-
griffes MIB in der SNMP-Welt, auf die
im nachsten Abschnitt noch einmal
eingegangen wird. «Objekte» wie in
einer CMIP-basierten MIB sind hier de

( ) =
Private )I( N-0SF ) 0S f N-OSE) 0S
NMS ' E-OSF '
L S
proprietary | 0 E-OSF ) 0S
or SNMP-based
=205
ATM | Private (NINI) Public NIN' Public
Device =" T~ "] AM —9————T1—| AM 1 T ATM |- —
Switch Switch Switch
& (LM J \ J

T e B S O 2 T S B i e D B L 2 O e = A BT ez |

facto Werte in einer Tabelle, die tber
SNMP abgefragt und verandert wer-
den kénnen. Diese Tatsache erschwert
das Interworking zwischen der CMIP-
und der SNMP-Welt bisweilen stark, da
die streng objektorientierte Ausle-
gung von CMIP mit einer Uberwiegend
funktionalen und nur bedingt objekt-
orientierten Auslegung von SNMP kol-
lidiert. Bild 8 zeigt erganzend dazu
den Objektbaum aus der ATM-Netz-
elementsicht am M4-Interface, basie-
rend auf CMIP. Eine entsprechende
Version flr SNMP existiert ebenfalls.
Zudem wurde im ATM-Forum das In-
formationsmodell einer Netzsicht am
M4-Interface erarbeitet, die der Ma-
nagementebene entsprechend andere
Objekte enthalt als die Netzelement-
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Bild 7. ATM-Forum
Interim Local Manage-
ment Interface.

Private Network

proprietary
or SNMP-based

Bild 6. ATM-Forum-
Management-
modell (2).

sicht. Auf Bild 6 bezogen heisst das,
dass die Netzsicht im N-OSF (Network
Operation System Function) herge-
stellt wird, wahrend ein E-OSF (Ele-
ment Operation System Function) fur
die Netzelementsicht verantwortlich
ist. In der Netzelementsicht aus Bild 8
fehlen noch Objekte fur Billing-Me-
chanismen, so dass auch in den schon
sehr umfangreichen Dokumenten des
ATM-Forums noch reichlich Raum fur

-Verbesserungen bleibt.

Einfluss der Internet
Engineering Task Force
(IETF)

Die Internet Engineering Task Force

(IETF), gebildet vom Internet Activities

Board (IAB), spielt im Bereich ATM

noch keine bedeutende Rolle. Die Ak-

tivitaten beschrdanken sich zurzeit im

wesentlichen auf die Gebiete

— IP (Internet Protocol) over ATM
(Protokollkapselung von IP in ATM-
Zellen Uber die AALS5, so dass ATM
als Backbonenetz fur das Internet
fungiert)

— SNMP (Simple Network Manage-
ment Protocol), wobei es hier vor
allem um eine funktionale Ausdeh-
nung der ATM-MIB zum lokalen
Management von ATM-Equipment
geht

In [2] und [7] wurde bereits ausfuhrlich
auf das SNMP eingegangen, so dass
hier darauf verzichtet werden kann. Es
sei allerdings nochmals in Erinnerung
gerufen, dass zwei Versionen von
SNMP existieren. Version 2 wartet im-
mer noch auf den breiten Durchbruch,
was nicht zuletzt auf dem im Vergleich

CoMTEC 9/10 1996
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Bild 8. ATM-Forum M4 network element view with CMIP.

zu Version 1 verzehnfachten Spezifi-
kationsumfang beruht. Kritische Stim-
men verweisen darauf, dass sich Ver-
sion 2 von der Ausrichtung von Ver-
sion 1 (einfach und billig — «simple and
cheap», daher auch Simple Network
Management Protocol) zu weit ent-
fernt habe. Bild 9 zeigt einen typischen
Anwendungsfall von SNMP Version 1
in einer LAN-Umgebung (rechter obe-
rer Teil), welche Uber einen Router und
ein User Network Interface (UNI) in
eine offentliche ATM-Netzumgebung
eingebunden ist. In der LAN-Umge-
bung werden tber SNMP vorwiegend
Bridges und Router verschiedener Her-
steller gemanagt. Mit Version 2 wird es
zusatzlich auch moglich sein, ATM-
Netzelemente in einem privaten ATM-
Netz zu managen (linker unterer Teil).
In beiden Féllen geschieht dies Uber
SNMP-Agenten, welche ein ATM-Devi-
ce entweder wie bisher in einem LAN
oder aber in einem ATM-Netz darstel-
len und der Partner des Netzmanage-
mentsystems sind. Bezogen auf das
Managementmodell des ATM-Forums

CoMTEC 9/10 1996

handelt es sich hier um M1- (SNMP-
Agent in der LAN-Umgebung) respek-
tive M2-Schnittstellen (SNMP-Agent
im privaten ATM-Netz), was die er-
wahnte Definitionslicke aus dem
ATM-Forum schliessen kdénnte.

Dadurch, dass das ATM-Forum zuneh-
mend auch Spezifikationen fur die
Managementschnittstellen M3, M4
und M5, basierend auf SNMP, erstellt,
kénnte SNMP wieder etwas an Bedeu-
tung gewinnen. Wie bereits in [7] er-

NetworkManage- SNMP & ATM
ment System
= SNMP | | LAN 2
l — 220 o snwP ;
yﬁ" 20Nt Bridge | l
Ii LAN 1
SNMP UNI
agent | Public
i I AT
ATI\F/]Ir;lvsﬁ}nelork i ettt
Bild 9. The use of SNMP in an ATM environment.
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Additional MIBs :

« General system management
MIB Il (RFC 1213) e General interface configuration
* Performance management

* ATM configuration/status MIB to support M1, M2 and M3
ATM MIB (RFC 1695) * makes use of SNMPv2 (can be mapped to SNMPv1)

%\AALS specific information (connection oriented)

* RFC 1304 : SMDS MIB (SMDS over ATM via connectionless AA3/4)
 Transmission MIBs : RFC 1595 (SONET MIB), RFC 1406 (DS1 MIB), RFC 1407 (DS3 MIB) usw.

FOR ATM

\
|
|
|
|
\
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Bild 10. Internet Engineering Task Force (IETF) Management Information Bases (MIB) for ATM.

wahnt, ist SNMP das einzige Manage-
mentprotokoll, dass in der Praxis trotz
funktionaler und Sicherheitsmangel
sowohl in LAN- als auch in einigen
WAN-Bereichen Einzug gehalten hat.
Bild 10 zeigt die Interpretation des
IETF von einer Management Informa-
tion Base (MIB). Ausgehend vom IETF-
Standard RFC1213, welcher generelle
Managementfragen klart, werden
spezifische Managementproblemstel-
lungen durch die Definition weiterer
MIBs gelost, welche in Bild 10 aufge-
fuhrt sind. Als Beispiel mag der
RFC1695 dienen, welcher ATM-Mana-
gement auf den Schnittstellen M1 bis
M3 via SNMP Version 2 behandelt.

Ausblick

In der Artikelserie hat sich gezeigt,
dass die Harmonisierung im ATM-Ma-
nagement stark von den laufenden
Aktivitaten des ATM-Forums als eine
Art Drehscheibe der ATM-Standardi-
sierung getragen wird. Dies zeigt sich
nicht zuletzt im Managementmodell
des ATM-Forums, das auf breite Ak-
zeptanz stosst und durchaus TMN-
konform ist. Ein Schwachpunkt des
ATM-Managements ist die Erstellung
der entsprechenden Standards durch
verschiedene Gremien, wobei erst
durch eine sinnvolle Kombination ver-
schiedener Standards erfolgverspre-
chende Managementlésungen fur die
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Praxis entstehen. Es sei allerdings dar-
auf hingewiesen, dass dies auch in an-
deren Bereichen der Telekommunika-
tion der Fall war und ist. Die nachsten
Jahre werden zeigen, welche Lésung
auch netzseitig zum Erfolg fuhren
wird. Ein leistungsfahiges Netz- und
Servicemanagement wird allerdings
ein wichtiger Schlussel zum Erfolg von

ATM sein.

Dipl. Ing. Riidiger Sellin ist seit
1992 bei der Generaldirektion
e Telecom PTT, Direktion For-
S schung und Entwicklung, tétig.
, ‘ Er leitet dort die Fachgruppe
F 4 «Netzmanagement»,  welche
verschiedene Kunden innerhalb der Telecom
PTT berat sowie an der europdischen und inter-
nationalen Forschung beteiligt ist. Besondere
Aufmerksamkeit erhalten zurzeit die Gebiete
ATM-Management, Customer Network
Management, AN-Management sowie Uber-
greifende Netzmanagementkonzepte und -stu-
dien. Vor seiner Tatigkeit bei der Telecom PTT
war Rudiger Sellin in der Privatindustrie als Pro-
duct Manager flir Network Support Systems so-
wie als System Engineer fiir OSI-Applikationen
angestellt.
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SUMMARY

ATM MANAGEMENT
(PART 2)

The introduction of B-ISDN (Broadband
Integrated Services Digital Network) in
ATM technology (Asynchronous Transfer
Mode) is under way in almost all industri-
alized countries. The generally recog-
nized ATM reference model of ITU-T was
already presented in part 1 (ComTec
7/96). For B-ISDN management there are
various approaches of which the layer
management as well as the OAM cells
(Operation And Maintenance) have been
covered in part 1. In part 2 we shall dis-
cuss the management models presented
at the ITU-T and ATM forums as well as
the corresponding information models
and management protocols. A review of
the role of the Internet Activities Board
(IEFT) rounds off part 2.
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Dokumentation ist innerhalb
des Software-Engineerings
ein besonders zidhes Thema:
Nie war es vom Glamour der
Neuigkeit umstrahlt, nie von
der Aura der Wunderwaffe
umgeben. Immer hatte Do-
kumentation den miiden
Glanz des Soliden, Langwei-
ligen, Reizlosen. Dokumen-
tieren war und ist ein Syn-
onym fiir grauesten Berufs-
alltag des Software-Entwick-
lers. Wer kann, entflieht
dieser Tatigkeit, und die
meisten konnen.

Aber jederzeit war allen
klar: Mit der Dokumenta-
tion steht oder — sehr viel
ofter — fillt die Software.
Wenn wir uns mit den Pro-
blemen der Wartung, der
Wiederverwendung oder der
Portierung herumschlagen,
dann sind die meisten
Schwierigkeitenin der nie er-
stellten oder von Beginn an
unzureichenden oder nicht
nachgefithrten Dokumenta-
tion begriindet. Gute Doku-
mente sind das, was jeder zu
haben, aber fast niemand zu
erstellen wiinscht.

Die 7. «TR»-Werkstatt im
November 1996 nimmt sich
dieses schwierigen Themas
an. Wie in den vergangenen
sechs Jahren werden den
hochstens 35 Teilnehmern
keine Wundermittel injiziert;
aber in Vortrigen, Ubungen
und Diskussionen erhalten
sie Anregungen und Rat-
schldge fiir eine bessere, fir
alle Beteiligten befriedigen-
de Praxis. Dabei geht es
nicht nur um die Dokumen-
te, ihre Erstellung und Prii-
fung. Auch die Richtlinien

Donnerstag, 21., und Freitag,

Das gute Dokument

Templates, Checklisten, Muster, Vorbilder, Leitlinien und Priifungen

und Hilfen wie Muster und
Checklisten werden behan-
delt.

Wissenschaftliche
Leitung

Prof. Dr. rer. nat. Jochen
Ludewig, Universitét Stutt-
gart

Veranstalter

Technische Rundschau, Bern
MediaKom, Hannes Gysling,
Ittigen

Bundesamt fiir Konjunktur-
fragen, Thomas Bachofner,
Bern

Referenten

Horst Lichter, Diplom in In-
formatik an der Universitét
Kaiserslautern 1986; wissen-
schaftlicher Mitarbieter an
der ETH Ziirich und an der
Universitit Stuttgart bis zur
Promotion 1993. Bis 1995
SBG Ziirich, seitdem ABB-
Forschungszentrum Heidel-
berg. Schwerpunkte objekt-
orientierte Entwicklung, Pro-
totyping, Verbesserung des
Software-Engineerings im
Unternehmen.

Karol Frithauf, Diplom in
technischer Informatik an
der RWTH Aachen. Zwolf
Jahre Software-Entwicklung
und -Qualititssicherung bei
BBC, Baden. Seit 1987 Bera-
ter auf dem Gebiet Software
Engineering, insbesondere
Qualitatssicherung, INFO-
GEM AG (Informatiker Ge-
meinschaft fiir Unterneh-
mensberatung), Baden.

22. November 1996, im Ausbildungszentrum Seepark, Thun

Jochen Ludewig, Studium der
Elektrotechnik in Hannover,
Informatik in Miinchen.
Sechs Jahre staatliche For-
schungseinrichtung, Promo-
tion. BBC-Forschungszen-
trum, Baden-Dittwil, bis
1985. Drei Jahre Assistenz-
professor an der ETH Zii-
rich. Seit 1988 Lehrstuhl
Software Engineering an der
Universitit Stuttgart.

Tagungsort

Bankverein-Ausbildungszen-
trum Seepark, Seestrasse 47,
CH-3600 Thun

Die Teilnehmerzahl ist auf
35 beschrénkt.
Anmeldeschluss ist der
25. Oktober 1996.

Werkstattgebiihr

Die Teilnahmegebiihr be-
tragt Fr. 1270.—. Eingeschlos-
sen sind die Tagungsunterla-
gen, alle Mahlzeiten und
Pausenerfrischungen sowie
die Ubernachtung mit Friih-
stiick im Hotel Seepark in
Thun.

SAQ « ASPQ

Die Schweizerische Arbeits-
gemeinschaft fiir Qualitéts-
forderung (SAQ) unterstiitzt
die Durchfithrung der

7. «TR»-Werkstatt.
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