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NETZWERKE

ATM-MANAGEMENT (TEIL 1)

VERSCHIEDENE ANFORDERUNGEN
BEI HOHER EFFIZIENZ ABDECKEN

Die bisher zumeist getrennten Welten der Daten- und der Telekommunikation

verschmelzen auf der Netzebene mit der Einfihrung von B-ISDN (Broadband

Integrated Services Digital Network, Breitband-ISDN) weitgehend miteinander.

Allerdings liegen die Anforderungen der verschiedenen Dienste an ein Uni-

versalnetz der Zukunft immer noch weit auseinander. Es gilt als sicher, dass das

ATM-Verfahren (Asynchronous Transfer Mode, asynchroner Transfermodus)
die Technik fr die Realisierung des B-ISDN sein wird. Ein leistungsfahiges ATM-

Netzmanagement muss darum in der Lage sein, die verschiedenen, dienst-
seitigen Anforderungen an das B-ISDN bei gleichzeitig hoher Effizienz im Netz-
betrieb abzudecken. Die folgende, dreiteilige Artikelserie soll dartber
Aufschluss geben, welche Managementverfahren heute fir ATM existieren

und wie sich diese weiterentwickeln.

-ISDN ist als ein echtes Universal-
netz fur alle heute existierenden ATM REFERENCE MODEL
und kunftig denkbaren Dienste konzi-
piert worden'. Im Gegensatz zum

heute existierenden N-ISDN (Narrow- \ane
e e ﬂem'el\‘l e 4
Wana%” g
— ¢
. ¢
- f | ne f) 4
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Sublayers: L : %’/i '2
______________ Higher Layer Protocols /é | g
L Convergence Sublayer (CS) ~ T T 4——— ‘ - 4l
band-I.SDN, Schmalbgnd-ISDN) mitsei- | & EEEEE Lonoaeme ATM Adaptation Layer (AAL) g
nen fixen Bandbreiten (n-64 kbitss, Segmentation and Reassembly (SAR)_ L e
n=2odern=30)undfixerQoS(Qua- |E = s =" = 5 ATM Layer (ATM)
lity of Service, Dienstqualitdt) wird |z sss s -c=x-c == ‘
Transmission Convergence (TC) _ _ _ - Physical Layer (PHY)
Physical Medium (PM) el
' Die Grundlagen fur B-ISDN werden hier nur
kurz erlautert, da diese bereits in der B-ISDN-
Sondernummer der «Techn. Mitteilungen PTT» .
(4/93) ausfuhrlich dargestellt wurden. Bild 1. ATM Reference Model: Layers, Sublayers and Planes.
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CELL STRUCTURE

Byte 1

Header

(5 Bytes)
Byte 5
Byte 6

Data

(48 Bytes)

Byte 53
gl7]6]s5]4]3]2]1
Bild 2a.

Cell Structure at NNI and UNI [ITU-T 1.361].

das B-ISDN entweder flexible oder
fixe Bandbreite bei wahlbarer QoS an-
bieten. Bild 1 zeigt das dreidimensio-
nale ATM-Referenzmodell des ITU-T,
dem eine Art Evolution bestehender
Techniken zugrunde liegt. So kom-
men alle Grundprinzipien des OSI-Re-
ferenzmodells (z. B. die funktionale
Aufteilung in Layers [Schichten]) so-
wie einige Prinzipien aus dem N-ISDN
(z. B. die Aufteilung in Planes [Ebe-
nen]) zur Anwendung.
Es werden drei Schichten unterschie-
den:
— ATM Adaptation Layer (AAL) (ATM-
Anpassungsschicht)
— ATM Layer (ATM) (ATM-Schicht)
— ATM Physical Layer (PHY) (physika-
lische ATM-Schicht)

Die AAL bringt die verschiedenen Da-
tenstrome aus den oberen Layers
(z. B. konstante oder variable Bitstro-
me mit festem oder variablem Band-
breitenbedarf) in das einheitliche 48-
Byte-Format der ATM-Zelle (soge-
nannte Payload, Nutzinformation). In
der ATM-Layer wird der Zellkopf ge-
neriert, der Nutzinformation voran-
gestellt und so die eigentliche ATM-
Zelle gebildet. Diese ATM-Zelle wird
dann entweder transparent in der
PHY-Layer Ubertragen oder vor der
Ubertragung in einen Ubertragungs-
netzspezifischen Frame (Rahmen) ein-
gebracht. Die PHY-Layer besteht im
WAN-Bereich (Wide Area Network)
zumeist aus PDH- oder SDH-Netzen
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(PDH = Plesiochronous Digital Hierar-

chy, SDH = Synchronous Digital Hierar-

chy), auf denen die ATM-Layer auf-

setzt. Der LAN-Bereich (Local Area

Network) ist von Ethernet, Token

Ring, Token Bus, FDDI und anderen

Strukturen gepragt.

Wie bereits im N-ISDN wird auch im B-

ISDN in drei Ebenen unterschieden

(Bild 1):

— User Plane (Benutzerebene)

— Control Plane (Kontrollebene)

— Management Plane (Management-
ebene)

Waéhrend in der User Plane die Benut-
zerdaten behandelt werden, ist die
Control Plane fur die korrekte Signali-
sierung (z. B. far den Verbindungsauf-
und -abbau) verantwortlich. Die Ma-
nagement Plane schliesslich umfasst
alle statischen und dynamischen Ma-
nagementprozesse und wird daher
weiter in Plane Management (Ebe-
nenmanagement) und Layer Manage-
ment (LM) - (Schichtenmanagement)
differenziert. Vor allem das LM halt
viele Informationen bereit, die fur das
Management von grosser Bedeutung
sind und daher auch fur statisches Ma-
nagement (z. B. fur Messungen der
Performance) genutzt werden kén-
nen.

NETZWERKE

Im engeren Sinn von ATM (— Asyn-
chronous Transfer Mode) findet ATM
oberhalb der PHY-Layer statt, da dort
die bestehenden (synchronen) Uber-
tragungsnetze genutzt werden. So
kénnen in der ATM-Layer sogenannte
Virtual Channels (VC) (virtuelle Ka-
nale) und Virtual Paths (VP) (virtuelle
Pfade) geschaltet werden, was sich im
Zellkopf durch Felder far Virtual
Channel Identifier (VCl) und Virtual
Path Identifier (VPI) manifestiert. VCI
und VPI haben ausser fur bestimmte
Signalisierungszwecke keine netzwei-
te, sondern nur lokale Bedeutung, so
beispielsweise zwischen zwei ATM-
Netzknoten. Bild 2a zeigt das ATM-
Zellformat mit einem Header (Zell-
kopf) von 5 Byte und einem Body
(Zellkorper) von 48 Byte. ATM-Zellen
an der Benutzer-Netz-Schnittstelle
User Network Interface (UNI) sind von
ATM-Zellen am Network Network In-
terface (NNI) (Netz-Netz-Schnittstelle)
verschieden, da das Feld fur die Gene-
ric Flow Control (GFC) (generische
Flusskontrolle) 4 Bit bendtigt. Daher
stehen fur das VPI-Feld an der UNI nur
8 Bit zur Verfiigung, wahrend an der
NNI 12 Bit zur VPI-Adressierung ge-
nutzt werden kénnen (Bild 2b). Wei-
tere Details kénnen der ITU-T-Emp-
fehlung 1.361 entnommen werden [1].

Byte 53

I'TTTTTT

HEADER STRUCTURE

Byte ST (at UNI)
Header \ QteT e R
S (5 Bytes) \\ Byte2 [ VPl va
e Byte 3 va
Data
(48 Bytes)

Bild 2b. Header Structure at NNI and UNI [ITU-T 1.361]1. VPI: Virtual Path Identifier,
VClI: Virtual Channel Identifier, GFC: Generic Flow Control, PTI: Payload Type Identifier,
CLP: Cell Loss Priority, HEC: Header Error Check, NNI: Network Node Interface,
UNI: User Network Interface.
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MANAGEMENT RELATIONSHIPS

—‘ MTP-3 l
Systems SSCF at NNI
Manage-
ment Layer
—— Manage- SSCOP
ment
AAL Type 5 CP

R R S O R By sy T ]
Bild 3. Relationships of layer management
with other entities [ITU-T Q.2144]. MTP: Mes-
sage Transfer Part, SSCOP: Service Specific
Connection Oriented Protocol, SSCF at NNI:
Service Specific Coordination Function for sup-
port of signaling at the Network-to-Network
Interface, AAL 5 CP: ATM Adaption Layer Com-
mon Part.

ATM-Netzmanagement
in WANs

Der Begriff Netzmanagement im klas-
sischen Sinn bedarf bei ATM-basierten
Netzen einer erweiterten Definition.
Im Gegensatz zu heute existierenden
Netzen stellt ATM viele neuartige Ma-
nagementverfahren im Netz selbst
bereit, die man in dieser Form bisher
noch nicht kannte. Zudem stellt sich
auch die Frage, ob man alle drei
Schichten (AAL, ATM und PHY) ge-
trennt betrachten oder homogen ma-
nagen will. Prinzipiell ist beides mog-
lich, jedoch zeichnet sich der Trend
ab, dass sich — nicht zuletzt wegen der
Liberalisierung im Telecombereich,
Stichwort ONP (Open Network Provi-
sioning) — verschiedene Organisati-
onseinheiten fur eine Netzschicht und
das dazugehdérende Management

~

Die TMN-Grundlagen wurden in der TMN-Arti-
kelserie der «Techn. Mitteilungen PTT» 5-7/94
ausfuhrlich behandelt.

Die Zusammenhénge zwischen diesen Archi-
tekturen und die stufenweise Uberleitung so-
wie die Bedeutung der Informationsmodelle
wurde im Artikel «TMN-Architektur vor dem
Scheideweg» («ComTec» 10/95) ausfuhrlich
dargestellt.

w
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verantwortlich zeichnen. So ist es
nicht verwunderlich, dass sich auch
das ATM-Management fur den 6ffent-
lichen und fur den privaten Bereich
entsprechend der netzseitigen Unter-
scheidung  WAN-LAN  entwickelt.
Wahrend Teil 1 der Artikelserie vor al-
lem auf den Bereich Management fur
ATM-WANs eingehen wird, wird Teil 2
dasselbe fur den LAN-Bereich versu-
chen sowie Verbindungen zwischen
beiden Welten aufzeigen.

Fur den Bereich WAN-Management
hat sich das Konzept Telecommunica-
tions Management Network (TMN)
auf breiter Ebene etabliert?. TMN
stellt Prinzipien und Werkzeuge zum
einheitlichen Management von Net-
zen und Diensten zur Verfagung.
TMN wurde von der ITU-T-Studien-
gruppe 4 entwickelt und erféhrt lau-
fend funktionale Erweiterungen, vor
allem betreffend der Informations-
modelle, die flr jede Managementan-
wendung spezifisch erstellt werden.
Far TMN wurden daher auch eine
funktionale, eine Informations- und
eine physikalische Architektur ent-
wickelt?. Eine ausfuhrliche Beschrei-
bung der TMN-Architektur findet sich

in [2]. Es kann heute davon ausgegan-
gen werden, dass TMN wohl eher die
statischen oder zeitlich unkritischen
ATM-Managementprozesse  behan-
deln wird, so beispielsweise die Schal-
tung vorbestellter VCs/VPs oder das
VC-/VP-Monitoring. Zeitkritische Ma-
nagementaktivitdten sollten eher
Uber die automatisierten Prozesse
oder mit Hilfe der Signalisierung in
Echtzeit abgewickelt werden.

Uber das bereits erwdhnte LM kann
die Management Plane beispielsweise
mit der Control Plane kommunizieren
und Signalisierprozesse fur Manage-
mentzwecke nutzbar machen. Die
ITU-T-Empfehlung Q.2144 [3] spezifi-
ziert das LM fur die sogenannte Sig-
naling AAL (SAAL) am NNI, welche un-
ter anderem Signale und Parameter
zwischen den ATM-Signalisierproto-
kollen SSCOP (Service Specific Connec-
tion Oriented Protocol) sowie SSCF
(Service Specific Coordination Func-
tion for support of signaling at the
Network-to-Network Interface) und
dem LM enthalt. Im Prinzip geht es
hier um das gezielte Management
von Signalisierlinks, die im ATM auf
dem Common Part (CP) (gemeinsa-

ATM REFERENCE MODEL & TMN

ATM layer management A
- VCI/VPI management 2

D
- VOVP performance monitoring '

- VOVP bandwith management N
- VOVP protection switching

- VOVP rerouting
- VOVP selfhealing

TMN
ne
/ — T
war s
‘ A 5 3
A i Q
ne e =
contrd P user P°° 2| %
SAE
l 1%
Higher Layer Protocols *g/l 2
3 -
(]
ATM Adaptation Layer (AAL) V3 |
ATM Layer (ATM)

- VOVP traffic measurement

Physical layer management

Physical Layer (PHY)

- SDH path performance monitoring

- SDH path protection switching 4
- Section performance monitoring .~

- Section protection switching o

Bild 4. ATM Reference Model: Layers, Planes and Network Management. Definitions: Protection
Switching is the establishment of a pre-assigned replacement connection by means of equip-
ment without the NMC function. The equipment may either reside in the connecting and termi-
nating points of related VP-level. Rerouting is the establishment of a replacement connection by
the NMC function. When a connection failure occurs the replacement connection is routed de-
pending on network resources available at that time. Selfhealing is the establishment of a repla-
cement connection by network without the NMC function. When a connection failure occurs the
replacement connection is found by the network elements and rerouted depending on network
resources available at that time.
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VCC
end point

AAL Physical layer

ATM connecting point

‘ PL: PLr

OAM FLOWS

VP crossconect VC switch

ATM | | ATM

VCC,
end point

AAL
ATM
fr

- ffanémissioh Path F3
_ SectionF2,F1

Bild 5. Example of mechanisms for OAM flows [ITU-T 1.601].

Physical Layer\\ATM Layer /

/

men Teil) der AAL5 aufsetzen (Bild 3).
Die heutigen Definitionen in [3]
decken vor allem die Bereiche Fault
und Performance Management ab.

Wie das Beispiel in Bild 4 zeigt, sind
auch fur die ATM Layer und PHY Ma-
nagementprozesse fur das LM vorge-
sehen. Wenn nun in der ATM Layer
VPs oder VCs ausfallen, versuchen die
beteiligten ATM Switches zuerst ohne
die Management Plane, Ersatz-VPs
oder Ersatz-VCs zu schalten. Dies kann
entweder Uber vordefinierte VPs/VCs
geschehen (sogenannte Protection
Switching) oder durch die automa-
tisch ablaufende Suche nach mégli-
chen Ersatz-VPs oder Ersatz-VCs (soge-
nanntes Selfhealing). Sollten sowohl
Protection Switching als auch Selfhea-
ling scheitern, tritt das sogenannte
VC/VP Rerouting in Aktion. Hierbei
werden Uber ein Network Manage-
ment Center (NMC) (in der TMN-Ter-
minologie ein Operations System
[OS]) Ersatz-VPs oder Ersatz-VCs zwi-
schen den Network Elements (NE)
(Netzelemente) manuell geschaltet.

OAM Levels
und OAM Functions

In der ITU-T-Empfehlung 1.610 [4] sind
verschiedene, sogenannte Operation

And Maintenance (OAM) Levels (Be-

CoMTEC 7/1996

LAYER MANAGEMENT

LAYER MANAGEMENT

USER / CONTROL PLANE

Adaptation
Layer
1

ATM_DATA

——— e = ETMSAPEL -
1

ATM-CEP

Aa

(TP Level)
F3 OAM

SYSTEMS MANAGEMENT / PLANE MANAGEMENT (TMN)

Physical
Layer
1

PHY-CEP

PHY_DATA

Bild 6. Layer Management (LM) on F5 to F1 OAM level.
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triebs- und Unterhaltsebenen) ent-
sprechend der Hierarchie des ATM-
Transportnetzes fur die ATM Layer
und PHY definiert (Bild 5) :

F5: OAM fur Virtual Channel Level
(ATM Layer)

F4: OAM fur Virtual Path Level
(ATM Layer)

F3: OAM fur Transmission Path
Level (PHY)

F2: OAM fur Digital Section Level
(PHY)

F1: OAM fur Regenerator Level
(PHY)*

Diese Unterscheidung ermdglicht eine
stufenweise Eingrenzung bei der
Fehlersuche, da die einzelnen OAM
Levels isoliert voneinander betrachtet
werden kénnen. Bild 6 gibt die Be-
ziehung vom LM zu den einzelnen
OAM Levels F5 bis F1 unter Berlck-
sichtigung eines Ubergreifenden Sy-
stems Managements/Plane Manage-
ments wieder. Dazu werden beispiels-
weise vom TMN aus Managementpro-
zesse im LM gestartet, welche zu
weiteren Managementaktivitaten in
der User bzw. Control Plane fuhren.

Dies geschieht in einer eher «unauf-
falligen» Weise. So werden beispiels-
weise bereits vorhandene Messdaten
in einer Ruckschau ausgewertet und
neue Messungen vom TMN im LM be-
auftragt, ohne die Konfiguration des
Zielsystems zwingend andern zu mus-
sen. Zudem sind diese Messungen im
gewohnlichen Format der jeweiligen

4 Die Levels F1 und F2 werden in den heute be-
kannten OAM-Funktionen als Section gemein-
sam betrachtet.

OPERATION AND MAINTENANCE CELLS

Common ATM cell format

e

LH
5 Bytes

ader Data

48 Bytes

7
/

/

Common OAM cell format

I ERROR DETECTION CODE

7
OAM TYPE - This field indicates |"gam
the type of management function
Eerformed by this cell, e.g. FM or
M, activation/deactivation...

type
4 bits
OAM FUNCTION TYPE - This f

cell type field.

7y

indicates the actual function per-
formed by this cell within the ma-
gaﬂslment type indicated by the

/7
7/

OAM
unction
type

!
4 bits
ield // : 3
/

Function specific field
45 bytes

LY /l

/|
£

\
o

/

/

/ 1y,

/
l

}
N\
l

Unused
bytes

Defect
location (opt.)

x bytes

Defect
pe (opt.)
1 byte

Fault Management Cell

.

X,

.

Reserved EDC
for future use| (CRC-10)
6 bits 10 bits

\‘ ~\
\RESERVED FOR FUTURE USE
Default value all zero

1 This field carries a CRC-10 error
detection code computed over
the information field of the
The (HE.10 generating po

e CRC-10 generating po
isG(x)=1+x+x4+xg+x9v

nomial
+x10

R
N

/
l
/

koqpchk
indication|

1 byte-

\

TUC

\ /
\ /
Block erted

error
result

Unused
bytes

/
|-MCSNJ 1
8 bits

BIP-16] TS
(opt.)
16 bits+32 bits

Lost/misinserte:
cell count
16 bits

16 bits

Performance Management Cell

32 bits

\

Bild 7.

Operation and Maintenance cell formats.

i

\

[
'

\

Correla-
tion tag

-4 byte-

Loopback|Source ID

Jocation (optionalJi‘nused
16 bits=16 bits-8 bits-
Loopback Cell

Message|
[ ng
6 bits=—2 bits—-8 bits

Directions| Correla-|PM block|
of action [tion tag

Function specific field for Activation/Deactivation

Sizes A-B
4 bits—

PM block| Unused
Sizes B-A| bytes

—4 bits—336 bits

|
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OAM type . Furiction 'fypé ‘
Fault 0001 AlS 0000
Management 0001 RDI 0001
0001 Continuity Check 0100
0001 Loopback 1000
Performance 0010 Forward Monitoring 0000
Management 0010 Backward Reporting 0001
Activation/Deactivation | 1000 Forward Monitoring 0000
and the associated
Backward Reporting
1000 Continuity Check 0001
1000 Forward Monitoring 0010
System Management 1111 (not standardized in 1.610) | —

Tabelle 1. OAM type and function type indentifiers [ITU-T 1.610].

Layer gewissermassen «eingepackt»
(in der ATM Layer in Zellen, in der PHY
beispielsweise im Falle von SDH in
Rahmen). Das ATM-Management
er6ffnet einem Netzbetreiber darum
andere Moglichkeiten, als man es
etwa von N-ISDN oder X.25 bisher ge-
wohnt war.
Fur die Levels F4 und F5 werden spe-
zielle OAM-Zellen benutzt, die auf F4
Level durch vordefinierte VCI-Werte
und auf F5 Level durch vorgegebene
PTI-Werte identifiziert sind. Liegen im
Fehlerfall aus der PHY-Layer keine
Fehlermeldungen vor (etwa aus dem
Bereich des SDH-Managements), kon-
nen gezielte OAM-Zellen auf VP oder
VC Level eingespeist werden. OAM-
Zellen koénnen entweder zwischen
zwei Endgeraten («end-to-end») oder
auf einzelnen Teilstrecken (z. B. vom
Endgerdt zum lokalen ATM Switch
oder zwischen zwei oder mehreren
ATM Switches) eingefugt werden. Es
besteht allerdings in grosseren ATM-
Netzen und vor allem bei mehreren
involvierten ATM-Netzen die Schwie-
rigkeit, die beteiligten Netzknoten
eindeutig zu identifizieren. Dies ist al-
lerdings bei einigen Tests (z. B. Lauf-
zeittests) unbedingt nétig, um even-
tuell Uberlastete Netzknoten zu loka-
lisieren.
Bis heute sind folgende Typen von
OAM-Zellen definiert (Bild 7):
— Fault Management Cell
- Performance Management Cell
- Activation Cell (Performance
Monitoring/Continuity Check)
- Systems Management Cell (noch
nicht detailliert festgelegt)

CoMmTEC 7/1996

Auch far OAM-Zellen gilt selbstver-
standlich die Aufteilung in einen 5
Byte Header und in einen 48 Byte
Body. Allen OAM-Zellen gemeinsam
ist die weitere Aufteilung der verfug-
baren 48 Byte in einen 1 Byte OAM
Header (zu Beginn der Zelle) und ei-
nen 3 Byte Trailer (am Ende der Zelle).
Die verbleibenden 44 Byte OAM Body

NETZWERKE

werden von jedem OAM-Zelltyp ver-
schieden genutzt (Bild 5). Die ersten 4
Bit des OAM Headers identifizieren
den OAM Type, wahrend die zweiten
4 Bit den OAM-Funktionstypen (Funk-
tion innerhalb des OAM Type) festle-
gen. Zurzeit gelten die in Tabelle 1 [4]
genannten Codes fur die Felder OAM
Type und OAM Function Type.

Die Originaldefinitionen der OAM
Function Types gibt die Tabelle 2 wie-
der. Die OAM Function Types AIS
(Alarm Indication Signal) und RDI (Re-
mote Defect Indication) werden fur
die Fehlersignalisierung in Vorwarts-
richtung (d. h. vom Endgerat in Rich-
tung lokaler ATM Switch) bzw. in Ge-
genrichtung (d. h. vom lokalen ATM
Switch in Richtung Endgerat) ge-
braucht. — Ein Continuity Check (CC)
wird fur die dauernde Beobachtung
oder fur den Test der Verflgbarkeit
einer ATM-Verbindung benétigt. — In-
teressante Moglichkeiten bietet der
sogenannte Loopback, der das geziel-
te Senden einer OAM-Zelle mit deren
anschliessender Rucksendung ermdég-
licht. Dadurch werden spezifische
Fehlerlokalisierungen in beiden Rich-
tungen, und zwar auch vor dem Sen-
den «echter» ATM-Benutzerzellen,
erst ermdglicht. — Performance Tests

OAM function type

Main application

AlS ® for reporting defect indications in the
forward direction
RDI @ for reporting remote defect indications in

the baxkward direction

Continuity check

@® for continously monitoring continuity

Loopback

@® for on-demand connectivity monitoring
® fault localization
@ pre-service connectivity verification

Forward performance
monitoring

@ for estimating performance

Backward performance
monitoring

® for reporting performance estimations in
the backward direction

Activation / deactivation

@® for activating / deactivation performance
monitoring and continuity check

System management

@ for use by end systems only

OAM: Operation and Maintenance, AlS: Alarm Indication Signal, RDI: Remote Defect Indication
Tabelle 2. OAM functions of the ATM layer [ITU-T 1.610].
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OAM PROCEDURES

insertion point

e } OO OO 0o O®
R e ]
ADll— —— —— = e e e
Alarm surveillance
[ Je} 00 OO 00———O®
_—_——————— — — —»CC
ROl == i == e = e e e

Continuity checking

Virtual Link

Virtual connection

e i 00 0O o J

4______________Vloopback
Cell loopback

[ o} —O00- 00 00 o®

. -
AR 7 baciward reporiing
block

Performance monitoring

O VPQVCC connecting point

@ VPOVCC endpoint

Bild 8. OAM procedures in ATM-based B-ISDNs.

[O user data cell

OAM cell

in beiden Richtungen kénnen mit Hil-
fe des Performance Monitoring (PM)
durchgefuhrt werden. — Schliesslich
dient der OAM Type Activation/Deac-
tivation der Ein- und Ausschaltung
der OAM-Funktionen CC und PM. -
Der Begriff des Systems Management
ist aus dem Bereich OSI Systems Mana-
gement [2] hinreichend bekannt und
wurde auch in Bild 3 gebraucht. Im
Prinzip geht es hierbei um das Mana-
gement von OSI-Systemen, zu denen
auch ATM-Systeme gehoren®.

w

Ubrigens ist die Relation von ATM zum OSI-Re-
ferenzmodell noch nicht in allen Details ge-
klart, wiewohl alle OSI-Prinzipien auch fur ATM
gelten (z. B. Aufteilung der Kommunikations-
funktionen in Schichten, deren Unterteilung in
Subschichten, Zugriff von Funktionen der ei-
nen OSI-Schicht auf Funktionen der darunter-
liegenden OSI-Schicht tber SAPs (Service Access
Points) usw.
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Beispiele
fiir OAM Function Types

Bild 8 zeigt Beispiele fur die OAM
Function Types. Ein Fehler auf einem
VC oder VP wird mit zwei OAM-Zellen
angezeigt:

— AIS oder
- RDI.

AlS-Zellen fliessen wie die Benutzer-
zellen in Aufwartsrichtung («down-
stream»), wahrend RDI-Zellen in die
Gegenrichtung («upstream») fliessen.
Sowohl AlS als auch RDI enthalten Fel-
der mit dem Fehlertyp (1 byte) und
dem Fehlerort (15 byte). In Bild 8 sind
vier Funktionsbeispiele fur ATM Ma-
nagement gezeigt, die nachfolgend
erlautert werden.

Alarm surveillance
(Fehleriiberwachung)

Bei Erhalt einer Fehlermeldung aus
der PHY wartet der Uberwachende
VP/VC Connection (VPC/VCC) Connec-
ting Endpoint (CEP) eine kurze Zeit
auf das automatische Protection
Switching der PHY. Falls der Fehler
weiter besteht, sendet der Uberwa-
chende VPC/VCC CEP eine AlS-Zelle in
Aufwartsrichtung (= in die Richtung,
in der der VPC/VCC gestort gemeldet
ist). AlS-Zellen werden solange gesen-
det, bis der Fehler beseitigt ist. Bei
Empfang einer bestimmten Anzahl
von AlS-Zellen beginnt der VPC/VCC
Endpoint, RDI in Abwartsrichtung zu
senden. Die Fehlerlokalisierung und
-beseitigung wird initialisiert.

Continuity checking

Ein CC wird gebraucht, um die immer
noch bestehende Funktion einer inak-
tiven VPC/VCC zu Uberprafen. Wenn
fur eine bestimmte Zeit keine Benut-
zerzellen in Vorwartsrichtung emp-
fangen wurden, aber kein VPC/VCC-
Fehler vorliegt, wird eine CC-Zelle in
Ruckwartsrichtung gesendet. Wenn
der sendende VPC/VCC Endpoint in-
nerhalb einer bestimmten Zeit nicht
mit einer CC-Zelle antwortet, wird die
Verbindung als gestért gemeldet und
eine RDI-Zelle zum sendenden
VPC/VCC Endpoint gesendet.

Ausblick

Gemessen an den ersten Ergebnissen
von 1993 sind die Bemiithungen um ein
einheitliches ATM-Netzmanagement
recht weit fortgeschritten. Vor allem
dank der Arbeiten des ATM-Forums und
des ETSI NAS5 sind die Arbeiten an
Informationsmodellen im ITU-T
inzwischen vorangegangen. Gleichwohl
bleibt noch einige Arbeit zu erledigen,
vor allem in Richtung Harmonisierung
der teilweise verschiedenen Standards.
Teil 2 und 3 der Artikelserie werden
einige dieser Fragen zu beantworten
versuchen.
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Cell loopback

Mit diesem OAM-Zelltyp ist es mog-
lich, auf Anforderung einzelne
VPCs/VCCs  zu testen, indem ab-
schnittsweise OAM-Zellen in den Zell-
fluss eingespiesen werden und mit Zu-
satzinformationen versehen wieder
zum Sender zurlckgelangen. Bei ei-
nem Test Uber die gesamte Strecke
ist die Messung des sogenannten
«round-trip cell transfer delays» mog-
lich.

Performance monitoring
(PM)

Die PM-Prozedur involviert die Einfu-
gung von OAM-Zellen vor und nach
gewodhnlichen Benutzerzellen bzw.
vor und nach n Blécken von Benutzer-
zellen (n = 128, 256, 512 oder 1024).
Diese OAM-Zellen werden nur dann
eingefligt, wenn freie Kapazitat auf
den VPC/VCC verfugbar ist (anstatt so-
genannte «idle cells» werden PM cells
eingefligt). PM kann in beiden Rich-
tungen vollzogen werden.

NETZWERKE

SUMMARY

ATM management (part 1)

With the introduction of the broadband integrated services digital network (B-ISDN), the
two mainly separate worlds of data- and telecommunications have largely blended. How-
ever, the demands made by the various services on a future universal network are still far
apart. It is considered certain that asynchronous transfer mode (ATM) will be the technolo-
gy for realizing B-ISDN. Effective ATM network management must therefore be capable of
meeting the various service-side requirements of B-ISDN and at the same time maintain a
high degree of efficiency in network operations. Compared with first results achieved in
1993, efforts towards uniform ATM management are quite far advanced. Thanks particular-
ly to the work of the ATM Forum and ETSI NA5, work on the information models in ITU-T
has in the meantime gone ahead. There is, however, still quite some work to be done, espe-
cially with regard to harmonizing the sometimes different standards.
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