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TRAFFIC CONCEPT

TRAFFIC CONCEPT FOR AN ATM NETWORK

MANAGING THE TRAFFIC STREAMS
IN AN OPTIMAL WAY

Asynchronous multiplexing in ATM means that data

cells are not transmitted within fixed time frames. In an

ATM network, the ATM connections are monitored at

the network input in respect to the accumulation of

ATM cells. To avoid exceeding a specified cell loss rate,

measures are taken to eliminate an accumulation of

ATM cells. This contribution explains the internationally

standardized measure for ATM cell accumulations

(celldelay variation) which is to be applied and states

the limiting values to be tolerated within the ATM

cross-connect network of the Swiss Telecom.

Like every other telecommunication
network, an ATM network consists
of network nodes and transmission
links. The main task of network nodes
is to link the traffic streams arriving at
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their inputs in a correct way to their
outputs. Thereby, traffic links can only
handle as many connections as their
capacity allows. For connection-
oriented networks such as ATM net-
works, a test is performed during the
connection buildup phase at every
transmission link in respect to the ca-
pacity that is available for a given new
connection. If the capacity is not suffi-
cient, another transmission link is
searched or in the case that none is
available, the connection is rejected.
Within the Swiss ATM cross connect
network, connections are managed
by a dedicated management system.
In a synchronous multiplexing system
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such as is known in digital telephone
networks or in the narrowband ISDN,
the information per individual
connection on a transmission link is
transmitted always at the same posi-
tion of a periodic multiplexing frame.
Through this, the number of trans-
mitted octets per multiplexing frame
is constant and their sum corresponds
to the capacity of the transmission
link.

With ATM, the multiplexing is asyn-
chronous which implies that informa-
tion packages (cells) of individual
connections are not transmitted with-
in fixed frames. To avoid the ac-
ceptance of too many connections on
transmission links and through this,
possibly unacceptable transmission
losses, a measure for the capacity is
required also for ATM links. Such a
measure has been defined by the In-
ternational Telecommunication Union
(ITU) at the end of 1994 and is desig-
nated as the ‘peak cell rate’ [1].

Characterizing ATM links
through the peak cell rate

The capacity may not be sufficient any
more if cells are transmitted with very
high rates on several connections
being present on an individual trans-
mission link. Under such circum-
stances, cells are lost or they must be
stored temporarily during such peak
loads. Besides of the costs involved for
corresponding memories, an addi-
tional problem arises concerning an
excessive transmission delay which
may be detrimental for real-time
applications such as video confer-
ences. Due to this constraint, relative-
ly small buffer memories are applied
in ATM networks (order of magnitude
of 100 cells).

To ensure a good network quality for
all customers, an agreement is to be
made per customer in respect to his
prospective traffic. The compliance
with the agreement will then be mo-
nitored in the interest of all customers
and traffic peaks being incompatible
are eliminated. This function is called
‘usage parameter control’.

Also, in a situation where cells are
sent in a purely periodical way from
given ATM sources', variations may
occur in respect to the time differen-
ces at the network input between
cells of a given source. This is espe-
cially the case if at a subscriber line,
several ATM connections are multi-
plexed. Such a situation is represented
in Figure 1.

The cell steams of two ATM sources
are given to a multiplexer. The multi-
plexed data stream is then available
at the output (Fig. 1). All three inter-
faces use the same cell clock, but with

1 An ATM source is defined as a terminal equip-
ment that includes an ATM interface or a corre-
sponding adaptation device implementing the
required adaptation of a signal of differing for-
mat to an ATM cell structure.
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different phase. The sources 1 and 2
present cells at constant time spa-
cings. By the adaptation process at
the outputs of the sources, unequal
time spacings result between cells.
The fluctuations of the spacings are
even larger at the output of the mul-
tiplexer since for cells that arrive just
in sequence at the inputs, the require-
ment occurs that one of them must
wait (the multiplexer transmits the
cells in the order of their arrival). The-
re fore, cells follow each other from
source 1 just in sequence whereas this
was not the case initially, at the out-
put of source 1. Due to such effects,
the usage parameter control must to-
lerate fluctuations of the cell arrival
delay spacings. In [1], such a monitor-
ing algorithm is described. It is based
on the peak cell rate (1/T) and the cell
delay variation tolerance (t). The cell
delay variation of the kth cell (y) is
defined as the difference between a
reference arrival time (c,) and the ar-
rival time of cell (a)) [2]:

Yk = Ck — Q-

The next reference arrival time is ob-
tained by increasing the larger of the
two reference arrival times (arrival
time of the preceding cell or refer-
ence arrival time) by the peak emis-
sion interval T (Fig. 2):

Ces1=max(@uc)+T

The agreement is satisfied if the cell
delay variation does not exceed the
given value t.

Figure 2 shows the way in which the
cell delay variation (y,, ys3. Va) in-
creases due to the fact that cells 1 to
4 succeed each other at time intervals
shorter than the peak interval T. For
the case of cell 5 however, the time
difference from cell 4 is much larger
than T and the cell delay variation ys
becomes negative.
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Usage
Parameter
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¢ Cell ready for transmission

Fig. 1. Multiplexing of the cell streams of two ATM sources, presenting cells at constant time

spacings.

Figure 3 shows the effect of two dif-
ferent peak cell rates (1/T; and 1/T,)
on the cell delay variation. It can be
seen that the cell delay variation is
decreased by an increase of the peak
cell rate.

The Swiss Telecom specifies the allow-
able cell delay variation (1) at the net-
work input. The compliance with the
specification is continuously moni-
tored by the usage parameter control
system. Cells whose cell delay varia-
tion exceeds the value of t are elimi-
nated in the interest of ensuring the
network quality for all other custo-
mers.

In network nodes of an ATM network,
cells from different inputs and des-
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tinated for the same output may ar-
rive subsequently with very little or
even no delay. By the phenomena of
the kind demonstrated in Figure 1,
bursts of cells may arrive at inputs of a
network node leading to an even
higher concentration of successive
cells and resulting in a correspon-
dingly higher cell concentration of a
node output. Thus, to avoid exceed-
ing the specified cell loss rate, buffer
memories must be available in the
network nodes to store such occurring
cell bursts. The larger the cell delay
variation at the network input of ATM
connections, the higher the probabili-
ty of overflow in the nodes. In the de-
partment of Research and Develop-
ment of the Swiss Telecom, investiga-
tions have taken place about the
tolerable amount of cell delay variati-
on within the ATM network under the
constraint of a specified cell loss rate.
For this aim, the assumption was
made that all sources send bursts of
successive cells into the network (Fig.
4) where the phases of the periodic
source signals are independent from
each other. Considering the range of
traffic characteristics accepted by the
usage pa- rameter control system, this
case must be considered as very unfa-
vourable and more usual character-
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CELL DELAY VARIATION

istics lead to rather smaller cell loss ra-
tes. The cell delay variation tolerance
at the input of the ATM network was
defined on the basis of these results.
Figure 5 shows the cell delay variation
tolerance (r) which is offered by the
. Swiss Telecom relative to the desired
peak cell rate 1/T at the network input
(provisional values). If the customer
assures that his ATM connection satis-
fies the monitoring algorithm in [1]
with values T and t below the limiting
curve, no cells are being eliminated in
the Swiss ATM network.

It should be noted that the cell delay
variation is a measure for the bursting
of cells at a certain interface, but it is
no measure for the delay fluctuations
of cells of a connection through a net-
work. In [2], a measure is defined for
this latter case in addition to the cell
delay variation: it is called the 2-point
cell delay variation.

Aspects concerning the
customer equipment

Determination of the peak cell rate

The tariff for ATM connections increa-
ses with the peak cell rate. The more
regularly the ATM cells are transmit-
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Cell delay variation
based on given cell
arrival times, for
two different peak
cell rates (1/T1 and
1/T2).

ted, the smaller is the required peak
cell rate and thus the cost. If the speci-
fied cell delay variation cannot be met
with a certain peak cell rate, the cell
delay variation can be reduced by
increasing the peak cell rate (Fig. 3).
Although the cell delay variation tol-
erance decreases also with increasing
peak cell rate, this reduction is smaller
than that one of the resulting cell de-
lay variation. In this way, a suitable
peak cell rate can be found in cases
where the fluctuation of the cell spa-
cings is not exceedingly high (Fig. 6).

If an ATM source is connected directly
to the ATM network, the cell delay
variation corresponding to the peak

cell rate may be exploited fully (Fig.
5). If several sources are multiplexed,
the increase of the cell delay variation
in the multiplexer must be considered
however (Fig. 1).

It must be noted that due to special
implementations of the ATM sources,
fluctuations of the cell spacings may
occur (e.g. through variations of the
cell processing delay). It is therefore
important to consider the cell delay
variation when terminal equipment is
acquired.

Services with constant bit rate

For services with constant bit rate, the
time required for filling a cell is con-
stant. A corresponding ATM source
thus is expected to deliver cells with
constant time spacings. Figure 6
shows the evaluation of a measure-
ment of the cell delay variation of an
adapter equipment for a constant bit
rate of 2.048 Mbit/s (circuit emula-
tion) in function of the peak cell rate
applied. In the same figure, the cell
delay variation specified by the Swiss
Telecom from Figure 5 is indicated. As
follows from this figure, a peak cell
rate of at least 5750 cells per second is
required for this arrangement. This
value is about 5.5 % higher than
would be required for a regular sup-
ply of cells since this equipment emits,
the cells with relatively little regula-
rity.

Data transmission

In data transmission, the information
is normally transmitted in packets of
variable length. In part, these packets
may find their place within a few ATM
cells. Often however, they require a
large number of cells (e.g. an order of

Ton
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Fig. 4. Source model.
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Fig. 5. Cell delay variation tolerance at the
input of the Swiss ATM network in function of
the peak cell rate (provisional values).
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Fig. 6. Cell delay variation of an adaptation
device for a constant bit rate of 2.048 Mbit/s
(circuit emulation) in function of the peak cell
rate applied and acceptable values within the
Swiss ATM network.

magnitude of 100 cells). In the case
where an adaptation device is used
which sends the cells at high speed
into the ATM network, a high peak
cell rate may be required. For an eco-
nomical transmission, it is in the inter-
est of the customer that the adaptati-
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on device achieves a cell transmission
with a large spacing. For this purpose,
a buffer memory is required. Such an
adaptation of the stream of cells is
called traffic shaping. Functionally,
the process is represented in Figure 7.
The peak cell rate 1/T is best chosen
possibly small but large enough that
the probability of overflow for the
‘shaping buffer’ is sufficiently small.
This depends on the properties of the
data traffic to be transmitted. Especi-
ally important are the statistics of the
spacing of the packets as well as their
lengths. A high peak cell rate is requi-
red if packets often immediately fol-
low each other. The peak cell rate be-
comes especially large if for example
the length of the packets to be trans-
mitted is just one octet longer than
the fixed cell packet capacity inherent
of the ATM transport system since in
this case, a new cell is required just for
the additional octet.

Future possibilities

The descriptions so far are based on
the assumption that on all transmis-
sion links of the ATM network, the
sum of the peak cell rates of all
connections on the link is always
smaller than the cell rate of the parti-
cular ATM transmission link. The first
applications of the ATM technology
are mainly in the field of data com-
munication. The transmission of data
traffic leads to cell bursts correspon-
ding to the data packets. However,
data packets can also occur in bursts.
This leads to the result that the peak
value of the transmission rate beco-
mes considerably larger than the
average transmission rate. It is unsa-
tisfactory for customers to pay for a
peak rate that they rarely use. Thus,
there are various methods being stu-
died within the standardization bo-
dies with the aim of a more efficient
usage of the network. These methods
are based on statistical multiplexing
or on a feedback concerning the net-
work load.

Statistical multiplexing

A methodology for statistical multi-
plexing of sources with variable bit
rates has already been specified with-
in the ATM forum [3] and will pre-
sumably be passed by the ITU during
this year. Considering the procedure
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in a somewhat simplified manner, a
short-term average cell rate and the
maximum length of the cell bursts
(with peak cell rate) are agreed be-
tween customer and network opera-
tor, besides the peak cell rate already
mentioned. These parameters are
monitored with the aid of the usage
parameter control system. Per trans-
mission link, only that many ATM
connections are accepted as the cell
loss rate specification allows.

Since with this procedure, the average
cell rate specification per ATM
connection is satisfied besides the
peak cell rate, more connections can
be accepted per transmission link
than for cases where only the peak
cell rate specification is satisfied. The
multiplexing gain is large for the case
where the average cell rate of the
connections is much smaller than their
peak cell rate and where this again is
much smaller than the cell rate of the
transmission links. At a peak cell rate
of 10 % of the cell rate of the trans-
mission link, a multiplexing gain of
about 2 is reached for the case where
the ATM sources transmit at the peak
cell rate during 5 % of the time and
nothing during the rest [4]. This
means that twice as many connections
can be accepted per transmission link
compared to the case where only the
peak cell rate is considered. The
resulting multipexing gain therefore
allows offering such connections at a
lower tariff. As the example shows,
this is true however only for connec-
tions with relatively low peak cell rate
and also even lower average cell
rates.

The functions necessary for statistical
multiplexing (usage parameter con-
trol, call acceptance control) are al-
ready integrated within the «cross
connects of the Swiss ATM network.
However, this is not the case yet for
the service multiplexers. Service multi-
plexers featuring such integrated
functions and which also convert data
traffic into ATM cell streams in accor-
dance with these functionalities (traf-
fic shaping) are announced for a later
point in time. The introduction of
such a service is foreseen accordingly
for the Swiss ATM network.

Available bit rate service

Under the definition ‘available bit
rate service’ (ABR), studies are going
on with the goal of better usage of
the resources of an ATM network
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Fig. 7. Traffic shaping for data transmission over an ATM network.

Minimum Timing
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under the conditions of quickly vary-
ing traffic by applying a flow control.
The idea thereby is to decrease the
traffic flow by reducing the capacity
of connections which are not necessa-
rily dependent on high transmission
rates and short transmission delays
(e.g. electronic mail, file transfer, etc.).
Because these connections merely use
the capacity remaining from other
connections with higher priority, they
could be offered at a lower price.
Within the ATM forum, a specification
is being developed for the interfaces
between sources and networks as well
as sinks and networks. It shall be pass-
ed in September 1995.
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Because the functions necessary for
ABR are not realizable by most of to-
day’s ATM network nodes, it can be
predicted with high probability that
this service will not be offered com-
mercially before 1998. In addition, it is
not clear at present if the capacity
savings attainable will outweigh the
higher cost of the various ATM hard-
ware and also, how large the market
will be for such connections.
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Sowohl die Kunststoffasern als
auch die beiden Polymer-
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barriere dient.

Die als vollstandiges Set gelie-
ferte Muffe kann von jeder
Person ohne spezielle Werk-
zeuge sicher und leicht installiert
werden.

XAGA-Muffensystem fur Fernmeldekabel
eignet sich fur alle Kabeltypen

Glasfasermuffensysteme

Die immer héheren Anspriche
an Glasfaserkabel haben die
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Spleissungen erhoht. Diese
Bedurfnisse hat Raychem dazu
veranlasst, die FOSC-Muffe her-
zustellen, welche 2 bis 288
Kabelspleissungen schitzen
kann. Sie ist ausgeristet mit
sechs Kassetten (auch mit PKI-
Spleisskassetten vorhanden)
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TermSeal

Raychem Gel-Material kapselt
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Anschlussarten massgeschnei-
dert werden. Daraus resultiert
die Produktegruppe TermSeal.
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fonkabelspleissungen bis max. 30 Ader-
paare.
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