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DATENTECHNIK

DAS NETZMANAGEMENT-CENTER (NMC) IN DER PILOTPHASE

SCHRITTE ZU EINEM DYNAMI-
SCHEN UND FLEXIBLEN MANAGE-

MENT NETWORK

Das Netzmanagement-Center deckt fur die Pilotphase
alle Managementfunktionen (Configuration, Fault,
Performance, Accounting und Security) ab. Als Standort
dieses Centers wurde die Telecom-Direktion Basel,

nicht zuletzt wegen der erworbenen Erfahrungen aus
dem europaischen ATM-Forschungsprojekt «Exploit»,
ausgewahlt. Die Netzmanagementarchitektur mit den
unterschiedlichen Operationssystemen erfolgte nach
den Anforderungen eines modern betriebenen Netzes.
Ein zukUnftiges herstelleribergreifendes Management-
system muss sich den laufend andernden Kunden-

wilnschen und den kirzer werdenden Technologie-
zyklen dynamisch und flexibel anpassen kénnen.
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Bild 1. NMC Basel an der Wallstrasse 22 mit einem Teil des Personals.
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Das Pilotnetz der Schweiz steht seit
Uber einem Jahr in Betrieb und
wird managementmassig von einem
erfahrenen Betriebsteam in Basel be-
treut (Bild 1).

BENEDIKT WALCHLI
UND HEINRICH BLASER, BASEL

NMC Basel

Generell werden an Pilotprojektteams

mit gesamtschweizerischen Network-

Managementaufgaben in etwa die

folgenden Anforderungen gestellt:

— Flexible und schnelle Auffassungs-
gabe, klare Ausdrucksweise

— Wo no6tig, moglichst unkomplizierte
direkte Organisationsstrukturen

CoMTEC 8/1995
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Bild 2.

Die gesamte Ver-
netzung auf der
Managementebene.

und Arbeitsabldufe aufbauen (kei-
ne Uberorganisation)

- Wenn moglich bewéhrte und ein-
gespielte Arbeitsablaufe Uberneh-
men, denn Neudefinitionen brau-
chen Zeit, bis sie zuverlassig funk-
tionieren

- Trotz erheblicher technischer und
betrieblicher  Unzuldnglichkeiten
muss das Ziel erreicht werden kon-
nen (Kompromissbereitschaft)

— Grundsatzliches Verantwortungsge-
fuhl far alle auftretenden Probleme

- Viel Geduld und Einfuhlungsvermao-
gen beim Bearbeiten von Helpdesk-
und Support-Aufgaben

- Einbringen von Know-how und Be-
triebserfahrungen in Arbeitsgrup-
pen, die den kommerziellen Service
definieren wollen

- Eigene Weiterbildung, da Trainings-
und Schulungsblécke far Pilot-
systeme meist sehr kurz ausfallen
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— Bereitschaft, den Pilotbetrieb in die
Linienorganisationen tUbergehen zu
lassen

Im ATM-Pilot hat das NMC in einem

ersten Eskalations-Level die Betriebs-

verantwortung Uber Service-, Net-

work- und Element-Management. In

einem zweiten Level trégt die lokale

Betriebsgruppe die Verantwortung

Uber die lokalen Netzelemente. Die

kompetente Bearbeitung der um-

fangreichen neuen Arbeiten wurde
vor allem durch folgende Massnah-
men erreicht:

- Aufgabenzuteilung in bezug auf
ein spezifisches Netzelement oder
auf eine spezifische Funktion (Cross-
Connect CC, Service Multiplexer SM,
Accounting usw.)

- Erstellen klarer Betriebsablaufe far
Spezialgebiete

- Zuteilung der Gesamtverantwor-
tung vom NMC an eine Person fiur

ATM Core
Network

eine gewisse Zeit, das heisst, diese
Person hat die Ubersicht tber den
momentanen Zustand im NMC

Operationssysteme
und Netzelemente

In Bild 2 ist die gesamte Vernetzung
auf Managementebene ersichtlich. Im
ATM-Pilotnetz werden Management-
systeme und die zugehoérigen Netz-
elemente von verschiedenen Herstel-
lern eingesetzt. Ausser beim Cross-
Connect-System wird das funktionale
Zusammenwirken auf Management-
ebene der Netzelemente nicht ver-
wendet. Die Ausristungen/Netzele-
mente verfliigen noch nicht tber eine
Q3-Schnittstelle. Auch sind noch keine
speziellen Adapter (Mediation Devi-
ces) vorhanden, die die proprietaren
Managementprotokolle auf Q3 an-
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passen wirden. Es wird lediglich eine
«screen level integration» der Bedien-
oberflache im NMC-OS bereitgestellt.
Es konnen somit alle Netzelemente in
jeweils einem eigenen Fenster von ei-
nem Bildschirm aus bedient werden.
Die Managementapplikationen ver-
wenden als Softwarebasis das Be-
triebssystem UNIX. Die Kommunika-
tion mit den lokalen OS erfolgt mit-
tels X.11-Protokollen, wahrenddem
fur den Operator eine einheitliche Be-
dienoberflache nach OSF-Motif (Win-
dows-Technik) zur Verfligung gestellt
wird.

Die gemass der TMN-Architektur
empfohlene Anordnung von Manage-
mentkomponenten und Funktionen
wird soweit moglich angestrebt (ITU-T
M.3010). Der Managementinforma-
tionsfluss erfolgt dabei Uber beste-
hende Transportnetze (Data Commu-
nication Network DCN im Telecommu-
nication Management Network TMN).
Das DCN besteht aus drei verschiede-
nen Typen von Teilnetzen. Diese L6-
sung wurde aus rein technischen Ein-
schrankungen wie auch aus Sicher-
heitstiberlegungen so gewahlt.

Operationssystem fiir die
Cross-Connectors (CC)

Die Vernetzung der CCs fur die Nutz-
verbindungen bilden das eigentliche
Core-Netz. Hier wird der Grundservi-
ce, die Virtual Path Connections (VPQC),
geschaltet. Im Schalten und Uberwa-
chen von VPCs liegt auch die Haupt-
aufgabe des NMC.

Die CCs sind zweifach tUber DCN (X.25)

mit dem CC in Zurich verbunden. Die

lokale CC-Steuerung in Zirich hat Ma-
sterfunktion gegenuber allen ande-
ren CCs in Bern, Genf und Lugano.

Aus Redundanzgrinden ist die ge-

samte Steuerung inklusive der Swit-

ching-Matrix gedoppelt ausgefuhrt.

Eine Steuerung ist aktiv, die andere

wird im Stand-by-Modus mitgezogen.

Es sind grundsatzlich funf verschiede-

ne Managementzugriffe im Ge-

brauch:

- Lokalzugriff direkt auf das CC-OS.
Dies wird vor allem im Fehlerfall
benltzt, wenn eine lokale Fehler-
eingrenzung noétig wird. Es stehen
dann diverse Grafische Realtime-
Tools (GRAP) zur Verfugung, die
einen tieferen und genaueren Ein-
blick in die momentanen Zusam-
menhéange erlauben.

- Remote-OAM-Terminal
vom NMC her

(ROAMT)
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ANFORDERUNGEN

Moderne Telekommunikations-
netze werden zunehmend
komplexer

Damit solche Netze effizient und sicher be-
trieben werden konnen, werden komforta-
ble Managementsysteme benétigt. Diese
Managementsysteme miissen im wesentli-
chen folgende Anforderungen erfiillen:

4 schnelle Realisierung von Kunden-
bediirfnissen

¢ Uberwachung und Funktionalitéts-
erhaltung des Netzes

4 Reduktion des Administrations- und
Wartungsaufwandes

¢ kosteneffizienter Betrieb des ganzen
Netzes

Erreicht werden diese Anforderungen
durch einen optimierten Betrieb. Alle
Betriebs- und Unterhaltsarbeiten, mit
Ausnahme des Austauschs von Hardware,
konnen in einem zentralisierten Netz-
management-Center durchgefiihrt werden.
Selbstverstandlich stehen dem Betriebs-
personal an den Standorten der einzelnen
Netzelemente die gleichen Funktionali-
taten zur Verfiigung. So wird sicherge-
stellt, dass der Betrieb des Netzes auch bei
einem Ausfall des Netzmanagement-Cen-
ters immer gewahrleistet ist.

Die Systemarchitektur des eingesetzten
Netzmanagementsystems wurde so ge-
wahlt, dass sie in das zukiinftige Konzept
zu einem Telecommunication Management
Network (TMN) integriert werden kann.
Alle Netzelemente werden liber Liefe-
ranten, spezifische Operationssysteme
(0S), zentral gesteuert.

— Die Screen Level Integration von
ROAMT im NMC-0S

— Der Server von NMC-OS erlaubt
auch einen Zugriff von einem X-Ter-
minal am selben LAN im NMC-0S.

— Alle NMC-Funktionen kénnen auch
Uber ein Remote End Terminal
(RET), das sich Uber das ISDN-Netz
ins NMC hineinwahlt, angeboten
werden (64 kbit/s). Fur diese Funkti-
on ist ein spezieller S2-Router
vorgesehen, der auf der einen Seite
am NMC-LAN angeschlossen ist und
auf der anderen Seite Uber einen
Primarratenanschluss vom ISDN her
angewahlt werden kann (Bild 2).

Operationssystem fiir den
Service-Multiplexer (SM)

Wiuinscht der Kunde einen spezifi-
schen Adaption Service (z. B. CE, LAN,
Interconnect) auf den Grundservice
(ATM Bearer Service) oder ist generell
eine Vorkonzentration der Kunden-
anschlUsse nétig, wird an der Periphe-
rie vom Core-Netz ein SM vorgeschal-
tet. Das zur selben Systemfamilie
gehdérende Managementsystem SM-
OS wird fur die Bedienung verwen-
det.

Als DCN wird das eigene ATM-Nutz-
netz verwendet, indem jeweils ein
VPC von 64 kbit/s im Core-Netz zum
SM geschaltet wird. Beim SM wird die-
ser VPC Uber eine Ethernet-Adapti-
onskarte ausgekoppelt und mit dem
Steuereingang des SM verbunden.
Alle diese VPCs werden von einem
SM in ZUrich gesammelt und wieder-
um Uber eine Ethernet-Adaptionskar-
te auf das lokale LAN gefuhrt. Die
LAN-Verlangerung zum NMC in Basel
transportiert diesen Managementver-
kehr ins SM-OS. Fur den Bediener sind
die gleichen Eingriffe moglich, wie fur
CC-0S aufgelistet.

Bedienung der Data Service Units (DSU)

Die DSU wird im Moment als Adapter
fur den SMDS/CBDS-Service verwen-
det. FUr den DSU wird im Pilot kein ei-
gentliches Managementsystem einge-
setzt. Die DSU kann grundsétzlich von
jedem  ASCll-Terminal aus (z.B.
VT100) betrieben werden. Die DSUs
werden im Bedarfsfall Uber analoge
Wahlmodems (9,6 kbit/s Gber PSTN)
angewahlt. Aus Sicherheitsgrinden
wird hier eine Call-back-Funktion ver-
wendet. Auf Seite NMC werden diese
Wahlmodems direkt ins NMC-OS ge-
fuhrt. Hier wird von der grafischen
Oberflache her eine automatische
DSU-Anwahl ermdglicht. Auch die
VT100-Terminal-Emulation ist voll in
die grafische Oberflache eingebun-
den. Die Bedienung kann auch Uber
ein X-Terminal am LAN oder von Fer-
ne Uber ein RET-Terminal geschehen
(wie ftr SM und CQ).

Im Gegensatz zu anderen Netzele-
menten steht die DSU nicht dauernd
mit dem NMC in einer virtuellen Ver-
bindung, es muss von Zeit zu Zeit eine
Statusabfrage gemacht werden (pol-
ling). Anfallende Alarme oder Stati-
stikdaten werden somit nicht automa-
tisch ins NMC abgesetzt, sondern le-
diglich lokal gesammelt.

CoMmTEC 8/1995



Operationssystem vom
Connection Less Server (CLS)

Um den SMDS-Service auf ATM ver-
nunftig nutzen zu kénnen, ist min-
destens ein CLS im Netz nétig. Er ist
mit zwei STM1-Verbindungen an den
CCin Zurich angebunden.

Das Prinzip vom Management ist sehr
dhnlich wie bei SM-OS und CC-OS. Lo-
kal beim CLS befindet sich eine Work-
station, die als Hauptmanagementzu-
gang zum CLS dient. Mit der Verlan-
gerung des lokalen LAN-Segments
Uber eine 64-kBit/s-Standleitung ins
NMC kann dieselbe grafische Bedien-
oberflache auch auf einer abgesetz-
ten Workstation verwendet werden.
Auf der Managementebene besteht
keinerlei Interworking zwischen dem
CLS-System und den restlichen Mana-
gementsystemen.

Managementfunktionen
Configuration

Als Hilfsmittel fur die Verwaltung
der Ubertragungskapazitaten wurde
im europaischen ATM-Pilot (EAP)
ein Technical-Framework-Dokument

(TFD) entworfen, dass eine grobe Be-
schreibung der Anwendung vom Kun-
den enthalt. Dies wird einige Zeit im
voraus den einzelnen Netzbetreibern
zur Begutachtung vorgelegt, um eine
grobe Einteilung der Netzressourcen
vornehmen zu kénnen. In der Schweiz
wird dieses TFD auch fir rein natio-
nale Verbindungen verwendet.

Erst jetzt kann der Kunde den eigent-
lichen Verbindungsauftrag mit einem
speziellen Faxformular starten. Rein
nationale Verbindungen mussen min-
destens vier Stunden vorher bestellt
werden. FUr internationale Verbin-
dungen sind vom europaischen ATM-
Pilot 24 Stunden vorgeschrieben. Eine
internationale Verbindungsbestel-
lung [6st im NMC eine im EAP ge-
normte Faxprozedur aus. FUr einen
Verbindungsaufbau Uber zwei Tran-
sitstellen im Ausland sind hierftr im-
merhin sieben einzelne Faxverbindun-
gen nétig, von denen vier wiederum
mit einem Fax bestatigt werden.

Erst jetzt beginnt im NMC die eigent-
liche Schaltprozedur. Bild 3 zeigt das
Grundprinzip einer Verbindungsschal-
tung. Im NMC wird grundsatzlich in
zwei Schritten vorgegangen.

In einem ersten Schritt wird in der
Off-line-Datenbank «electronic Reser-

DATENTECHNIK

vation System» (siehe Beitrag «eReS»)
eine eigentliche Reservation der Ver-
bindung vorgenommen, mit der Még-
lichkeit der Ruckweisung des Verbin-
dungswunsches, weil zu gegebener
Zeit auf einem Link im Netz zuwenig
Kapazitat vorhanden ist (overboo-
king!). Die Verbindungswunsche bein-
halten ja nicht nur permanente Ver-
bindungen, sondern es werden auch
Bandbreitendnderungen (occasional,
periodic, weekly, daily) in Auftrag ge-
geben.

Wird die Verbindung vom Reservati-
onssystem akzeptiert, kann sie nun im
eigentlichen On-line-Konfigurations-
system eingegeben werden. Bei Auf-
trdgen mit zeitlich &ndernder Band-
breite wird nur die Vertraglichkeit mit
dem momentanen Belegungszustand
des Netzes Uberprift. Dies ist auch der
Hauptgrund, warum «eReS» verwen-
det wird.

Beim Konfigurieren einer Verbindung
im Core-Netz-System (CC-OS) genlgt
es, die beiden Endpunkte am Netz zu
markieren. Die ndtigen Zwischen-
Links (Feeder Lines) werden vom Sy-
stem automatisch festgelegt und kon-
figuriert.

Falls der Kunde noch eine spezielle
Adaption Service (SMDS, Ethernet, E1

via Fax

Kunde A

Bild 3.
Ablauf einer Verbin-
dungsbestellung.
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NMC

Customer

Meldung i

usw.) betreibt oder generell eine Vor-
konzentration der Kundenanschlusse
durch einen SM vorgenommen wurde,
mussen diese Netzelemente auch noch
getrennt mit dem passenden Manage-
mentsystem konfiguriert werden.
Jede Verbindung besteht grundsatz-
lich aus einem Up- und einem Down-
Stream-Teil. Es ist nicht zwingend,
dass beide Richtungen des virtuellen
Pfades (VP) die gleiche Bandbreite ha-
ben. Im Extremfall kann der eine Teil
null sein, das heisst, man spricht dann
von einer unidirektionalen Verbin-
dung.

Nach einer erfolgreichen Verbin-
dungskonfiguration erhalt der Kunde
eine Schaltbestatigung (Fax).

Fault

Aus Kostengruinden wird fur die Pilot-
kunden der NMC-Betrieb nur an Ar-
beitstagen zwischen 8 und 17 Uhr an-
geboten. Ausserhalb dieser Zeit kann
vom NMC in der Schweiz wie auch von
den EAP-Netzbetreibern kein aktives
Eingreifen im Netz gefordert werden.
Dies gilt auch fur die Fehlerein-
grenzung.

Alarme und freilaufende Meldungen
(Bild 4) werden von den Netzelemen-
ten Uber das DCN ins NMC transpor-
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Stérungsmeldung
Telefon / Fax

Netzelemente

im ATM-Netz ‘

FAULT - MANAGEMENT

Kunde

2. Level

(lokal beim Netzelement)

~ -cell loss

ATM
Testgerat

GRAP
(Graphical Realtime
Aanalyser)

cellflow

- processor load

tiert und in speziellen Fenstern am
Bildschirm mit allen Details angezeigt
(ausser DSU). Eine Fehlermeldung
kann auch vom Kunden selbst mit ei-
nem speziell dafir vorgesehenen Fax-
formular oder per Telefon an das
NMC gemeldet werden. Fur die Ein-
grenzung und Neutralisation von Feh-

Bild 4.
Fault-Management.

lern stehen dem NMC folgende Még-
lichkeiten zur Verfugung (Level 1
Fault Management):

— Fehlermeldung genau analysieren
- Die aufgezeichneten Statistikdaten
pro Port oder pro Pfad auswerten
— Statusanderungen in den History

Files analysieren

ZUKUNFTSPERSPEKTIVE

Evolution zu Telecommunication
Management Network (TMN)

Die im ATM-Pilot eingesetzten Manage-
mentsysteme werden alle im NMC Basel
zentral bedient, jedoch werden unter-
schiedliche Bedieneroberflachen verwen-
det. Wachsende Teilnehmerzahlen sowie
neue Dienste, Dienstmerkmale und Netz-
technologien lassen die Anforderungen an
die Telekommunikationsnetze o6ffentlicher
Betreiber stetig wachsen. Ein hersteller-
iibergreifendes Telecommunication Mana-
gement Network (TMN) bietet eine Archi-
tektur (Bild 6), mit der die laufend andern-
den Kundenwiinsche und die kiirzer wer-
denden Technologie- und Produktzyklen
dynamisch und flexibel angepasst werden
konnen.

Die einzelnen bestehenden und neuen
Netzelemente werden entweder iiber die
genormte Schnittstelle Q3 oder tiber eine
Anpassungseinheit (QA, Q-Adapter) mit der
Netzfiihrungszentrale (OS, Operation
Systems) direkt oder unter Zuhilfenahme
einer Umsetzereinrichtung (MD, Mediation
Device) iiber ein Datenkommunikationsnetz
(DCN, Data Communication Network), wie
zum Beispiel das Telepac-Netz, kommunizie-
ren. Die Bedienung der Netzfiihrungszen-
trale wird mit Bedienstationen (WS, Work
Station) sichergestellt, die iiber die
F-Schnittstelle zugreifen. Management-
informationen zwischen zwei Manage-
mentnetzen werden liber die X-Schnitt-
stelle, zum Beispiel XCOOP, und zwischen
einem vom Kunden selber kontrollierten
virtuellen Netz und einem Management-
netz iiber die XUSER-Schnittstelle

gefiihrt.

CoMTEC 8/1995



- Zustand der permanenten inter-
nationalen Testverbindungen aus-
werten

— Abschnittweise in den Ports Loops
schalten

— Testverbindungen zum zentralen
ATM-Testgerat (HP7500) schalten.
Generator und Analyser entspre-
chend konfigurieren und Daten
auswerten

— Verschiedene Restarts veranlassen

— Umkonfigurationen vornehmen.

Weiterfihrende Eingrenzung und

Neutralisation von Fehlern ist vom

NMC aus nicht moéglich, das heisst,

beim vermutlich defekten Netzele-

ment werden direkte Eingriffe notig

(Level 2 Fault Management):

— ein CC-OS interner Graphical Real-
time Analyser (GRAP). Er erméglicht
detaillierte, auf Port oder Pfad be-
zogene Zellflussanalysen sowie ge-
nerelle Aussagen Uber die Prozes-
sorauslastungen

— Analysen mit lokal angeschalteten
ATM-Testern

— Baugruppen oder Geratetausch

Fehler, die auch von der lokalen Be-
triebsgruppe vor Ort nicht einge-
grenzt werden koénnen, scheinen
Grundsatzcharakter zu haben und
werden von Spezialisten der Telecom
PTT und dem Hersteller weiterbehan-
delt (Level 3 Fault Management). Zwi-
schenstand und Abschluss der Fehler-
eingrenzung wird dem Kunden mit-
geteilt.

Im internationalen Bereich (EAP) wur-
den ebenfalls Fehlerprozeduren fest-
gelegt, die aber nicht sehr zuverlassig
ablaufen, das heisst, bei einem Fehler
wird das Vorgehen von Fall zu Fall in-
nerhalb der von EAP gesteckten Rah-
menbedingungen festgelegt.

Performance

Alle Services, die im Rahmen des ATM-
Pilots dem Kunden offeriert werden,
wurden durch die Forschungs- und
Entwicklungsabteilung von Telecom
PTT auf dem Pilotnetz eingehend ge-
testet. Demzufolge werden vom NMC
in der eigentlichen Betriebsphase
keine Grundsatzabklarungen mehr
erwartet.

Statistiken Uber die Verkehrsaus-
lastung im Netz werden in erster Linie
aus dem Ressourcenverwaltungspro-
gramm «eReS» erstellt. Zur Kontrolle
kénnten auch die Taxdaten dazu ver-
wendet werden.

Alle Netzelemente kénnen auf ATM-

CoMTEC 8/1995

Ebene in Viertelstundenintervallen
sehr detaillierte Statistiken liefern.
Diese Moglichkeit wird bei Verbin-
dungen mit Performance-Problemen
als erste eingesetzt.

Im EAP wurde in der Performance
Working Group (PWG) nach einer
Moglichkeit gesucht, wie die Verflug-
barkeit der internationalen Links bes-
ser Uberwacht werden kann. Jeder in-
ternationale Knoten hat zum benach-
barten internationalen Knoten per-
manent ein VPC mit je 64 kbit/s
eingerichtet, der am fernen Ende ge-
schlauft ist. So hat jeder Netz-
betreiber die Moglichkeit, seine direk-
ten internationalen Links mit einem
ATM-Messgerat (HP7500) zu Uberwa-
chen. Solche Methoden gelten als
zwischenzeitlicher Ersatz fur die
zukunftigen Uberwachungsméglich-
keiten mit OAM-Zellen (F4, F5).

DATENTECHNIK

Accounting

Im ATM-Pilot wird fur die Taxierung

die im Moment einfacher handhab-

bare Methode unter dem Begriff

«Subscription Method» verwendet.

Die Alternative dazu ware eine

Methode unter dem Begriff «Cell-

counting Method», die vermutlich

auch in Zukunft Verwendung finden
wird. Sie basiert auf dem Zahlen der

Zellen (usage based), war aber fur den

ATM-Pilot technisch wie auch von den

Empfehlungen her noch nicht verfug-

bar. Die Berechnung basiert fur die

Verkehrsgebthr auf den folgenden

Daten:

- Portbezogene Teilnehmerreferenz,
das heisst, es kann nur ein Teilneh-
mer pro Core-Netz-Port taxiert wer-
den. Eine Auffacherung durch den
SM kann somit nur fur den gleichen

ABLAUF

Connection
Order by
Fax

Connection
Setup Command

BEI ATM-Pilot Core-Network
EB

0s
&62

ZHB

ROAMT =
Filter - Qg
[== i}
Off-Line v
post-processing tandata -
application @f"es ‘—I

Compute

invoice
files

s

i i I

configur. data

invoice to all
Pilot-Users

Bild 5. Ablauf der Taxdaten.
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DATENTECHNIK

Pilotkunden geschehen.

— Bandbreite, das heisst die vom Kun-
den bestellte Peak Cell Rate PCR
und nicht die effektiv gebrauchte
Bandbreite

- Dauer der Verbindung

- Distanz (zonenabhéangig)

— Tageszeit (Normal- und Niedertarif)

Monatlich kommen dann noch zwei
fixe Abonnementsgebthren dazu: die
Zugangskosten und die vom Kunden
verwendeten Serviceadaptionen.

Der Verlauf der Taxdaten ist in Bild 5
wiedergegeben. Die Schaltbefehle fur
die Verbindungen werden neben den
dazugehoérenden Quittungen und al-
len anderen Systemmeldungen in
einer Archive-Datei im CC-OS gespei-
chert. Taglich werden diese Daten
vom CC-0S ins NMC transferiert und
dabei durch einen Meldungsfilter ge-
lassen. Dem Off-line-Post-Processing-
System (PPS) stehen nun reine Taxda-
teien mit nur noch taxrelevanten Da-
ten zur Verfugung. Die monatliche
Berechnung der detaillierten Taxaus-
zlige zusammen mit den monatlich fi-
xen Gebuhren werden als Kunden-
rechnung im NMC auf Papier ge-
druckt. Wegen der relativ kleinen
Anzahl Pilotteilnehmer wird das
ganze Account-Handling mit dem
Kunden auch von Basel aus Uber
das Teleinformatik-Fakturierungssy-
stem (TIFA) erledigt.

Security

Jegliche Systemzugriffe sind nur durch
eine vorgangige Passwortabfrage
maoglich. Jedem Passwort ist eine be-
schrénkte Eindringtiefe in das System
zugeordnet. Auch eine geographische
Beschrankung der Zugriffsrechte auf
die Netzelemente kann dem Passwort
zugeordnet werden.

Im Gesamtsystem ist kein eigentliches
Back-up-Konzept vorhanden, das
heisst, es werden im Moment perio-
disch lokale Full Back-ups gemacht.
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