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INFRASTRUKTUR

ATM-NETZINFRASTRUKTUR

DIE BASISELEMENTE
DES ATM-NETZES

Die Anforderungen und Erwartungen an die neuen, auf

Basis ATM aufzubauenden Netze sind sowohl von seiten

der Anwender als auch der Anbieter ausserst gross. Die

im ATM-Pilotnetz der Telecom PTT getesteten Netzele-

mente haben jedoch gezeigt, dass sie die in sie gestell-

ten Erwartungen vornehmlich erfillen konnten und

durchwegs in der Lage sind, die von der Telecom PTT im

Rahmen des SwissWAN angebotenen Breitbanddienste

mit der notwendigen Qualitat und Verflgbarkeit zu

erbringen.

eistungsstarke, Uber hochbitratige
Verbindungsleitungen der Syn-
chronen Digitalen Hierarchie ver-
maschten Crossconnects bilden das
ATM-Core-Netz. Dieses bietet dem Ac-

MARTIN WEHRLI, RAMZI SAWWAF
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cess-Netz einen sicheren und effizien-
ten Semipermanent Virtual Path Ser-
vice (SVPS) an. Mit dem Einbezug ei-
nes Connectionless Servers (CLS) kann
der verbreitete Connectionless Broad-
band Data Service (CBDS) auch im
sonst strikt verbindungsorientiert ar-
beitenden ATM-Netz realisiert wer-
den. Die Vernetzung von DQDB Me-
tropolitan Area Networks (MAN) Gber
das ATM-Netz und die infrastruktur-
Ubergreifende  Verfagbarkeit des
SMDS/CBDS-Dienstes wird durch den
Einsatz einer MAN-ATM Interworking
Unit ermdglicht.

Das Access-Netz Ubernimmt die wich-
tige Aufgabe, den potentiellen Da-
tenverkehr, welcher heute noch vor-
nehmlich auf Basis der etablierten
und verbreiteten Protokolle generiert
wird, aufzusammeln, auf ATM zu ad-
aptieren und zu konzentrieren. Diese
Funktion wird von flexiblen, modular
aufgebauten Netzelementen, den
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Service-Multiplexern, erbracht, wel-
che dem Kunden eine Vielfalt von Ser-
vices und Schnittstellen als Zugang
zum ATM-Netz bietet. Nebst dem
SVPS gehoren auch Dienste wie Cir-
cuit Emulation, SMDS und LAN Inter-
connection zum Funktionsumfang des

Service-Multiplexers. Somit kann die
Telecom PTT Uber Swiss-WAN bereits
heute ein breites Spektrum an attrak-
tiven Diensten offerieren.

To.pologie

Die Topologie der neuen Netze kann
durch den Einsatz von &usserst lei-
stungsfahigen ATM-Netzknoten und
die Verwendung von optischen Uber-
tragungssystemen wesentlich verein-
facht werden. Die entstehenden 6f-
fentlichen Weitverkehrsnetze (WAN)
werden, wie dies bereits beim ATM-Pi-
lotnetz berucksichtigt wurde, zuneh-
mend aus nur zwei Hierarchieebenen
aufgebaut werden, einem Core- und
einem Access-Netz (Bild 1).

Das Core-Netz wird gebildet aus sehr
grossen und leistungsfahigen Cross-
connects (CC), welche die Knoten des
Daten-Highways darstellen und un-
tereinander voll vermascht sind, um
eine sichere Zurverfagungstellung der

HIERARCHIEN

SDH Basis Uber-
tragungsnetz

Bild 1.

Die offentlichen
Weitverkehrsnetze
werden aus zwei
Hierarchieebenen
aufgebaut: Core-
und Access-Netz.
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Bild 2. Blockschalthild eines ATM Crossconnect
ATM-CC-62. SLMB: Subscriber Line Module
Broadband; TMB: Trunk Module Broadband;
UNI: User Network Interface; ASN: ATM Swit-
ching Network; AMX: ATM-Multiplexer (ATM-
Max); NNI: Network Node Interface.

notwendigen hohen Ubertragungs-
ressourcen zu gewabhrleisten.

Der ATM-Crossconnect behandelt
ATM-Festverbindungen und ist Uber
eine Operation-and-Maintenance-
(OAM-)Schnittstelle administrierbar.
Durch die in der ATM-Technologie ge-
gebene Moglichkeit des statistischen
Multiplexens von Datenstrémen kann
speziell im Core-Bereich bei entspre-
chend hohem Verkehrsaufkommen
eine bessere Ausnutzung der ko-
stenintensiven Ubertragungsressour-
cen erreicht werden.

Das Access-Netz hat die Aufgabe, den
dezentral, weit verteilt anfallenden
Datenverkehr, welcher heute natlr-
lich noch vornehmlich auf Basis eta-
blierter und verbreiteter Dienste und
Protokolle anfallt, auf ATM zu adap-
tieren und zu konzentrieren.

Nur wenige der heute verfligbaren

ComTEC 8/1995

Endgerdte (CPE) sind bereits in der
Lage, «native» ATM-Datenstréme zu
generieren. Es ist deshalb &usserst
wichtig, dass addquate Ausrtstungen
verfugbar sind, welche die heute Ubli-
chen Datenkommunikationsprotokol-
le auf ATM umsetzen kénnen und um-
gekehrt. So werden die Vorteile des
ATM schnell einer breiten Anwender-
schicht zuganglich gemacht.

Durch die Anbindung der bestehen-
den DQDB Metropolitan Area Net-
works (MAN) an das Core-Netz Uber
entsprechende Interworking Units
(IWU) und den Einbezug von Connec-
tionless-Servern (CLS) wird erreicht,
dass die bereits im MAN eingefuhrten
verbindungslosen Dienste wie
SMDS/CBDS infrastrukturtbergrei-
fend auch im Wide-Area-Bereich an-
geboten werden kénnen.

Das ATM-Core-Netz

Das ATM-Core-Netz bildet einerseits
das Backbone-Netz fur das Access-
Netz, baut aber anderseits selbst auf
dem bestehenden Transportnetz der
synchronen und plesiochronen digita-
len Hierarchie (SDH/PDH) auf.

Netzelemente im Core-Bereich
Der ATM-VP-Crossconnect (ATM-CC)

Die im Core-Netz eingesetzten ATM
Virtual Path (VP) Crossconnects haben
die Aufgabe, die in den Knoten auf
hochbitratigen Ubertragungsleitun-
gen ankommenden ATM-Verkehrs-
strdme auf das der jeweiligen Desti-
nation entsprechende Ausgangsport
umzulenken, das heisst, die einzelnen
ATM-Zellen einer Verbindung werden
in Abhéngigkeit der im Cell-Header
mitgefUhrten Adresse (VPI/VCI) dyna-
misch durch das interne Koppelfeld
auf das korrespondierende Ausgangs-
port gefuhrt.

Durch Multiplexen der ankommen-
den Datenstrome und Ausblenden
von Leerzellen wird zudem eine hohe
Verkehrskonzentration erreicht.
Jeder ankommende Datenstrom wird
kontinuierlich auf das je Verbindung
zulassige Verkehrsprofil Uberwacht
(usage/network parameter control
UPC/NPC), und nétigenfalls wird des-
sen Einhaltung erzwungen.

Im ATM-CC-Netz der Telecom PTT wer-
den zwei Typen von Siemens-VP-Cross-
connects eingesetzt, welche sich vor-
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nehmlich durch den maximalen Aus-
bau mit Anschlussports unterscheiden,
den CC-16 mit max. 16 Ports und den
CC-62 mit max. 62 Ports. Jedes Port
kann individuell mit Interfaces fur
SDH-(STM-1-) oder PDH-(E3-)Ubertra-
gungsleitungen bestuckt werden.

Die Steuerung des gesamten CC
einschliesslich des Auf- und Abbaus
der semipermanenten virtuellen Ver-
bindungen erfolgt Uber OAM-Proze-
duren (Operation and Maintenance)
von einem zentralen Network Mana-
gement Center (NMC) aus.

Ein vereinfachtes Blockschaltbild ei-
nes CC-62 und CC 16 in Bild 2 wieder-
gegeben.

Beschreibung der Funktionsblcke:
SLMB/TMB: Subscriber Line Module
Broadband/Trunk Module Broadband.
Adaptieren/Extrahieren des internen
ATM-Zellenstromes auf die Rahmen-
struktur des Ubertragungssystems.
Uberwachen der ankommenden Ver-
bindungen (UPC/NPCQ).

Generieren der Routinginformation
fur die Zellen durch das Koppelnetz.
Austausch der ankommenden VPI/-
VCI-Werte durch die fur die nachste
Teilstrecke gultigen VPI/VCI.
AMX/ASN: ATM-Multiplexer
MUX)/ATM Switching Network.
Gedoppelt aufgebautes Koppelfeld,
in welchem beide Halften aktiv sind,
d. h. die ATM-Zellen werden parallel
in beiden Halften durchgeroutet.
GPE: Group Processor.

Alle Module werden von einer zentra-
len Einheit gesteuert, wobei die
Steuerinformation mit ATM-Verbin-
dungen Uber das Koppelfeld des CC
(AMX/ASN) gefuhrt wird.

UNI: User Network Interface.

NNI: Network Node Interface.

Durch den grésstenteils redundanten
Aufbau des CC wird eine &usserst
hohe Verfugbarkeit dieser zentralen
Netzelemente gewahrleistet.

(ATM-

Der Connectionless Server (CLS)

In lokalen und Metropolitan-Area-
Netzen werden heute bereits verbrei-
tet verbindungslose Dienste wie Swit-
ched Multimegabit Data Services
(SMDS) bzw. Connectionless Broad-
band Data Services (CBDS) angeboten.
Damit diese Dienste auch im connec-
tion-oriented-operierenden ATM-
Netz angeboten werden koénnen,
mussen diesem erst durch einen CLS
die Eigenschaften verliehen werden,
welche in  Shared-Media-Netzen
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strukturbedingt gegeben sind: die
verbindungslose Kommunikation und
die Verteilung von Nachrichten an vie-
le Empféanger (Multicast/Broadcast).
Der im Pilotprojekt eingesetzte CLS
stellt die fur den verbindungslosen
Dienst erforderlichen Zusatzfunktio-
nen zur Verfigung.

Aufbau des CLS

Der Aufbau des eingesetzten CLS vom
Typ Alcatel A1000 AX/ICLS entspricht
grundsatzlich dem eines Crosscon-
nects. Die Baugruppen, welche die
Connectionless-Server-Funktion Gber-
nehmen (BMCLU), sind wie die Sub-
scriber oder Trunk-Module am Switch-
ing Network angeschlossen.

In der verwendeten Ausfuhrung kon-
nen maximal acht BMCLU mit einer
unidirektionalen Verarbeitungskapa-
zitét von je 44 Mbit/s angeschlossen
werden.

Funktionsbeschreibung

Der Benutzer im ATM-Netz ist mittels
einer virtuellen Pfad-(VP-)Verbindung
entweder direkt oder Uber zwi-
schenliegende ATM-Knoten an den
CLS angeschlossen (Bild 3). Die virtuel-
le Verbindung wird an einer Schnitt-
stelle im CLS terminiert.

Der Zugang zum Netz erfolgt entwe-
der direkt am Connectionless Access
Interface (CLAI) oder mittels einer Di-
gital Service Unit (DSU). Uber eine VP-
Verbindung wird der SDMS/CBDS-Ver-
kehr zwischen DSU/CLAI und dem CLS
abgewickelt.

ENTWICKLUNG IM CORE-NETZ-BEREICH

Die Entwicklung im Core-Netz-Bereich wird nebst dem Ubergang zu immer héherbitratigen
Verbindungsleitungen (622 Mbit/s, 2.5 Gbit/s, ...) und den immer leistungsfahiger werden-
den CCs sicher stark von der Einfithrung der Signalisierung und dem VC-Switching (Verbin-
dungsaufbau via Teilnehmersignalisation) gepragt, welche die Flexibilitat und Attraktivitat

der ATM-Dienste wesentlich erhoht.

Die parallel fortschreitende Verbesserung der heutigen ATM-Netz- und Service-Manage-
ment-Systeme in Richtung systemiibergreifendes Operations-System (OS) wird aber auch
den aktuell angebotenen SVP-Service um einiges effizienter gestalten.

Wie weit und wie schnell sich das ATM-Core-Netz auf die Infrastruktur des N-ISDN expan-
diert, hangt sicher weitgehend von der Verfiigbarkeit stabiler Standards und entsprechen-
der Netzelemente ab. Bevor ein vollstandiges Interworking mit dem N-ISDN realistisch wird,
diirfte sich sicher eher ein teilweises Interworking auf der hoherbitratigen Trunkebene

(2 Mbit/s) etablieren, da hier die Probleme mit dem Paketisierungsdelay und den diversen
Teilnehmerleistungsmerkmalen des N-ISDN noch einigermassen iiberschaubar sind. Das Ein-
dringen von ATM-fahigen Ausriistungen in den Bereich der Transitvermittlung ware denk-
bar und wiirde gleichzeitig die notwendige Flachendeckung fiir das Angebot der ATM-

Dienste entsprechend verbessern.

Dies bedeutet, jeder Teilnehmer packt
die gesamten generierten Daten
inklusive Ziel- und Absenderadresse
(E164-basierend) in die CLNAP-PDU
(Connectionless Network Access Pro-
tocol-Protocol Data Unit) und sendet
diese zum CLS. In der Gegenrichtung
erhélt der Teilnehmer Uber diesen
Link die gesamten fur ihn bestimm-
ten Daten von anderen Teilnehmern
(Bild 4).

Die einzelnen  VP-Verbindungen
zwischen dem Service Interface und
dem CLS werden unabhéngig vonein-
ander und nach Bedarf mit den den
jeweiligen Applikationen entspre-
chenden Parametern eingerichtet.
Der CLS bereitet nun die empfange-

CLS

TE (Router)

P 7

CLS

CLAI
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ATM-Netz

Bild 4.
Der Connectionless-
Server (CLS).

FUNKTIONSBLOCKE
A
I oo I | 1
A
M
X
L Fi6

ASN

—

Control
Unit

BEN

Bild 3. Funktionsbldcke des CLS.

nen Daten auf, Uberpraft deren
Konformitat und sendet die Daten
Uber den der Zieladresse entspre-
chenden VP wieder aus. Der CLS fiuhrt
beim Senden der Daten ein Traffic
Shaping durch, d. h. die Daten wer-
den entsprechend einer fixen, vorde-
finierten Bitrate ausgesandt, und
dies unabhangig von der empfange-
nen Datenrate. Dies bedeutet, dass
die Meldungen entsprechend zwi-
schengespeichert werden mussen.
Durch den Einsatz eines CLS kénnen
bei einer grossen Anzahl von Teilneh-
mern und bei einer geforderten
virtuellen Vollvermaschung eine gros-
se Anzahl von Verbindungen und
Bandbreite  eingespart  werden.
Wahrend mit CLS pro Teilnehmer nur

CoMTEC 8/1995



]

Ziirich

VP2

cLs ATM-Netz

eine Verbindung im Netz notwendig
ist ( zum CLS), sind ohne CLS bei
n-Teilnehmern n*(n-1)/2 Verbindun-
gen notwendig.

Durch die reduzierten Ubertragungs-
leitungskosten kann der Dienst mit
CLS deshalb wesentlich gtinstiger an-
geboten werden.

Leistungsmerkmale des CLS

Der SMDS/CBDS-Service unterstltzt
das Group Addressing, d.h. eine
Meldung kann auch eine Zieladresse
aufweisen, welche auf eine ganze
Gruppe von Teilnehmern verweist.
In solchen Féllen sendet der CLS
eine Kopie der Meldung an alle
direkt von ihm verwalteten Emp-
fanger der Gruppe. Die Ubertra-
gungskapazitat zum CLS wird somit
wesentlich effizienter genutzt, da
die Meldung nur einmal Ubertragen
wird.

Der CLS verfugt auch Uber eine Ad-
dress-Screening-Funktion. Dies be-
deutet, er kann den Meldungsfluss
von oder zu einem Access-Port an-
hand der mitgefiihrten Adressen auf
seine Zulassigkeit hin Uberprufen.
Meldungen, welche entweder an un-
zuladssige Adressen gesandt oder von
solchen empfangen werden, werden
verworfen. Dieses Leistungsmerkmal
ist dusserst wichtig und kann bei-
spielsweise fur die Realisierung eines
Virtual Private Networks (VPN) heran-
gezogen werden.

Der Einbezug eines CLS beeinflusst
die Performance des dariiber ab-
gewickelten Services nur unwesent-

ComTEC 8/1995

APPLIKATION TELENETCOM

o]

Stuttgart

Bild 5.
Applikation iiber
SMDS/CBDS
wahrend der
TeleNetCom in
Ziirich.
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Leistungsparameter des CLS

Der aktuell eingesetzte CLS A1000

AX/ICLS von Alcatel hat eine Verar-

beitungskapazitat von 308 Mbit/s

oder max. 159 000 Pakete/s und

ist Uber zwei je 155 Mbit/s Interfaces

am Crossconnect in Zurich ange-

schlossen.

- Traffic Shaping fur jede abgehende
ATM-Verbindung

— Message/Streaming-Mode-Arbeits-
weise

— Access Class Enforcement (ACE)

— max. 256 user pro Server

- internationale Transit-Server-Funk-
tion

- Transit Delay durch CLS <10 ms
ohne bzw. <20 ms mit Encapsulation

— Source and Destination Address
Screening & Function

MAN User

Bild 6. Referenzszenario MAN (iber ATM.

lich. Dies konnte durch verschiedene
Messungen an relevanten Applika-
tionen nachgewiesen werden.
Selbstverstandlich kann der SMDS/
CBDS-Service auch international an-
geboten werden, indem die in den
verschiedenen Landern stationierten
CLS Uber das Euro-ATM-Pilotnetz ver-
bunden werden. Wé&hrend der Te-
leNetCom 95 konnte eine entspre-
chende Applikation tber SMDS/CBDS
zwischen einem Teilnehmer in der
Schweiz (Zurich) und einem in
Deutschland (Stuttgart) demonstriert
werden (Bild 5).

Die Verbindung fuhrte Gber einen VP
zum CLS in Zurich, von dort Gber eine
weitere VP-ATM-Verbindung zum CLS
in Stuttgart und schliesslich zum an-
dern Teilnehmer.

REFERENZSZENARIO

MAN User

- pro Server 256 Gruppenadressen
mit je max. 128 Teilnehmern.

MAN-ATM Interworking Unit

Um dem Bedarf der Kunden an
Weitverkehrs-Hochgeschwindigkeits-
Datenkommunikation = nachzukom-
men, wurden von Bellcore bzw. ETSI
der Switched Multimegabit Data Ser-
vice (SMDS) und der dazu kompatible
Connectionless Broadband Data Servi-
ce (CBDS) standardisiert. Diese Dien-
ste werden heute bereits verbreitet
von offentlichen, aber auch privaten
Netzen unterstltzt und auf Basis von
Technologien wie MAN-DQDB und
ATM im Metropolitan-, aber auch im
Wide-Area-Bereich angeboten.
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MAN- und ATM-Netzbeziehungen

Ein Referenzszenario bezuglich der
Verbindungen von MAN Uber ATM
wie auch das Interworking vom MAN
mit ATM-CBDS zeigt Bild 6.

Dieses Szenario zeigt, dass grundsatz-

lich zwei Kommunikationstypen még-

lich sind:

— zwischen Teilnehmern am gleichen
Netz (MANs verbunden via ATM-
WAN)

— zwischen Teilnehmern an verschie-
denen Netzen (MAN-ATM Inter-
working)

Um diese Netzverbindungen und das
Interworking zu gewahrleisten, muss
ein zusatzliches Netzelement, die
MAN-ATM Interworking Unit (IWU),
eingesetzt werden.

Jede IWU ist Uber das ATM-Netz mit
semipermanenten virtuellen Verbin-
dungen mit dem CLS oder direkt mit
weiteren IWUs verbunden.

Die Funktionalitaten der IWU

Das MAN-ATM-Interface (MAI) er-
laubt den transparenten Transfer von
SMDS/CBDS-Datenverkehr, basierend
auf dem ATM NNI oder UNI fur priva-
te MANSs. Die IWU bearbeitet das Rou-
ting aufgrund der Analyse der Ziel-
adresse in der SMDS/CBDS-Meldung
und sendet dementsprechend die
Meldung auf dem der Zieladresse
korrespondierenden virtuellen Pfad
(VP) weiter.

Sowohl bei der Verbindung von MANs
Uber ATM als auch dem Interworking
von MAN mit ATM wird jeweils nur
die vollstandige Meldung weiter-
geleitet. Dies bedeutet, dass erst die
gesamte Meldung aus ATM-Zellen
bzw. DQDB-Slots aufgesammelt wird,

bevor sie in das neue Protokoll
konvertiert und neu segmentiert
wird.

Die in der IWU implementierten Pro-
tokolle und deren Beziehungen zeigt
Bild 7.

Evolution der IWU

Es darf erwartet werden, dass schon
bald eine universelle IWU fur isochro-
ne als auch asynchrone Services, basie-
rend auf einer «Cell-to-Slot»-Lésung,
verfugbar wird. Dies bedeutet ein di-
rektes Mapping der Nutzdaten aus
ATM-Zellen in DQDB-Slots und umge-
kehrt. Segmentations- und Reassem-
bly-Funktionen fallen weg. Ein schnel-
les Interworking ware méglich, da nur
noch einzelne Zellen gespeichert wer-
den mussten. Vorteilhaft ware, wenn
die IWU direkt als Interface in einen
ATM-CC- oder einen Service-Multiple-
xer integriert wirde.

Bereitstellung der Netzdienste
im ATM-Core-Bereich

Das Core-Netz bietet dem Access-
Netz folgende Netzdienste an:

Semipermanent Virtual Path Bearer
Service (SVPS)

Dieser Service erlaubt einen uneinge-
schrankten Transport von ATM-Zellen
zwischen zwei Endpunkten eines vir-
tuellen Pfades (VP) oder Kanals (VC).
Das Format der Zellen entspricht der
ITU-T-Empfehlung 1.361. Die Informa-
tion kann mit konstanter oder varia-
bler Zellrate symmetrisch oder asym-
metrisch bidirektional oder unidirek-
tional Ubertragen werden. Die maxi-
male Transferrate ist pro Verbindung
im Bereich von 64 kbit/s bis 135 Mbit/s
in feinen Stufen frei wahlbar, jedoch
fur eine definierte Periode fix.

Gemass 1.361 kénnen pro Schnittstelle
256 virtuelle Pfade definiert werden.
Die Uberwachung der max. zulassigen
Datenrate (UPC/NPC) wird pro VP
durchgefuhrt. Dabei kann pro VP
wahlweise entweder nur auf Spitzen-
zellrate (Peak Cell Rate [PCR]) oder
auf eine mittlere Zellrate (Sustainable
Cell Rate [SCR]) gepruft werden. Bei
einem hohen Anteil von Verkehrsver-

Transmission Transmission Bit rate available | Informations
system bit rate for ATM cells transfer rate
(available)
STM-1 155 520 Kbit/s 149 760 Kbit/s 115 286 Kbit/s
E3 (G.804/G.832) | 34 368 Kbit/s 33 920 Kbit/s 24 576 Kbit/s
E3 (G.751/PLCP) 34 368 Kbit/s 30 528 Kbit/s 22 118 Kbit/s

Tabelle 1. Verfiighare Kapazitat fiir die Zelleniibertragung.
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PROTOKOLLE
cPcs
AAL3/4
SAR
SIP_L2 |
S|0t Layer ATM
Y

Bild 7. Protokolle und Beziehungen zwischen
MAN/SMDS und ATM/CBDS.

VERBINDUNGSAUFBAU

T Permanent Mode

, Occational Mode

Bitrate

Periodical Mode

Bitrate

Periode t

Bild 8. Verbindungsaufbau nach entsprechen-
der Ubereinkunft mit dem NMC..

einbarungen auf SCR-Basis kann auf
den entsprechenden Ubertragungslei-
tungen ein Gewinn durch kontrollier-
tes «statistisches Multiplexen» er-
reicht werden.

Connectionless Broadband Data
Service (CBDS)

Der vom Connectionless-Server (CLS)
bearbeitete SMDS/CBDS-Service kann
an jedem Interface des Core-Netzes
angeboten werden. Der Zugriff er-
folgt Uber das Connectionless Access
Interface (CLAI) mit dem Connec-
tionless Network Access Protocol (CL-
NAP).

CoMTEC 8/1995



Verbindungsaufbau

Eine Verbindung kann nach ent-
sprechender Ubereinkunft mit dem
NMC permanent, periodisch oder
nach Bedarf eingerichtet werden
(Bild 8). Als Periode kann entweder ein
Tag oder eine Woche gewahlt werden.
Die Granularitat der Zeit wurde aktuell
auf 15 Min. und die Bitratengranula-
ritdt auf 64 kbit/s festgelegt.

Das pro VP zulassige und Uberwachte
Verkehrsprofil kann entweder auf
Basis PCR oder SCR vereinbart werden.

Schnittstellen im ATM-Core-Netz

Die Dienste des Core-Netzes werden
Uber folgende Schnittstellen ange-
boten:

— PDH E3 34 Mbit/s, Rahmenstruktur
nach G.804/G.832, elektrische
Schnittstelle nach G.703.

— PDH E3 34 Mbit/s, Rahmenstruktur
nach G.751/ETS 300 214 mit einge-
bettetem PLCP, elektrische Schnitt-
stelle nach G.703.

— SDH STM-1 155 Mbit/s, optisch nach
G.957, Rahmenstruktur nach 1.432,

INFRASTRUKTUR

ATM-Zellen direkt in C4-Container
gemappt.

— SDH STM-1 155 Mbit/s, elektrisch
nach G.709, Rahmenstruktur nach
1.432, ATM-Zellen direkt in C4.

Die entsprechend dem eingesetzten
Interface maximal verfagbare Kapa-
zitat fur die Zellentbertragung ist in
Tabelle 1 zusammengestellt.
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