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Feedback and Sensitivity and their Measurement
in Integrated Circuit Feedback Amplifiers

Paul VOROS, Berne

1 Introduction

The concept of return-difference is fundamental to the
study of performance of feedback amplifiers. The most com-
mon methods of measurement of return-difference involve
opening the feedback loop and simulating network admit-
tances. In the modern communications equipment the trend
is definitely towards building amplifiers using integrated or
thin-film circuit techniques and the opening of the feedback
loop becomes extremely difficult or even impossible. For this
reason the development of new test methods which do not
require the modification of networks seems highly desir-
able. Furthermore, measurement methods without modi-
fying the circuit are, in principle, experimentally superior,
particularly for high frequency amplifiers (60 MHz and
above) where measurements up to several GHz are made
and the actual physical layout becomes critical in determin-
ing the network response.

A physical system can be characterized by a differential
equation expressing a specific excitation-response relation-
ship. A linear network is said to be asymptotically stable ifits
forcefree response tends to zero as time increases. This in
turn means that the network determinant A (p), or charac-
teristic polynomial, in the complex variable p = o+jw has
only roots with negative real parts. Although a network can
be represented on a mesh impedance-, nodal admittance-, or
mixed-parameter matrix basis, in the following the nodal ad-
mittance characterization shall be used exclusively. By as-
sumption, adding an admittance between two nodes, includ-
ing a short circuit, is the only type of alteration allowed on
the network, and this can most simply be described in terms
of the nodal admittance matrix.

In practice A(p) can be evaluated only indirectly as the
numerator or denominator of a measurable network func-
tion; e. g. the driving-point admittance of a network meas-
ured between the ith and earth nodes is given by

A

Y; = —
A

where A is the cofactor of y;;, and it is the network de-
terminant when the it node of the network is earthed. If
the network is known to be stable with the it" node earth-
ed, i.e. Ay has all its zeros in the left half-plane, then
the original network is stable if the Nyquist plot of Yi(jw)
does not encircle the origin.

When the network function is a transfer function from
node j to node k, then

Ajk
H(p) =
A

If the Nyquist plot of H(jw) does not encircle the origin,
then the network is stable if A has no zerosin theright half-
plane or, in other words, H is a 'minimum-phase’ transfer
function. This does not mean, however, that a transfer func-
tion has to be minimum phase (cf. Sect. 5). From a practical
point of view the zeros in the right half-plane should be
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shifted as high out of the useful frequency band as possible
to minimize their contribution to the in-band phase shift of
the amplifier in order to avoid an undue reduction of the
phase margin which in turn have to be compensated for by a
reduction in the available feedback.

Another very useful function which is simply related to
A(p) can be obtained when A(p) is explicitly given as a func-
tion of one of the network parameters g

A=A+gA’ (1)

where A° and A’ are in general combinations of determi-
nants and cofactors each independent of g. Through divid-
ing both sides of eqn. 1 by A° the return-difference function
as defined by Bode' results

A A’
Folp) == =1+ 92
A A

@

Again, as far as the stability of the network is concerned,
Fy(jo)provides the same information about the network as
A(jo) itself does, given that the network is stable when a
specific element vanishes. The variable term in eqn. 2 will be
recognized as the return-ratio T4 which is the negative of the
loop-gain. For T4(jw) the Nyquist stability criterion requires
that it should not enclose the critical point (-1,0). The
methods of measuring loop-gain by opening the feedback
loop and the problems associated with it have been de-
scribed by Hakim? and Hoskins®.

2 Feedback and sensitivity

The usual concept of feedback includes two distinct
ideas. The first is that of ‘transmission around a loop’ or
return of a signal. In terms of the fundamental signal flow
graph for feedback systems this looks deceptively simple.
All that is required is to break the loop at one point,
apply a signal, then calculate the ratio of the returned sig-
nal and the input to obtain the loop-gain. In actual phys-
ical systems when breaking the loop it has to be terminat-
ed so that from the point of view of the controlled source
nothing has changed and, at the same time, the con-
trolled source does not influence its own controlling signal.
The assumption that for an arbitrary network the loop can
be terminated in such a way using a two-pole can lead to
unjustified generalizations*. But, as it will be seen later,
the laxity at this point is far from being the most impor-
tant source of error in the uses of feedback.

It can be argued that feedback loops are present in the
topological characterization of networks simply because
of the form of equations one has chosen to write*s. To il-
lustrate this point® it will suffice to recall that the equa-
tions of state of a passive RLC-network have precisely the
same form as those representing the fundamental signal
flow graph for feedback analysis, yet one seldom looks for
feedback loops in RLC-networks.

The second idea associated with feedback is that of re-
duction of the effects of component variation on some
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network function. This idea of a reduction in the effects
of component variation will be referred to as 'sensitivity'.
In most networks the concept of ‘transmission around a
loop’ orfeedback and that of 'sensitivity’ are simply relat-
ed and can be used interchangeably.

The sensitivity function as used in modern literature is
the inverse of that first proposed by Bode'

dlinH (p,9)] _ dH(p, 9)/H(p, 9)
d(ing) dg/g

S,H is called the sensitivity function of the network func-
tion H as a function of small changes in the parameter g,
and it is the ratio of the % change of the value of the
function and that of the parameter g.

The transfer-impedance Z;, for an amplifier represented
schematically in Figure1 is numerically the same as the cur-
rent-transfer ratio H for a load admittance G, normalized to
unity. Let g = y,s for a unilateral element and y,, or ys for a
bilateral one, then

Sgt(p) = (©)

H (pv Yrs) = & = .éojk 74- Yrs Ajkrs

O (4)
A A + Yrs A rs

where A is the determinant of the nodal admittance matrix of
the amplifier including G and G,. To be able to expand A as
shown in eqn. 4 one has to assume that y,, appears in only
one position in the matrix, i. e. when g is a bilateral element it
is connected to the reference node and when itis the forward
transfer admittance of a transistor, there is no local feedback
to that stage.

This assumption is made in order to make the algebra sim-
pler and the results readily interpretable, but itin no way re-
stricts the validity of the equation. The essential feature of
eqn. 4 is that a network function can be expressed as a
bilinear function of a single variable g regardless of where
this element is connected in the network'. Through formal
manipulation to eqn. 4 one gets

Aojk/Ars + yrsAjkrs/Ars
AO/Ars + Yrs
(Aojk/Ao) (Ao/Ars) + YrsAjkrs/Ars

= : ®)
A /ATS + yI'S

H(p.yes) =

where A°is A with y,s removed (open-circuited) and A
when y,is shorted out. Thus A°/A.sis the Thevenin admit-
tance Y facing element y, in the network. Ajx.sis A with its
rows j,r and columns k,s eliminated. By virtue of eqn. 4 A°j./
A° = H(p,0) is the value of the transfer function when y,. = 0,
and Ajkrs/ Ars = H(p,0) is the value of H when y,, = . Thus
eqn. 5 can be written in the following form
H(p.y.) = Y(p)H(p,0) + y.sH(p, ) ®)
Y(P) + yrs
The sensitivity function of the transfer function H(p,y,s)
can be obtained by performing the operations indicated in
eqn. 3

D %us L o] 26y =1

Fig. 1
Schematical representation of an element vy,

110

si = Y ¥lHG,0)-H(,0) -

T (Y + ¥ [yeeH(p, ) + Y - H(p,0)]
Ifin eqn. 7 H(p,0) = 0, then

_ Y A°[Aes AT 1
Y+yrs FYrs(p)

A°[Avs+Yes A

Eqn. 8 expresses the important fact that the sensitivity of a
network function with respect to an element of a network is
equal to the inverse of the return-difference to that element if
its vanishing (y,s = 0) results in zero value for the given func-
tion. Also the effects of variation of a network element on a
network function are reduced proportionally to the return-
difference to that element. The same statement can be made
of the reduction of distortion signal generated by an element,
the truth of which readily follows from the Compensation
Theorem for electric networks. Furthermore, eqn. 8 shows
that the admittance measured between any two nodes of a
network is the negative of the admittance which, when con-
nected in parallel at the same nodes, just causes the network
to oscillate.

S ®)

Yrs

Ifin eqn. 8 one sets Y = k,y,s, where k, is a real non-zero
constant, i. e. the Thevenin admittance Y has the same poles
and zeros as Y., then

KyYrs K,

Sty = = ©
k1Yrs +Yrs k1-i_1

the sensitivity function is frequency-independent and ‘per-
fect gain control’” is obtained. If, in general, H(p,00) =
k,H(p,0), where k, # 0 or 1 and H(p,0) # 0, then eqn. 7 yields
N (10)
k41 k41
and again ‘perfect gain control’ obtains. A case of obvious
interest occurs when control can be achieved by varying a
single element, e. g. a resistor such as in resistance net-
works or in RLC-equalizers of a constant resistance type
where Y is purely resistive at some nodes. When Yisacom-
plex admittance function, the results of eqn. 9 can be applied
to justify the wellknown procedure to obtain arbitrary termi-
nation ratios for physically symmetrical networks as shown
in Figure 2. Byassumption Y, = k,y,, thusy,s can be realized
as a two-pole having exactly the same structure as Y, with its
admittance properly scaled. Therefore y,s and 4Y, can be
combined element by element in parallel

tYa=%Y.+ %, where r = (k,+2)/2k,
1

It may be noted here that, while the roots of the transfer
function remain invariant to this transformation, those of
the input and output admittances do not.

From a measurement point of view eqn. 7 is not very useful
in this form since, if y, is the transfer ratio of a dependent
source, H(p,c0) is not physicallyrealizable. From eqns.3and 4

Symmetrielinie\!

G JL TR A e

i
+
JEV,J | Ll‘,va 1y, Ly,

Fig. 2
Illustration of transfer function scaling
Symmetrielinie — Symmetry line
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. YriAjk

AA rs_A' Ars
SHYrs_ Al i 7“( Ik,,i

A A?

By making use of the expansion of the determinant in eqn.
4, for the above expression obtains
o O. 1 1
SHyrs-:Ai—A Jk=7—‘ (11)
A Ajk F(p) Fo(p)

F, = Aj/A°k can be identified with the so-called null-
return-difference and it can be shown to have a distinct physi-
cal interpretation in every concrete case. Thus when H(p,y.s)
is a current gain function, then formal manipulation yields

_A% A AT My 1

o

S A A° A H(pO) F(p)
By using this expression for Fyin eqn. 11 one obtains
1 H(p,0
My = = [1-(”) (12a)
F(p) H(p,yrs)

The above expression for the sensitivity of the function
H(p,y:s) is a very useful one in that it not only says that sensi-
tivity is equal to the inverse of the return-difference for any
element y,, such that H(p,y,s = 0) = 0, but it is also possible
to obtain the absolute sensitivity by measuring two network
functions. In other cases it provides an estimate of the error
in assuming that the return-difference is an accurate meas-
ure of sensitivity. If, e. g. the ratio H(p,0)/H(p,y.s) = —-40 dB,
this error is at most 1%, which is entirely negligible. When
H(p,0) and H(p,y.s) are nearly equal in magnitude and phase,
the return-difference gives a very pessimistic estimate of
sensitivity. This is usually the case when in a single-loop am-
plifier local feedback is added to a stage. While the feedback
to that stage remains about the same, the return-difference
measured in the main loop decreases. But as long as the
return-difference in the main loop remains fairly large (e. g.
20 dB) the change in the transfer function in mid-band will be
hardly noticeable.

On the other hand, when H(p,0)>H(p,y.s), the return-differ-
ence becomes a very optimistic estimate. This situation
arises when, e. g. y,s represents the feedback resistor y; of a
single-loop amplifier. When y:= 0 (opening the feedback
loop) the output increases. To demonstrate this, first the
open-loop gain or 'gain before feedback'' is defined. From
eqn. 5
yrrisﬂ(éroAikrs—AjkArs)

AO(AO + Yrs;Ars)

With the aid of Jacobi's theorem: Ajirs = AjcArs — AjsArk
eqn. 12b, after multiplying by A°/A°, can be written as

H(p,y:s) -H(p,0) = (12b)

rsA'sAr AO 1
B o) PO} = eItk 5

e ' H,(pyyrs) (12¢)
AO(AO+yrsArS) A\O F

where the expression associated with H'(p,y.s) is called by
Bode the 'gain before feedback’ or 'fractionated gain’. Physi-
cally this means that, when measuring the open-loop gain,
the loading effects of the feedback circuitry are taken into
account when the broken loop is properly terminated. Eqn.
12c also indicates that gain reduction is applied only to the
surplus of the total output over direct transmission. Since
the return-difference to y; is the same as to any of the tran-
sistors, from eqn. 12a the wellknown result is obtained

1 H. 1-F T

SHy, = - (12d)
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3 Non-uniqueness of loop-gain and sensitivity

So far changes in a network function due to a single
parameter only have been considered. In reality the values of
all the components comprising the network are subject to
normal manufacturing tolerances. The corresponding nor-
malized change in the network function H(p,g;) can be esti-
mated from the relation

N
AH dH dg;
TN TT= Y (13)
H H gi
i=1
dinH
where SH,, = —— and N is the number of components in
gi

dg;
the network. The quantity SHy, 20 is called the variation VH

of the parameter g;. While with the aid of a digital computer
the sensitivity analysis of a network presents no particular
difficulties, from a measurement point of view it is necessary
to reduce the list of variables to a manageable size; namely
to those parameters whose variations dominate the sum in
eqn. 13. In active networks they are usually the variations of
the transistor gain parameters for which dg;/g; is likely to be
very large, although their sensitivity may be in the same
range as that of the passive elements. When a network con-
tains a variable parameter g;, the poles and zeros of a net-
work function are also variables in g;. Since the poles and
zeros of a network determine its transient as well as its
steady state behaviour, the sensitivities of the poles and
zeros give a quantitative measure of the extent to which net-
work functions may vary with g;. A network can be uniquely
described by its poles p, and zeros z, and a scale factor K

L(p + zk)

Hp,g) =KX — 14
I;‘I(p‘*’pk) e

By applying eqn. 3 to eqn. 14, one obtains:

\1 sgipk Sngk
H — QK P - —
SH,, sgi+,k e EPHK (15)

k
where S,Px and Sy 7« are the pole and zero sensitivities,
respectively defined by
SoPk =g; ijk and Sy« =g, 42
dg; "dyg;

These equations will be recalled later on.

The transistor, being a non-reciprocal device, can be com-
pletely described by four sets of measurements of its driv-
ing-point and transfer characteristic. Since sensitivity and
return-difference are specified with respect to a network
parameter having a one to one relationship to a piece of
hardware or constraint (R,L,C, control element of a depend-
ent source, etc.) in the network, it makes little sense to
speak about the sensitivity or return-difference to a transis-
tor until a transistor model has been chosen. But a transistor
can be represented in a variety of ways each consisting of a
number of bilateral elements and one or two dependent
sources: In each case the sensitivity will be different. Fur-
thermore, sensitivity depends to a large extent on the type of
network function one wishes to investigate, thus no single
‘best’ sensitivity model of the transistor can exist. In the final
analysis, the choice of a transistor model is dictated by the
necessity of being able to define a return-difference which is
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a measurable network function so that it can be of some use
in an actual stability investigation. Sometimes this choice is
simply a matter of convenience, e. g. when the sensitivity of a
transfer function is desired, the controlled source to which
the return-difference is sought is such that the forward
transmission through the transistor is interrupted when that
sourceis put to zero. Inthis way the return-difference meas-
ured in asingle-loop amplifier becomes also the measure of
sensitivity. Sometimes the transistor as a whole is taken as a
single variable by considering all the transistor parameters as
a 'sensitivity group'®, since a change in one of the parame-
ters usually affects all the others.

4 Single-loop amplifiers

A single-loop amplifier, illustrated schematically in Fig-
ure 3, consists essentially of a forward gain- (u-circuit)
and a feedback path (S-circuit) with combining circuits at
both the input and output of the amplifier. For the transis-
tors, represented by their y-parameters, y,, is assumed
to be zero. In this way there is no transmission in the re-
verse direction in the u-circuit. It is also reasonable to
suppose that under normal operating conditions the sig-
nal transmitted through the p-circuit to the load is a neg-
ligible portion of the total. When a bridge-type combin-
ing circuit very common in amplifiers is used at either
the input or the output of the amplifier, the above as-
sumption is fully justified. It is further assumed that the
amplifier performance can be adequately described in
terms of the control parameter y,, of the dependent
source of each transistor responsible for the forward
transmission.

When the return-difference is evaluated for more than one
dependent source simultaneously, it can be described by the
Tasny-Tchiassny® return-difference matrix [F]. For the ampli-
fier in Figure 3
F11 F12 F13
F21 F22 F23 (16)
FIH F:!Z F33

[F] =

where F;; expresses the dependence of the controlling vari-
able oftheith controlled source on the controlling variable of
the jth controlled source. The components of the 1st column of
the matrix may be evaluated by letting the control parameters
of the dependent sources of TR2 and TR3 assume their ref-
erence value of y,, = 0 and replacing the dependent source
of TR1 by an independent source of unit strength. The
returned controlling signals developed for the three depend-
ent sources are the elements of the first column, respective-
ly. By repeating the above procedure of the remaining con-
trolled sources in turn, the complete matrix is obtained. After
evaluating the return-difference matrix for the amplifier in
Figure 3 itis readily seen that

Fiy,=F;=F,;=1andF,,=F,,=F,;;=0.

g - o =
R S e e |
$
Is( 365 |schattungs | i L@ | [schattung P61
netzwerk | {TR1 TR2 TR3} | Inetzwerk °
| p-Pad |

Fig. 3
Simplified schematic of a single-loop amplifier
Eingang-/Ausgangzusammenschaltungsnetzwerk - Input/Output interconnecting network
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The last set of equations means that there is no reverse
transmission in the u-circuitand in the forward direction only
to the controlling-voltage node of the adjacent transistor.
When all the control parameters are restored to their normal
value, the return-difference F; to theith transistor is obtained
from eqn. 16 as

_det[F]
" det[F] .

i=1,2,3 (7

where det [F];;is obtained by deleting the ith row and column
of [F]. For a three stage amplifier

Fi= 1+F21F32F131 i=1,23 (18)

i. e. to all three control parameters the return-difference is
the same. Eqn. 18 is the theoretical basis of measuring the
return-ratio to a transistor gain control parameterin a single-
loopamplifier by breaking the feedback loop atany convenient
point. Then, after terminating the loop in an impedance nor-
mally seen at that point looking in the direction of transmis-
sion, a locp transmission measurement yields the return-
ratio. Since single-loop amplifiers are known to be stable
when the feedback loop is opened, the amplifier remains
stable when feedback is restored if the Nyquist plot of F;(jw)
does not encircle the origin of the F-plane.

In practice it is also of great interest whether an amplifier
remains stable when exposed to the inevitable component
variations. This concern is usually expressed in terms of
safety margins against oscillation which, for the loop gain of
a single-loop amplifier, are usually given as 30° phase margin
and 10 dB gain margin. This is illustrated in Figure 4.

When local feedback exists for one of the stages of the
amplifier of Figure 3, it can still be regarded as a single-loop
amplifier with minor modifications. Fer example, if there is
shunt feedback across TR2, the return-difference matrix
becomes

[F] =

= 5T =

0 F
21 F22 0
31 F32 1
from which, by virtue of eqn. 17, one obtains:
_ det[F] _ det[F] — F22+F2|F32F13_F3|F22F13
= = =
det[F],,  det[Fls, Fa

=

(19)

which reduces to unity when either TR1 or TR3 is inactive.
Thus from the point of view of these stages the amplifier is
still single-loop and the loop-gain can be measured in the
usual way. The return-difference to these stages, however, is
reduced by approximately the amount of the local feedback
for the second stage TR2. For TR2

\\
N
Ty ®
il 20 log Tg=-10d8
’ LN
-1 \
!
/7

7
-

‘/'

Fig. 4
Nyquist locus of the loop-gain of a typical amplifier
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det[F]
1_F31F13

2

which is equal to F,, when TR1 and/or TR3 is inactivated.
The total return-difference for this stage is about the same
as it would be without local feedback. However, the sensitivi-
ty of the transfer function is not the inverse of the return-dif-
ference of this stage, since the output is not reduced to zero
when TR2 is inactivated. In this case the sensitivity may be
calculated from the results of two measurements using eqn.
12. For a single-loop amplifier a very interesting relation can
be derived for the sensitivity ofthe transferfunction to transis-
tor gain parameters. From eqns. 3 and 4, after some alge-
braic manipulations, one obtains

— H(p,OO)—H(p:yrs) i Yrs
e Yrs00 = Yrs H(pr Yrs)

SH (20)
where Y00 = = A°[Ars, by eqn. 4, is the value of y,s corre-
sponding to an infinite value of the function H. In terms of the
loop-gain of Figure 4 this happens when, as the loop gain in-
creases with y,, the curve will just go through the (-1,0) point
and the amplifier is just beginning to oscillate. For an ampli-
fier with an overall feedback of 30 dB, the error is very small
in assuming that the flat gain is equal to H(p,00). Suppose
that itis required that| S," | < 1.6. This means that the loop-
gain curve in Figure 4 must not enter the circle of radius 0.625
centered at (-1,0). This condition is roughly equivalent to the
30° phase margin and 10 dB gain margin mentioned earlier. If
the overshoot, which occurs approximately at the frequency
where the loop-gain curve just touches the forbidden disc, is
3 dB with respect to the flat gain then from eqn. 20, y,s = 1.19
Vrs. This means that for a three stage amplifier an increase of
199% in the gain of one of the transistors, or a 6% simul-
taneous increase in that of all three, will cause oscillation.
Fortunately this allowable 9% variation increases rapidly with
internal feedback, which is always presentin a transistor. In-
ternal feedback can be further increased by the addition of
external local feedback to obtain satisfactory performance
even for gain variations of 100 - 2009 common in practice.

These results obtained for feedback are at variance with
those of a typical signal flow diagram analysis where it is
routinely shown that a single feedback loop around all the
stages results in a smaller sensitivity than purely local feed-
back or the combination of the two. This type of analysis,
however, does not take into account the band-limited nature
of the transistor.

41 Measurement of return-difference based on driving-
point- and transfer-admittance measurements

These methods are based on Blackman's classical
results'®, which can be very elegantly derived’, e. g. for the
driving-point admittance by formal manipulation of the equa-
tion for the admittance between node i and earth:

Yi=AlAi= A% A% AA° - A% Ai=Yo - F-1/F, (21)

where Y, is the admittance at node i measured when the
parameter, to which the return-difference is sought, is set
equal to zero. F, is the return-difference for the same ele-
ment when node i is shorted to ground. If the admittance is
measured at a node such that its grounding reduces that
particular element to zero, then F, = 1. In terms of the net-
work determinant A this means that, e. g. a unilateral control
element is located in the ith row or column, therefore A=
A% Eqn. 21 can be used to measure return-difference by
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measuring Y and Y,. Y is measured for normal operating
conditions and Y, when a particular parameter is set to zero.
Y, can be measured by opening the loop between TR1 and
TR2ofthe amplifierin Figure 3, terminating TR1in y,, of TR2,
and shorting the base of TR2 to ground? The admittance
measured under these conditions at the collector of TR1 is
Y,. Or, to avoid simulating y,,, Y, can be obtained under the
same conditions as the sum of two measurements made into
the network ports thus created with the other port shorted,
alternately''. However, it is not necessary to open the feed-
back loop to measure Y,. In Section 4 it was shown that the
loop-gain for any transistor can be set to zero by interrupting
the feedback loop at any convenient point. Furthermore, if
the admittance is measured, e. g. at the node between TR1
and TR2, and the loop is interrupted between TR2 and TR3
then, by the definition of a single-loop amplifier, there is no
way to experimentally determine at the point of measurement
whether the path is broken or shorted to earth. In practice, to
minimize the effects of local feedback on TR2, the path is
shorted to earth at a point far removed from the pointof meas-
urement, e. g. at the collector of TR3. The short is made
with a capacitor to keep dc bias intact.

Return-difference can be measured under similar condi-
tions without opening the feedback loop by making two
transmission measurements with a vector voltmeter

F=AIA°= AlAxi* Al A° (22)

where k is, e. g. the input node to the amplifier and node i is
at the base of a transistor; therefore Avi = A°;. Thus A°/
A°isthe transmission from node k to nodei when the trans-
istor is inactive (loop is shorted out at a remote point) and
Axil A is that under normal operating conditions.

Eqgn. 21 can be very effectively used aiso to evaluate the
return-difference for a transistor stage in the presence of
local feedback by making two measurements. Supposing
there is series feedback (resistor in the emitter circuit) on
TR1, then

Y, = Y,F, (23)

where Y, and Y,, are measured at, e. g. the base of TR2 when
the emitter resistor is shorted out and when the main loop is
also shorted to ground at the collector of TR3. When meas-
uring Y,, however, the amplifier may oscillate when the
emitter resistor is shorted out. In any case one may continue
by restoring the emitter feedback resistor and measure ad-
mittances at the same point. For this condition

Y, = Yo,F,. (24)

From eqns. 23 and 24 the amount of the return-difference
Fioc. due to local feedback is

Fioc- = F,/F, (25)

This measurement is further discussed later on.

(To be continued)
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