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Der Kleinrechner als Hilfsmittel des Ingenieurs

Zusammenfassung. Zwei Einsatzfalle ei-
nes Kleinrechners werden beschrieben, die
Verwendung als Steuerelement in einem
Messsystem fir PCM und die Benutzung
fir numerische Berechnungen. Anhand
dieser Beispiele werden die Vor- und Nach-
teile gegeniiber verdrahteten Steuerungen
auf der einen und Grossrechenanlagen auf
der andern Seite dargelegt.

René Peter LORETAN, Colchester (Grossbritannien)

Le calculateur miniature, auxiliaire
de I'ingénieur

Résumé. L'auteur décrit deux cas d’appli-
cation d'un calculateur miniature, I'emploi
comme élément de commande dans un
systéme de mesure pour MIC et I'utilisa-
tion pour des calculs numériques. Se fon-
dant sur ces exemples, il explique les avan-
tages et inconvénients par rapport aux com-
mandes céblées, d’une part, et aux grandes
installations de calculateurs, d'autre part.

681.325:621.39

Il piccolo calcolatore quale mezzo
ausiliario dell’ingegnere

Riassunto. S/ descrivono due casi d’im-
piego di un piccolo calcolatore, cioé I' utiliz-
zazione quale elemento di comando in un
sistema di misurazione per PCM e per cal-
coli numerici. Sulla scorta di questi esempi
si spiegano, da un lato, i vantaggi e gli
svantaggi nei confronti di comandi con
cablaggio e dall’altro, di impianti calcolatori
grandi.

1. Einleitung

Kleinrechner oder «Minicomputer» haben in der kurzen
Zeit ihres Bestehens schon in zahlreichen Gebieten Anwen-
dung gefunden [1], [2], [3]. Bei allen Unterschieden in der
individuellen Ausfiihrung weisen sie samtliche Merkmale
auf, die auch Grosscomputer charakterisieren. Am wich-
tigsten ist dabei die Tatsache, dass ein elektrisch verander-
barer Speicher vorhanden ist, in dem sowohl Programme
als auch Daten abgelegt werden. Darum herum sind auch
hier Steuerwerk, Rechenwerk und Ein/Ausgabeeinheit an-
geordnet, obwohl gewisse Teile oft sehr stark vereinfacht
sind. Beispielsweise sind haufig nur wenige arithmetische
Register vorhanden, die Wortlange ist kiirzer als bei Gross-
maschinen, der Speicher in kleineren Blocken organisiert.
Die Ein/Ausgabeeinheit dagegen ist entsprechend der Tat-
sache, dass meist eine grosse Zahl von Aussengeraten
betrieben wird, grossziigiger ausgestattet und oft in einer
Weise ausgefiihrt, die den «Interface»-Aufwand in den
Peripheriegeraten maéglichst herabsetzt.

Der Fortschrittin der Halbleitertechnologie brachte es mit
sich, dass die Preise der Kleinrechner in den letzten Jahren
so stark gesunken sind, dass es moglich wurde, sie in Be-
reichen einzusetzen, die bisher der konventionellen Schal-
tungstechnik vorbehalten waren. Die Bezeichnung «Rech-
ner» ist in solchen Anwendungen irrefiihrend, da vor allem
die Fahigkeit zur Steuerung komplizierter Ablaufe mit zahl-
reichen Entscheidungsstellen massgebend ist und nicht die
Durchfiihrung arithmetischer Operationen. Beispielsweise
kénnen die einzelnen Bits einer Speicherzelle Stellungen von
Relais in einem durch den Prozessor gesteuerten Gerét
darstellen, das heisst, das durch sie gebildete Wort hat
keineswegs die Bedeutung einer im Binarsystem darge-
stellten Zahl. Das Rechenwerk vieler Kleinrechner ist daher
bis zu einem gewissen Grad auf diese Art von Verarbeitung
spezialisiert. Meist ist in der Standardausfiihrung nur die
Moglichkeit zur Addition und Subtraktion vorhanden, die
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Zahlendarstellung mit gleitendem Komma sowie die ent-
sprechenden Operationen sind nicht vorgesehen. Wenn sie
gebraucht werden, miissen sie im einzelnen programmiert
werden, indem zum Beispiel fiir die Darstellung einer Zahl
drei aufeinanderfolgende Speicherzellen reserviert werden,
wobei eine als Exponent und zwei als Mantisse interpretiert
werden. Die Programme werden dadurch langer und laufen
auch langsamer ab als in einer Maschine, in der diese
Operationen im Rechenwerk enthalten sind.

Trotz dieser Einschrankungen lasst sich die Anschaffung
eines Kleinrechnersystems fiir Rechenanwendungen in ge-
wissen Fallen rechtfertigen, wobei sogar ein time-sharing-
Betrieb mit mehreren Fernschreiberterminalen maéglich ist
[4], [6]. Haufiger ist der Fall, dass ein Prozessor, der fiir eine
besondere Steueraufgabe beschafft wurde, in einem Teil
der Zeit fir Rechenzwecke verfagbar ist. Dieser Dienst
bedingt keine zusatzlichen Investitionen und ist daher
ausserordentlich vorteilhaft. Gerade fur den Ingenieur kann
oft eine grosse Licke geschlossen werden, da héaufig
Berechnungen notig sind, die auch mit programmierbaren
Tischrechenmaschinen nicht mehr bewéltigt werden kénnen,
fir die aber anderseits die Erstellung eines Programmes in
Zusammenarbeit mit einem im Stapelbetrieb arbeitenden
Rechenzentrum, wegen der langen Umlaufzeiten, nicht in
Frage kommt. Die Entwicklung eines Programmes im direk-
ten Dialog mit dem Rechner ist die einzig vernlnftige
Methode zum Losen derartiger Probleme und wird neuer-
dings auch bei Grosscomputern in Form des time-sharing
verwirklicht. Der Kleinrechner bietet hier eine Alternative
far Berechnungen verninftigen Ausmasses, worauf spéater
noch naher eingetreten wird.

In der Abteilung Forschung und Entwicklung PTT ergab
sich diese Situation mit dem Kleinrechner PDP-8/I, der fir
die Steuerung des Modells einer PCM-Telephonzentrale
beschafft wurde [6]. Diese Anlage, die nicht fiir einen
Dauerbetrieb vorgesehen ist, ist zwar sténdig an den Rech-
ner angeschlossen, wird aber nur flir Messungen, Demon-
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strationen und zum Austesten von Anderungen an den
Steuerprogrammen in Betrieb genommen. In der ibrigen
Zeit wird der Rechner fiir die Entwicklung des im folgenden
beschriebenen Messsystems, zur raschen Auswertung von
Telephonverkehrsmessungen und fiir numerische Berech-
nungen verwendet. Die universelle Verwendbarkeit eines
Kleinrechners konnte wohl kaum hesser gezeigt werden.

2. Einsatz eines Kleinrechners fiir Steuerungszwecke

Bevoraufdie Beschreibung eines speziellen Anwendungs-
falles eingegangen wird, sollen zuerst einige grundséatzliche
Uberlegungen angestellt werden, wie es zur Einfiihrung der
elektronischen Rechner in der Steuerungstechnik kam.

2.1 Fest verdrahtete und speicherprogrammierbare Steue-
rungen

Die beiden Ausfihrungen kénnen am besten anhand
zentralgesteuerter Telephonautomaten erlautert werden. Die
zentrale Steuerung, die im allgemeinen als Markierer be-
zeichnet wird, wurde dabei urspringlich in Relaistechnik
ausgefiihrt, zum Beispiel in [7]. Ein solcher Relais-Markierer
kann als klassisches Beispiel fir eine Steuerung angesehen
werden, deren Funktion durch die Verdrahtung zwischen
den Bauelementen festgelegt ist. Neuere Systeme verwen-
den elektronische Elemente [8]. Dies brachte eine Erhéhung
der Arbeitsgeschwindigkeit und fiihrte gleichzeitig zu einer
weitgehenden Normung der Grundschaltungen und Funk-
tionsprinzipien, die heute in den TTL- und MOS-Schalt-
kreisfamilien einen hohen Stand erreicht hat. Die rein binare
Arbeitsweise ermoglicht die mathematische Behandlung
beim Entwurf, zum Beispiel eine Verminderung der An-
zahl Gatter zur Erfullung einer bestimmten Funktion. Diese
Normalisierung ging allerdings auf Kosten einer gewissen
Raffinesse. In der Relaisschaltungstechnik hatte der Ent-
werfer die Moglichkeit, eine Schaltung durch Ausnutzung
von Fehlstrombedingungen und durch Variation der Win-
dungszahl und der Kontaktart weitgehend an einen bestimm-
ten Fall anzupassen, wobei oft verbllffend einfache «Kunst-
schaltungen» zur Anwendung gelangen. Bei elektronischen
Digitalsystemen verlagert sich das Problem vom eigent-
lichen Schaltkreisentwurf in die Verwirklichung einer ge-
schickten Zusammenschaltung bestehender Grundele-
mente,

Elektronische Steuerungen werden oft «programmierbar»
genannt. Dies bedeutet in den meisten Fallen, dass der
Funktionsablauf durch Umstecken von Dioden in einem
Umwerterfeld oder ahnliche Massnahmen geéandert werden
kann. Aus praktischen Griinden ist dabei die Zahl moéglicher
Kombinationen beschrankt. Von einer speicherprogram-
mierbaren Steuerung kann man erst dann sprechen, wenn
das Gerat die erwéhnten Eigenschaften einer elektronischen
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Rechenmaschine besitzt. Die Schematisierung wird damit
noch eine Stufe weitergetrieben. Statt einer Reihe logischer
Schaltkreistypen liegt nun ein vollstdndig homogenes
Grundmaterial in Form eines in Worten konstanter Lange
organisierten Speichers vor, das frei gestaltet werden kann,
wobei die ganze Arbeit «auf dem Papier» gemacht wird,
da das Endprodukt ein geschriebenes Programm ist.

Auf diese Weise erzielt man die in vielen Fallen ge-
winschte Anpassungsfahigkeit der Steuerung. Dies hat
aber nicht nur Vorteile, wie die in allen grésseren Systemen
dieser Art durch sporadisch auftretende Programmfehler
verursachten Stérungen beweisen. Der Grund ist darin zu
sehen, dass, ahnlich wie beim Ubergang zur Elektronik,
raffinierte Spezialldosungen zugunsten einer flexibleren
Konzeption geopfert wurden. Beispielsweise wird kein ver-
ninftiger Entwerfer einer verdrahteten Steuerung einen
bestimmten Zahler, der maximal 8 verschiedene Stellungen
einnehmen kann, mit 12 flip-flops aufbauen. Wird derselbe
Zahler indessen programmaéssig verwirklicht, so ist dies
durchaus Ublich, ausser wenn eine grosse Zahl solcher
Zahler gebraucht wird. Diese offensichtliche Verschwen-
dung von Speicherkapazitat lasst sich bei vielen Rechnern
nicht beheben, da Teile von Worten programmassig ange-
steuert werden muissen und demzufolge fiir die Anwen-
dung in einem Einzelfall mehr Speicher benotigt werden, als
sich solche einsparen lassen. Der wirtschaftliche Nachteil
wiegt nicht allzu schwer, da sich bei einem Grossspeicher
in den Schaltungen fir die Ansteuerung Einsparungen
ergeben, so dass eine Speicherzelle hier verhaltnismassig
nicht so teuer ist. Die unausgenlitzte Speicherkapazitat
bildet aber ein Problem fir die Sicherheit der Steuerung.
Nimmt né&mlich der als Beispiel gewahlte Zahler einmal
Werte an, die 8 Ubersteigen, so kann dies zur Auslésung
vollig unuberblickbarer Vorgéange fithren. Ein solch illegaler
Wert kann durch eine elektrische Storung entstehen, doch
ist es weitaus wahrscheinlicher, dass ein Programmfehler
die Ursache ist. Besonders schwerwiegend ist der Fall, wenn
auf diesem Weg eine falsche Adresse berechnet wird und
zum Beispiel Teile des Programmes wie Daten angesteuert
werden. Hier wirkt sich eine andere Art von Verschwendung
negativ aus, namlich die Tatsache, dass ein Medium, das
zum Beispiel in jeder Mikrosekunde verandert werden
kénnte, zur Speicherung von Information verwendet wird,
die unter allen Umstanden konstant bleiben muss. Die
vielen potentiell moglichen Stellungen eines Speicher-
wertes, zusammen mit der leichten Veranderbarkeit, stellen
eine Gefahr dar. Das Problem ist so gross, dass haufig aus
Sicherheitsgriinden ein Festwertspeicher fiir gewisse Pro-
gramme verwendet oder ein Speicherschutz eingebaut wird,
der nur beim Laden vorlibergehend wirkungslos ist.

Reine Rechnersteuerungen werden praktisch selten ange-
wendet, und zwar aus Grinden der Wirtschaftlichkeit und
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Geschwindigkeit. Meistens erfolgt eine Kombination mit
relativ intelligenten Peripheriegeraten,diealsunselbsténdige
verdrahtete Steuerungen betrachtet werden kénnen. Die
Aufgabenteilung muss von Fall zu Fall gut abgewogen wer-
den, was anhand des folgenden Beispiels illustriert wird.

2.2 Ein Mess- und Simulationssystem fiir PCM-Anwendungen

2.2.1 Problemstellung

Solange Pulscodemodulation (PCM) nur fiir Ubertra-
gungszwecke eingesetzt wird, kénnen zur Prifung der
Ausristungen im wesentlichen die bei Tragersystemen
tblichen Methoden eingesetzt werden, indem auf der Nieder-
frequenzseite des einen Terminals ein Signal eingespeist
und mit dem resultierenden Signal am Ausgang des andern
Terminals verglichen wird. Auch die ihrer Natur nach digi-
tale Signalisierung, die beispielsweise beim Einsatz auf
Bezirks- und Fernstrecken je einen Kanal in jeder Richtung
umfasst, kann auf diese Weise mit Signalgeneratoren und
Impulsschreibern geprift werden, da die im Verhaltnis zu
den zu Ubermittelnden Signalen rasche Abtastung mit 500
oder 1000 Hz und die integrierende Wirkung der Relais auf
der Empfangsseite das System unempfindlich gegen ver-
einzelte Fehler in der Ubertragung macht. Messungen auf
der Digitalseite umfassen im aligemeinen nur eine Kon-
trolle des Augendiagramms in kritischen Einsatzfallen und
die globale Bestimmung der Fehlerrate.

Die Verhaltnisse andern sich aber sehr stark, wenn die
Vermittiung in das System integriert wird. In diesem Fall
werden einzelne Kanale fiir Steuerungszwecke benttzt.
Da keine langsamen Aussengerate direkt angeschlossen
sind, kénnte die volle Kanalkapazitat zur Ubertragung ver-
wendet werden. Ublicherweise kommt jedoch ein fehler-
erkennender Code zur Anwendung. In jedem Fall ist jedoch
der Ablauf dieser Vorgange viel zu rasch, um wie bei den
Streckensystemen auf konventionelle Weise geprift zu
werden. Bei der Inbetriebnahme der PCM-Laborzentrale [6]
wurde es als grosser Mangel empfunden, dass die sich auf
den Steuerkandlen abspielenden Vorgénge nicht direkt
erfasst werden konnten. Trotz der sehr einfachen Konfi-
guration war es beim Auftreten eines Fehlers oft ausserst
schwierig festzustellen, welche Einheit daflir verantwortlich
war. Es war weder moglich, eine Fehlersituation genau zu
erfassen, noch sie ein zweites Mal kiinstlich herbeizufiihren,
um das Verhalten der Programmsteuerung zu prifen. Dies
flihrte zur Schaffung eines Systems, das in der Lage sein
soll, auch die in kinftigen Vermittlungssystemen vorkom-
menden komplizierten Fernsteuerungsvorgange zu erfassen.
Im Vordergrund steht dabei das geplante integrierte Fern-
melde-System IFS-1 [9] [10], bei dem Systemblécke lber
einen normalen PCM-Kanal mit Hilfe von Telegrammen
ferngesteuert werden.
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Folgende Verwendungsmoglichkeiten stehen im Vorder-
grund:

Einsatz als Messsystem. In diesem Fall erfolgt ein Betrieb
als Signalempfénger. Folgende Aufgaben kénnen gelost
werden:

- Ermittlung der Amplitudenstatistik eines Sprachkanals,

- Uberwachung eines (bekannten) Codemusters, Messung
der Fehlerrate,

- Uberwachung eines Steuerkanals, Protokollierung der
ablaufenden Vorgéange, zum Beispiel in Form einer Tele-
grammstatistik, Melden von aussergewdhnlichen Zu-
standen.

Priifung eines ferngesteuerten PCM-Systemblocks (zum
Beispiel Terminal, PCM-Durchschalteeinheit) hinsichtlich
seiner Reaktion auf Steuertelegramme.

Simulation eines ferngesteuerten Systemblockes hinsicht-
lich seiner Reaktion auf Steuertelegramme.

2.2.2 Geplanter Endausbau

Wie Figur 1 zeigt, bildet der Prozessor das Kernstiick der
Anlage. Obwoh! sich einzelne der beschriebenen Aufgaben
sehr wohl mit einer speziellen verdrahteten Steuerung aus-
fihren liessen, diirfte es kaum maglich sein, ein universelles
Gerat zu bauen, da die Anforderungen zu stark variieren.
Zudem kommen gerade in einer experimentellen Umgebung,
wo noch manches geandert wird, die Vorteile der Programm-
steuerung voll zum Zug. Es ist durchaus denkbar, dass die
Anlage fir gewisse Aufgabenstellungen eher zu viele Mog-
lichkeiten bietet und daher flir einen Einsatz in grésserem
Rahmen zu aufwendig ist, so dass fiir diese Félle ein
Spezialgerat entwickelt wird. Das vorliegende System bietet
aber dann die Mdglichkeit, verschiedene fest verdrahtete
Varianten zu simulieren,

Input / Output Sammelschiene

Schnell-| | Fern- An - Takt-
leser schrei- zeige - gene - PDP-8/1
ber gerat rator Prozessor f———
Alarm -
iber -
wachung
Zusatz -
speicher
PCM-
Sender
PCM - Data -
5 — Channel - -
Empfanger Multiplexer
Start - Dectape -
logik System
Fig. 1

Blockschema des PCM Messsystems im Endausbau

109



Die Konfiguration umfasst neben den normalen Computer-
Peripheriegerdten (Fernschreiber, Schnelleser, decktape-
Magnetband-System) die imfolgendenbeschriebenen Appa-
rate:

Der PCM-Emipfdnger vermittelt den Ubergang zwischen
der ankommenden PCM-Vielfachleitung und dem Prozes-
sor. Seine Hauptaufgabe besteht darin, aus dem ankom-
menden Impulsstrom von 2,048 Mbit/s einen bestimmten,
vom Prozessor gewahlten Kanal auszublenden und alle
125 us direkt in den Kernspeicher zu transferieren. Auf die
genaue Arbeitsweise soll hier nicht eingetreten werden,
doch sei erwéhnt, dass es bei vielen Anwendungen moglich
sein wird, die hohe Informationsrate durch Weglassen
bedeutungsloser Codekombinationen («Fillworter») zu
reduzieren. Ubertragungsfehler werden ebenfalls im Emp-
fanger erkannt. Da ein PCM-Wort 8 bit umfasst, der Pro-
zessor PDP-8 hingegen mit 12 bit arbeitet, ist es mdglich,
die Ubrigen Bits zur Signalisierung solcher Fehler wie auch
zur Erleichterung der Erkennung von haufig vorkommenden
Spezialcodes zu benutzen. Falls die eigentliche Information
mit Dipulsen Ubertragen wird, kann eine Codewandlung, wie
in Tabelle | angegeben, wesentlich zur zeitsparenden Ver-
arbeitung beitragen.

Der PCM-Sender besorgt die Ausgabe der vom Prozessor
angelieferten Information in einem bestimmten Kanal und
arbeitet analog dem Empfanger. Auch hier ist aus Griinden
der Geschwindigkeit ein direkter Speicherzugriff vorge-
sehen.

Der Taktgenerator erzeugt alle 10 ms eine Programmunter-
brechung, was zur Auslésung zeitabhéngiger Programme
gebraucht wird (real-time clock). Er hat dazu die wichtige
Aufgabe, den einwandfreien Ablauf zu liberwachen. Wird
er namlich nicht innerhalb 15 ms vom Prozessor bedient,
wird Alarm ausgeldst, da in diesem Fall mit einem schwer-
wiegenden Programmfehler gerechnet werden muss. Uber
die Alarmiiberwachung und die Startlogik kann dann eine
Neubeladung des Programms vom Magnetband her erwirkt
werden.

Das Anzeigegerét besitzt ein Feld von 9 x 12 Lampen, die
programmassig angesteuert werden kénnen. Es ist vorge-
sehen, einige von ihnen zur Signalisierung von Zustanden
innerhalb des Rechners zu verwenden. Das Gerat bietet
grosse Vorteile gegentiber dem Fernschreiber,insbesondere
bei der Beurteilung von Fehlerzustanden, da die benétigte
Information, die in den meisten Fallen ohnehin binar ist,
rasch und gerduschlos angezeigt werden kann.

Der Entwurf dieses Systems zeigt die Anwendung einiger
im Abschnitt 2.1 gestreifter Prinzipien. Verdrahtete Steue-
rungen wurden im Empfanger und Sender soweit einge-
setzt, als es sinnvoll erschien, beispielsweise zum Auf-
finden des Synchronisationsmusters auf der ankommenden
Vielfachleitung und zur Unterdriickung von Leerinforma-
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tionen. Wahrend die erste Aufgabe aus Zeitgriinden nicht
anders geldst werden kann, steht die Alternative im letzteren
Fall durchaus offen, wenn sie auch - wie noch gezeigt
werden wird - nicht sehr effizient ist. Auf der anderen
Seite wiirde das Erkennen ganzer Meldungen den Emp-
fanger allzusehr komplizieren, so dass diese Aufgabe
vollstandig der Programmierung lberlassen bleibt.

2.2.3 Konfiguration zur Entwicklung des Betriebssystems

Um frihzeitig mit der Programmierung beginnen zu
kénnen, wurde ein bestehender PCM-Empféanger, der die
Ausblendung eines Kanals und Anzeige auf Lampen ge-
stattet, mit einer Interface-Logik ausgeriistet. Dieses Gerat
arbeitet im binar codierten Ternarcode (B-Code) und wurde
im Zusammenhang mit dem Labormodell gebaut. Fiir den
Anschluss an den Rechner wurde das Prinzip des program-
mierten Datentransfers mit Programmunterbruch gewahlt
[11]. Diese Methode ist zwar unwirtschaftlich im Blick auf
Ausnlitzung der Prozessorzeit, lasst sich aber anderseits
mit minimalem Aufwand verwirklichen. Die Einheit erzeugt
zwei Signale:

- Programmunterbruch alle 125 us zur Ubertragung eines
PCM-Wortes (Kanal)
- Programmunterbruch alle 2 ms (Uberrahmen).

Die Bedingungen, die durch diesen Empfanger an die
Programmierung gestellt werden, sind ausserordentlich
hart. Kein Programmstiick, das nicht unterbrechbar ist, darf
langer als 125us dauern. Da der verwendete Rechner keine
Prioritatsstruktur in seinem Unterbruchsystem aufweist,
muss mit zahlreichen Mdglichkeiten von ineinander ver-
schachtelten Programmunterbrechungen gerechnetwerden.
Bei der EinfUuhrung des direkten Datentransfers werden
dann diese Unterbrechungen wesentlich seltener vorkom-
men. Die inhérente Geschwindigkeit des Systems wird
aber auch dann vorteilhaft sein, indem zum Beispiel in be-
stimmten Fallen auf eine Pufferung von Daten verzichtet
werden kann. In jedem Fall gestattet der Versuchsaufbau
einen sehr wirksamen Test der Programme.

Tabelle I. Codewandlung im PCM-Empfanger

Empfanger Code Darstellung im Rechner

Normales Dipulswort OO0OO0OO0D0ODODOOX XXX
Wort mit Dipulsverletzung L O O O X X X X X X X X
Freikanalcode LLOOOOOOOOODO
Freitelegrammcode LLOLOOOOOOODPO
Startcode LLLOOOOOOOOO
Fehlercode LLLLOOOOOOOD®O
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Grundstruktur des Programmsystems

2.2.4 Organisation der Programme

Die zur Diskussion stehende Anlage stellt ein einfaches
Echtzeitsystem dar, mit der Eigenschaft, dass gewisse
Peripheriegerate eine ausserordentlich schnelle Behand-
lung verlangen. Man kann daher eine Unterteilung in Uber-
wachungs- oder Betriebsprogramme und Anwendungspro-
gramme vornehmen. Die Gesamtstruktur ist in Figur 2
gegeben.

Das Betriebssystem

Die hauptsachlichsten Schwierigkeiten in der Echtzeit-
programmierung entstehen dadurch, dass der Prozessor
laufend Daten mit Peripheriegeraten verschiedenster Ge-
schwindigkeit austauschen muss. Wahrend sich beim nor-
malen Rechenbetrieb eine Uberlappung der Ein- und Aus-
gabevorgange zur Verbesserung der Ausniitzung der Ge-
rate aufdrangt, weil sonst Zentraleinheit und Aussengeréate
abwechselnd aufeinander warten muissen [12], ist sie bei
Anwendungen zu Prozesssteuerungs- und Uberwachungs-
aufgaben Systembestandteil, da immer eine gréssere Zahl
von Vorgangen in der Aussenwelt gleichzeitig ablauft. Die
Anpassung der Geschwindigkeiten erfolgt durch Pufferung
der Information in einem Zwischenspeicher.

Eingabegeréte schreiben ihre Daten zunachst in einen
solchen Speicher ein, dessen Inhalt vom Prozessor im
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geeigneten Augenblick Gbernommen wird. Die Daten fiir
Ausgabegerdte werden vom Prozessor mit hoher Geschwin-
digkeit in einen Pufferspeicher eingeschrieben und vom
Gerat mit der ihm eigenen Geschwindigkeit Gbernommen.

Obwohl auch spezialisierte Speicherblécke moglich sind,
wird meistens der Kernspeicher des Prozessors herange-
zogen. Die Zuordnung kann fix oder dynamisch aufgrund
der gerade benotigten Kapazitat sein. Im vorliegenden Bei-
spiel wurden bestimmte Speicherbezirke einem Gerat fest
zugeordnet, die im folgenden Tabellen genannt werden
(zum Beispiel Druckertabelle, Empféangertabelle) und die
zyklisch neu tiberschrieben werden. Bestimmte Speicher-
zellen dienen dabei als «Zeiger», wobei jede Tabelle je
einen flir den Prozessor und das Peripheriegerat besitzt.
Besondere Beachtung wurde dem Problem des Uberlaufs
geschenkt, der auftritt, wenn eine Tabelle vollgeschrieben
ist. Beispielsweise miissen weitere Meldungen fir den
Fernschreiber unterdriickt werden, wenn die Druckertabelle
voll ist. Ein internes Signal («flag») informiert alle betrof-
fenen Programme Uber diesen Zustand, damit solcher-
art blockierte Meldungen spéater doch noch ausgegeben
werden konnen.

Schlimmer ist es, wenn in einer Eingabetabelle ein Uber-
lauf auftritt, da in diesem Fall die betreffende Information
verloren ist. In erster Linie muss verhindert werden, dass
alte, noch unverarbeitete Daten dabei Uberschrieben wer-
den. Ein Ausweg lasst sich nur finden, wenn die Geschwin-
digkeit der Verarbeitung gesteigert werden kann. Dies wird
von Fall zu Fall verschieden sein. Im vorliegenden System
kann es vorkommen, dass die Empfangertabelle voll ist.
Lauft etwa ein Programm, das die ankommenden Tele-
gramme analysiert, so muss auf die Ausfihrung von zeit-
intensiven Vorgangen verzichtet werden, indem eine Riick-
stufung auf ein einfacheres Analyseprogramm vorgenom-
men wird. Es ist daher unter Umsténden vorteilhaft, einen
Uberlauf frithzeitig zu signalisieren, zum Beispiel wenn 80%
der Tabelle gefillt sind.

Die Aufgaben des Betriebssystems lassen sich in unse-
rem Fall wie folgt formulieren:

- zeitliche Koordination aller Programme, Ermdglichung der
korrekten Programmunterbrechungen,

- Kontrolle der Ein- und Ausgabe der Peripheriegerate,

- Signalisierung zwischen verschiedenen Programmen,

- Kontrolle des korrekten Ablaufs, Alarmierung bei der
Entdeckung von Uberlaufzustanden,

- Bereitstellung von Unterprogrammen fir alle wichtigen
Vorgénge, die in den Anwendungsprogrammen vorkom-
men.

Zur Erlauterung soll die Behandlung des PCM-Empfén-
gers beschrieben werden. Aus Geschwindigkeitsgriinden
ist die Verarbeitung einzelner Zeichen nicht sinnvoll. Das
Uberrahmensignal (spater ein entsprechendes Signal nach
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Empfang von 16 signifikanten PCM-Wédrtern) startet das
Empfangerprogramm. Dieses darf zwar im Mittel nicht langer
als 2 ms dauern, wenn keine Leerinformation unterdriickt
wird, doch werden gelegentiiche Spitzen in der Empfangs-
tabelle abgefangen. Ein neuer Durchiauf durch das Pro-
gramm wird in diesem Fall verhindert, wobei ein Zahler die
unerledigten Unterbrechungen registriert, die bei geringerer
Belastung spater abgebaut werden.

Die Anwendungsprogramme

Das Betriebssystem verwirklicht im wesentiichen die
Struktur der Figur 2. Es wird fir sich assembliert und bildet
das Gertist fir den Einbau der Anwendungsprogramme.
Diese bestehen aus verschiedenen Segmenten, die zu ver-
schiedenen Zeiten aktiviert werden (Fig. 3). Ein Tastatur-
befehl bewirkt den Start des gerade geladenen Anwen-
dungsprogramms, indem dessen Initialisierungsteil durch-
laufen wird. Der weitere Ablauf ergibt sich aus dem Ein-
treffen von Programmunterbrechungen und Signalisation
zwischen den verschiedenen Segmenten. Unter Umsténden
ist es glinstig, die ganze Verarbeitung im Hintergrundpro-
gramm zu konzentrieren und die Unterbrechungen von
Sender, Empfanger und Taktgenerator nur zum Erhchen
von Zahlern zu benutzen. Ist das Anwendungsprogramm
beendet, gibt es die Kontrolle an das Betriebssystem zu-
rick. Auf Wunsch kann es auch jederzeit vom Fernschreiber
her beendet werden.

Gesamthaft legt man grossen Wert darauf, wenn immer
moglich alle schwierigen und zeitlich kritischen Aufgaben
im Betriebssystem zu konzentrieren. Durch Einbau von
wirksamen Subroutinen, die mit sinnfalligen Bezeichnungen
versehen wurden, ist versucht worden, die Anwendungspro-
gramme moglichst leicht lesbhar zu machen. Bis jetzt wurde
ausschliesslich in der Assemblersprache PAL-IIl program-
miert. Ideal ware es, an ihrer Stelle eine hohere Program-
miersprache einzusetzen, doch konnte dies auf dieser Stufe
noch nicht in Betracht gezogen werden. Die Verwendung
von Makros in den Anwendungsprogrammen kdnnte viel-
leicht eine leicht verwirklichbare Alternative darstellen.

2.2.5 Beispiel fiir ein Anwendungsprogramm

Mit der zur Verfligung stehenden Konfiguration konnten
zunachst nur Aufgaben des 1. Typs von Abschniit 2.2.1
angegangen werden. Ein PCM-Generator gestattete dabei
das periodische oder einmalige Aussenden von Meldungen
mit einer Lange von 8 Wortern zu je 5 dreiwertigen Positio-
nen, die im folgenden mit +, — und @ bezeichnet werden.

im vorliegenden Beispiel wurde versucht, mit den beste-
henden Geraten die im IFS-1-System verwendete Tele-
grammsignalisierung nachzubilden. Dabei wurden ggzoy
als Freikanalcode und +++++ als Telegramm-Startcode
definiert. Das Programm erkennt letzteren Code und druckt
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jedes «Telegramm» mit fortlaufender Numerierung auf einer
Zeile aus. Es besteht aus zwei Segmenten, dem Initialisie-
rungsteil und dem Empfangsprogramm.

Tabelle Il zeigt ein Protokoll, das den Empfang von Tele-
grammen bestéatigt, die durch Knopfdruck am PCM-Gene-
rator erzeugt wurden. Die Subroutinen des Betriebssystems
ermoglichen dabei in einfacher Weise den Ausdruck von
Texten und Daten in verschiedenen Formaten. So wird zum
Beispiel die Telegrammnummer im dezimalen Format, der
Inhalt dagegen im «A-Code»-Format ausgegeben.

3. Verwendung eines Kleinrechners zur Behandlung
nuimerischer Probleme

3.1 Anforderungen an die Programmiersprache

Obwohl verschiedene Kleinrechner die Méglichkeit zur
Programmierung in ALGOL oder FORTRAN bieten, wird
davon im allgemeinen wenig Gebrauch gemacht. Folgende
Griinde sind dafiir massgebend:

— Die Ausriistung mit Peripheriegeraten ist haufig unge-
niigend und verunméglicht eine rationelle Herstellung von
Programmen.

- Wegen beschrankter Speicherkapazitat kdnnen oft nicht
alle Méglichkeiten der betreffenden Programmiersprache
ausgentitzt werden.

Beispielsweise ist ein mit Fernschreiber und Schnelleser
ausgeriisteter Rechner sehr gut geeignet, um vorhandene
Programme auszufiihren. Soll jedoch ein neues Programm
erstellt werden, sind folgende Vorgange notwendig:

Tastatur - 5
Routine rungsteil
Empfangs- Empfangs -
Routine programm
Sender - Sender -
Routine programm
Taktgene -

= Zeit -
rator -
Routiene Rrogramm
Basis - Hintergrund -
Programm programm

Fig 3 Betriebssystem Anwendungsprograrmmm

Struktur der Anwendungsprogramme
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Tabelle /. Anwendungsprogramm zum PCM-Messsystem fiir den
Empfang von Befehlstelegrammen

START ANWENDUNGSPROGRAMM

EMPFANG VON TELEGRAMMEN
ook o K R R K Rk R Ok
A-CODE-FORMAT:

+ANA1 anann 0naan nEOn s “Brnun VWABNH eI BABEY
+aa02 aanan 26027 APRNQ Lrr) DOB0Y NawoY

+AAA3 Arann nBrAA AOAKN ABBBH [lleieis] @A

+ORR4 anaan AANGA BARAn AnOAn )
+OA@S -PROG A-00e 0B-0n aE=00 DO+
+0nA4 -PAGH na-00 (9= G0 I+
+AART -a6Rn (L] Aa0-40n GuGg+
+ANAR -0 aA=--9 A~ - O G
+ANA9 0+n-9 h=0+0 +O-0+ G-y
+AM1¢ a+0-0 A-0+0 +O=0+ a+0-4
+001 1 A+ O+ n- (-0 e ar
+NA2 A+ ++ fN=- * B+++4
+NA13 A0+ + A-f-- +01=1] [AE== a1}
+0014 +++0) A0 ] oty
+OC1S ) P Rl e+
+001 6 a0 D (i —ea(
+GBN17 -0 -4+ 0] - e E -4+
+R01R —sran a0 -+ -t
+OMLQ —t+0 —+440] —++40 Rt ol
+ARLH ERE ) —F4 40 EE ) - BRI
+omo] -0 —+++0) —+5+0 4440 —+ 440 —+440 —dEw ()
+PNoD —+++0 4440 —++40 — 4t ) ) sl

+p023 —+e+0 —HH40) kA ] D -4y S0
+002 4 440 —h 40 —aatq PR 4 | -t
+OPS5 —+4 40 () -+t 0 —+4+0) -4ty 40 — 0
+ANP & —rt 0 —+ -t —dt —tE ~+ 40 -+l

+a0P7 - el ] —-- - -t PRt

- Erstellen sines Lochstreifens in der hoheren Program-
miersprache (scurce), entweder durch direktes Stanzen
oder unter Benutzung eines Textverarbeitungsprogram-
mes, das die Korrektur von Schreibfehlern erlaubt.

- taden des Compilers (Ubersetzungsprogramm).

- Ubersetzen des Programms. Falls syntaktische Fehler
auftreten, ist eine Ruckkehr zum ersten Vorgang not-
wendig. Bei erfolgreicher Compilierung stanzt die Ma-
schine eine ilibersetzte Version.

~ Laden, allenfalls mitvorgéangigem Assemblieren des tiber-
setzten Programms (gewisse Compiler erstellen ein
Zwischenprodukt in Assemblersprache).

- Laden eines Bibliothekprogramms, das Systemsubrou-
tinen enthalt.

- Test des Programms. Falis logische Fehler auftreten,
muss das Source-Programm korrigiert und der ganze
Vorgang wiederholt werden.

Man sieht leicht ein, dass eine solche Arbeitsweise kaum
in Kauf genommen wird, wenn gleichzeitig Einschrankungen
beziglich des Umfanges der Programme bestehen. Der
Benutzer profitiert wenig davon, dass er den Rechner ganz
zu seiner Verfligung hat, weil dieser wahrend der meisten
Zeit durch Ein- und Ausgabevorgange blockiert ist. Die
Rechenzeit des Computers, die auf diese Weise verschenkt
wird, fallt weit weniger ins Gewicht als die Zeit, die der
Benutzer durch Warten und Manipulieren von Lochstreifen
verliert. Um den Rechner in dieser Richtung attraktiver zu
machen, muss das Verfahren vereinfacht werden, etwa wie
folgt:
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- Eingabe des Programms in den Rechner durch einen ein-
fachen Ladevorgang oder direkt Uber die Tastatur des
Fernschreibers.

~ Ubersetzung und Ausfiithrung ohne Ausgabe von Zwi-
schendaten.

~ Leichte Korrekturmdégiichkeit am bestehenden Programm.

Ein solcher Ablauf lasst sich bei den tblichen Program-
miersprachen nur durch Ausriisten des Rechners mit einem
Plattenspeicher und einem enisprechenden Betriebssystem
erzielen, da es nicht mdglich ist, das source-Programm,
den Compiler und das tUbersetzte Programm gleichzeitig im
Kernspeicher zu halten. Somit bleibt nur die Verwendung
einer Programmiersprache librig, bei der keine Compilierung
erfolgt. Bei dieser Arbeitsweise, die interpretativ genannt
wird, bleibt das originale Programm stets im Kernspeicher
und kann daher jederzeit abgeandert werden. Bei der Aus-
fihrung wird eine Anweisung nach der andern durch
einen sogenannten «Interpreter» analysiert und in den
Maschinencode libersetzt. Der grosse Nachteil dieser Ver-
arbeitungsweise besteht in der geringen Geschwindigkeit,
was sich vor allem in Programmen mit lterationen bemerk-
bar macht, da beispieisweise die Anweisungen in einer
Schieife jedes Mal wieder auf Einhaltung der syntaktischen
Regeln geprift und Ubersetzt werden. Ebenfalls hier wird
Rechenzeit verschwendet. Dies kommt aber dem Benutzer
in vielen Fallen gar nicht zum Bewusstsein, weil bei der
hohen internen Geschwindigkeit des Rechners der Gesamt-
ablauf bei einfacheren Berechnungen letzten Endes doch
durch die Ein- und Ausgabe von Parametern und Resultaten
beschrankt bleibt.

3.2 Die FOCAL-Sprache

Eine eingehende Beschreibung dieser Sprache (Formu-
lating On-line Calculations in Algebraic Language) ist in
[13], [14] gegeben. Es sollen hier nur die Punkte heraus-
gehoben werden, die die Verwendbarkeit auf einem Klein-
rechner gewahrleisten, wobei das Programm in Tabelle /1]
zur lllustration herangezogen wird:

- Die Sprache stitzt sich auf einige wenige Befehle, deren
Bedeutung zum Teil von FORTRAN entlehnt ist. Dabei
wurden vor allem Ein- und Ausgabe so praktisch als
moglich gestaltet und jeglicher Formalismus vermieden.
Als Beispiel soil der «TYPE»-Befehl (Abklrzung T)
genannt werden, der es ermdglicht, in einer Linie Berech-
nungen zu veranlassen und die Resultate in beliebigen
Formaten zusammen mit Text zu drucken (Linie =1.16).

- Befehle kdonnen entweder zeilenweise interpretiert oder
aber, mit einer Nummer versehen, zur spateren Ausfiih-
rung in einem Programm gespeichert werden. Die erste
Betriebsweise bietet dem Benutzer einen &usserst kom-
fortablen Tischrechner zur augenblicklichen Auswertung
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von Formeln aller Art. Beispielsweise bewirkt die folgende
Zeile die Tabellierung der Exponentialfunktion von 0...3
mit einem Schritt von 0.05:

FOR A = 0,0.05,3; TYPE % 4.02,A,%10.06, FEXP(A),!

Die Verfugbarkeit solcher Befehle bedeutet auch eine
grosse Hilfe beim Priifen von FOCAL-Programmen, da
zum Beispiel bestimmte Werte schnell nachgerechnet
werden kdnnen, was das Auffinden von Fehlern erleich-
tert.

- Programme kénnen auf der Tastatur oder mit Hilfe von
Lochstreifen eingegeben werden und sind stets im Kern-
speicher greifbar. Anderungen sind in &usserst ratio-
neller Weise mit Hilfe eines Befehls (MODIFY) mdglich,
womit einzelne Zeichen innerhalb einer Zeile veréndert
werden kénnen. Das Programm wird erst dann zur spa-
teren Verwendung gestanzt, wenn ein befriedigender
Zustand erreicht ist, so dass lastige Wartezeiten weit-
gehend dahinfallen.

3.3 Anwendung fir ibertragungstechnische Probleme

Im Rahmen einer grosseren Arbeit betreffend PCM-
Ubertragung tiber Teilnehmerkabel wurden unter anderem
die Betriebsdaten (Betriebsdampfung und -phase, Ein-
gangsimpedanz) von Tiefpassfiltern aus mehreren identi-

Tabelle Il1. Beispiel fiir ein FOCAL-Programm

-8 FNCAL R1949
Al.01 T '"RETRIEKSVERMALTEN EINENR TIEFPASSKETTE AUS GIRUNDGL T EDERN'!
0162 T "27.12.71 KoLt 1!
Al.10 A 11UAKSCHLUSS ANDUIO; A UKo FAKTOR"K
Me11 A "GREN7FREDUE 5 A "ANZAHL GLTEDEK"™™
71412 A "FREOUEN7 kNS DG A "ANZAHL PUNATE®N
Mel6 T %, 'ELEMENTE: L1'> K/(3.14159%GG),"  C2'51/(3414159%GG*K)
n1.2a T !IMFREOUENT K tibs zut
are21 T 7Lt
?21.37 F 1=1,N; D 1.9
.31 0
M1.90% S OM=DG*T/G6s 1 (OM=1) 1.91,1.93,1.95
A1.91 § 71=M3 S 7R=K/FSQTC1-0M12)5 S A=v; G 1.92
1,92 S B=0kMkFATN(OMZFSGTC1-0Mt2))3 U 203 G 19K
A1.93 T "GREN7FREOUEN7"!; R
71.95 S 71=-K/FSOT(OM12-1)3 § 7K=0; S B=M*3.141595 G 1.96
M1.96 S A=P*kM*xFLOG(OM+FSOT(IM®2-1))5 D 2.0 G 1.9%
P1eQR T % RyDGRIL" ", 7%4,AK" "5 HE,'" "501," "s02,!
A2.MA2 5 PR=RA-7R; § PI=-71; D 15.¢
AP.A3 S 01=Pb; S5 (2=PW
A2.0S S PR=RA+7R: S PI=71; D 15.0
#A2.A7 S RB=01/PB; S RW=02-Puw
MP+M9 S 01=RR12; S 0P=2*RW
02.17 S PB=01*FEXP(-2%A); S Pu=02-2xb
A2.12 D 15.45 S PR=1-PR; S PI=-PIl; D 15.05 D 2.063
AP.14 S Rt2; S Puz2*RY; 1) 1544
n2.16 S -PR; S PI=-PI; D 15.0
02.17 S PHB=01/PH; S PW=02-PW
A2.20 S AR=A+FLOG(PB); S BB=B+PW
M2.21 S PB=RB*FEXP(-A); S PW=RW-Hi D 15.4
22.22 S PR=PR+FEXP(A)*FCOS(B); S PI=PI+FEXP(AI*FSIN(B)
2423 D 1505 D 2.03; D 2.21 '
A2.24 S PR=FEXP(A)*FCOS(B)-PR; S PI=FEXP(A)*FSINC(K)=-PI
M2.25 D 15.05 S Q1=01/PH3 S 02=02-PW
M2.26 S PR=7R; S PI=713 D 15.0
7P2.27 S Q1=01*%PB; S 02=02+PW
1517 S PB=FSOT(PRt2+PI1t2); 1 (PR) 15.15,15.3,15.2
15415 T (PI) 15.17515+16515+16
15416 S PW= 3.14159+FATNCPI/PR); R
1517 S PW=-3.14159+FATNC(PI/PR); R
15.20 S PW=FATN(PI/PR); R
1530 1 (P1) 15.31,15.32515.33
1531 S PW=-1.57080; R
1532 5 PW= R
15433 S PW=1.57A%MN; R
15-4n S PR=PB*FCOS(PW); S PI=PB*FSIN(PW)
*
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Tiefpassfilter aus m Grundgliedern mit reeller Beschaltung

schen Grundgliedern benétigt (Fig. 4). Tabelle i1l zeigt das
Programm, das aus einem Hauptteil (Zeilennummern 01.01...
01.98) und drei Subroutinen (02.02...02.27, 15.10...15.33, 15.40)
besteht. Zunachst wird ein Titel ausgedruckt, anschliessend
erfolgt die Abfrage von Parametern an der Tastatur (A-
Befehl). Nach der Eingabe entsprechender Werte werden
zunachst die Schaltelemente berechnet. In einer Schleifen-
anweisung folgen dann die gewiinschten Berechnungen.
Zunachst werden die Wellenparameter nach bekannten
Formeln bestimmt. Die Subroutine mit den Zeilennummern
02.XX berechnet die Betriebsparameter nach den kom-
plexen Formeln:

1—r2.¢g20
Ie=As+iBs=I+1In 1' :
-
el'+ re’l
2= 2w el —re”
I'=A+jB Wellentbertragungsmass
Ro - Z
T M Reflexionsfaktor
Ro + Zw

Dabei besorgen die Subroutinen in 15.XX die Umwand-
lung komplexer Zahlen von der kartesischen zur Polarform
und umgekehrt. Nach der Riickkehr werden in Zeile 01.98
die Resultate ausgedruckt. Tabelle IV zeigt ein Berechnungs-
beispiel.

3.4 Praktische Grenzen

Aus dem im vorhergehenden Abschnitt gezeigten Bei-
spiel ist ersichtlich, dass die FOCAL-Sprache, trotz ihrer
bestechend einfachen Befehle, anspruchsvolle Berech-
nungen gestattet. Bei einem PDP-8-System mit einem
Speicher von 8 k (8192 Worte) werden dabei 4 k fir das
FOCAL-Interpretationsprogramm und den Arbeitsspeicher
verwendet, der Platz fiur Variablen und Riickkehradressen
beim Aufruf von Subroutinen bietet. Praktisch ist die Spei-
cherung von etwa 160 Variablen in Gleitkommadarstellung
mit der in Tabelle 1V gezeigten Genauigkeit méglich. Die
zweiten 4 k gestatten die Ladung von Programmen mit
einem Umfang von rund 7600 alphanumerischen Zeichen.

Das grosste von uns bisher erstellte Programm, das
praktisch die ganze Speicherkapazitat beansprucht, weist
197 Zeilen auf. Die Erfahrungen, die bei dessen Entwicklung
gemacht wurden, kénnen wie folgt beschrieben werden:
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- Die Maglichkeit zum schrittweisen Aufbau und Test
wurde voll ausgenutzt und erwies sich als &usserst
nitzlich. Beispielsweise kann ein Testprogramm fir eine
bestimmte Routine oft ohne Vorbereitung direkt einge-
tastet, ausgefiihrt und wieder geloscht werden. Weil keine
Compilierung geschieht, ist der damit verbundene Auf-
wand ausserst gering.

- Die schematische Numerierung der Zeilen wurde gele-
gentlich als stérend empfunden, insbesondere wenn
nachtraglich Erganzungen nétig werden. Zwar lassen sich
verschiedene Zeilen durch einen GOTO-Befehl zusam-
menhéngen (siehe Zeile 01.92), doch wirkt dies nicht sehr
elegant.

- Die starre Speicherorganisation, die sich aus der Rechner-
struktur erklaren lasst, erméglicht verhaltnisméassig lange
Programme mit einer bescheidenen Zahl von Variablen.
Damit ist die Anwendung auf eine bestimmte Klasse von
Problemen beschrankt.

- Die Durchfiihrung von verschachtelten Schleifenanwei-
sungen, die umfangreiche Berechnungen enthalten, ist
nicht sinnvoll, da sehr bald Wartezeiten von einigen Se-
kunden bis zu Minuten auftreten kénnen, welche die ein-
gangs erwéahnten Vorteile des direkten Rechenbetriebs
illusorisch machen. Bei der Auslegung von Algorithmen
ist daher diesem Punkt besondere Beachtung zu
schenken.

Tabelle IV. Resultate des FOCAL-Programms

G

BETRIEBSVERHALTEN EINER TIEFPASSKETTE AUS GRUNDGLIEDERN
PT712+71 Rel.o

ARSCHLUSSWIDERSTAND : 300
K-FAKTDOR: 250

GREN7 FREOUEN?Z : 1004000
AN7AHL GLIEDER:2
FREQUEN7 RASTER : 10067
AN7 AHL PUNKTE: 25

ELEMENTE: L1= A.765168E-03 C2= 0.122427E-07

FREOLUFN7 At Bi ) A%

= 1AAAA = PePR4KILE-OP = Pe39ATAGEFNY = (1. 2K8S134E+N3 =-0. 12375TE+OY
= PAAAN = (M.654504E-02 = (. THATALE+NG = N.255693E+03 ==+ 16271 5E+40
= 3AARA = A.K16434E-02 = A.117392E+U1 = N.2371N9E+N3 =-0.99679LE-V]
= 40000 = A.S522ASTE-A2 = M«157912E+11 = 24450 6E+(13 = U 1714230-v2
= SANAR = N 106421 E-02 = 200563E+A1 = 0.275915E+03 < 389223E-11
= 6MNAN = 0.T7962R3IE-0M4 = N.245973E+01 « BV 4K BE+ 03 S 196109E=01
= TAAAA = A.2SANE9E=-M3 = <295213E+@1 = N.3N253TE+03 +439382E-011
= EANAR = M.467349F-02 = M.352P42E+01 = 1.322126E+03 e ) THBBIE+ON
E 9ANNA = M.953426E-01 = B.423602E+01 = H.630719E+03 «433119k+00
= 1AAAAD = (.45P349F+AN = (1. 499739E+01 = N.155551kE+14 « B2021 TE+GD
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4. Schlussfolgerungen

Es war das Ziel dieser Arbeit, anhand von ausgewahlten,
verwirklichten Beispielen auf diet Anwendung von Klein-
rechnern aufmerksam zu machen. Als Steuerelemente ge-
statten sie die Losung einer Vielzahl von Problemen
unter Benutzung der gleichen Geréte, so dass sich der
Aufbau von schlecht ausgeniitzten Spezialausriistungen
umgehen lasst. Als Rechenmaschine ist der Kleinrechner
gegeniliber den grossen Vorbildern beschrankt, kann aber
doch Probleme von beachtlichem Umfang meistern. In
jedem Fall ist er ein Hilfsmittel des Ingenieurs, dem auch in
Zukunft ein breites Anwendungsfeld offensteht.

Adresse des Autors: R. P. Lorétan, Dep. of Electr. Eng. Science,
Univ. of Essex, Wivenhoe Park, Colchester, Essex, Great
Britain.
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