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R. Wohlers, Berne

Méthode de détermination de la probabilité d’exactitude d'un résultat obtenu par sondages

et étude comparative avec la méthode de Clopper et Pearson

Le probléme & résoudre est celui de ’évaluation de
la probabilité p d'un événement sachant qu’il s’est
produit k fois lors d’une série de ¢ essais, le nombre
théorique p étant défini par

.k
p = lim
t

{—> o

Il est bien connu que plus le nombre d’essais ¢ est
I
grand, plus le rapport , tendra a se rapprocher de p,

conformément a la formule de Bernoulls
t!
Whip) = ",
e ®) k! (t-k)!
qui nous donne la probabilité W;_ (p) que 'événement
se produise k fois lors d’une série de ¢ essais.

PE- (Lep)F (1)

Diverses méthodes nous permettent d’évaluer le
domaine dans lequel se situe p, en fonction de k et ¢,
ces méthodes étant approchées et d’autant plus in-
exactes que ¢ est petit. Dans la pratique, on ne dispose
pas toujours d'un nombre d’essais ¢ suffisamment
élevé pour que ces méthodes puissent étre utilisées et
il importe pourtant de pouvoir déterminer avec pré-
cision le domaine dans lequel se situe p. Ainsi, par
exemple, lorsqu’il s’agit d’évaluer la probabilité p
qu'une nouvelle méthode opératoire soit suivie d’une
issue mortelle, on ne peut sans autre augmenter le
nombre d’essais t.

La méthode exacte de Clopper et Pearson (voir par
exemple: Mathematische Statistik de B.L. van der
Waerden, 1957, page 34) nous parait entachée d’une
erreur comme nous le verrons plus loin.

Nous allons énoncer et démontrer une regle I simple
permettant de déterminer la probabilité d’exactitude
P(p) que la probabilité p d'un événement qui s’est
produit k fois dans une série de ¢ essais, soit renfermée
dans le domaine D(t k) lorsquun tel domaine
D(t, k), k=0,1,2,...t aétéattribué a priori & chacun
des k possibles.

La probabilité d’exactitude P(p), fonction de la
probabilité de I’événement, a un sens expérimental
clair. En effet, supposons que N statisticiens effectuent
chacun une série de t essais avec un méme événement
de probabilité inconnue p; ils obtiendront en général
I'une des valeurs £ = 0,1,2...0u f et admettront en
conséquence que la probabilité p est renfermée dans le
domaine correspondant D(t,0), D(t,1), D(t,2)...ou
D(tt). De ces N statisticiens, un certain nombre J
obtiendront des domaines D(t,k) qui renferment la
probabilité p de 'événement expérimenté, tandis que
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les N—J autres obtiendront des domaines D(t,k) ne
renfermant pas la valeur de p. Par définition, nous
posons:

J

P(p) = lim —

(») o
N> ~

P(p) est donc une fonction de la probabilité in-
connue pet comme la valeur de pn’est pas connue, celle
de P ne l'est pas non plus. Toutefois, la valeur mini-
mum P(Pmin) nous permettra de déterminer la ou les
valeurs pmin de p pour lesquelles la fonetion P(p)
prend la valeur minimum, ce qui constituera une
indication intéressante.

Jusqu'a maintenant, nous avons considéré des
domaines D(t,k) donnés a priori de fagon absolument
arbitraire; nous établirons une régle 11 permettant de
déterminer ’ensemble de domaines D(t.k) assurant,
dans l'ordre, les conditions suivantes: Une valeur
minimum P (pni,) donnée & priori, une somme des

longueurs des domaines D(t,k) qui soit minimum et
* t

1
une valeur de f > D(tk) W;; (p)dp qui soit maxi-
0 k=0
mum, les fonctions sous le signe > étant définies
plus loin.

Régle 1

Lorsqu’on effectue des séries de ¢ essais avec un
événement dont la probabilité est p, 1’événement
pouvant se produire t = 0,1,2...¢ fois au cours
d’une série d’essais, et que l'on fait correspondre &
chacun des k& possibles un domaine D(tk) quel-
conque situé entre 0 et 1, la probabilité P(p) qu’un
domaine D(t.k), obtenu & la suite d’une série de ¢
essais dans laquelle I’'événement s’est produit k fois,
renferme la valeur p de 'événement, est donnée par:

= t
P(p) =7 D(LE)W,(p) (2)
k=0
expression dans laquelle D(t.k )WL'( p) représente
une fonction qui est égale & W,: {p) dans le domaine
D(t,k) et qui est nulle en dehors de ce domaine.
Cette regle I est évidente: La probabilité d’obtenir
k fois 'événement dans une série de ¢ essais est égale
a W; (p) et la probabilité d’obtenir 1’événement
k, ou k, ou k, ou ... fois est évidemment égale a
W;_p(p) £ W;q(p) + W (p) + ... Si maintenant,
pour chacune des valeurs de p, 0 <p <1, nouslimitons
la somme précédente aux seules valeurs k; pour les-
quelles le domaine correspondant D(¢,k;) renferme

p, nous obtiendrons la probabilité d’exactitude P(p)
qu’un statisticien a d’obtenir un domaine D(t.k)

199



renfermant la probabilité p de I’événement, & la suite
d’une série de t essais dans laquelle 'événement s’est
produit k fois.

Régle 11

L’ensemble des domaines D(t,k), k = 0,1,2...t,
assurant dans 'ordre les conditions suivantes:

a) une valeur de P(pmin) donnée;

b) une somme des longueurs des domaines D(t,k)
qui soit minimum;

1t
¢) une valeur de | > D(t.k) W (p)dp qui soit
maximum 9 k=0

est obtenu en ordonnant, pour chacune des valeurs
de p,0 <p <1, les fonctions WZ, (p) par ordre de leurs
valeurs décroissantes, et en n’en retenant, dans cet
ordre, que le nombre minimum nécessaire pour que la
somme de leurs valeurs en ce point p ne soit pas in-
férieure & P(pmin), ce point p devant alors étre
renfermé dans les domaines D(t,k) des fonctions
W,i,(p) qui ont été retenues et ne devant pas étre
renfermé dans les domaines D(t,k) des fonetions

W,f_ (p) qui n'ont pas été retenues.

Il est clair qu’en prenant, en chaque point p, le
minimum de fonctions nécessaire pour que la somme
des valeurs de ces fonctions au point p ne soit pas
inférieure & la valeur prédéterminée P(pmin) et en
choisissant ces fonections WZ,( p) par ordre de leurs
valeurs décroissantes au point p, on satisfait auto-
matiquement aux trois conditions a), b) et c¢) ci-
dessus, car la condition a) ayant été satisfaite en
prenant d’abord les fonctions ayant les valeurs les
plus élevées, on en retiendra le plus petit nombre qui
soit possible et, par conséquent, la somme des
longueurs des domaines sera la plus petite possible,
ce qui satisfera & la condition b); de plus, comme on
a pris les fonctions W; (p) ayant les valeurs les plus
élevées, la valeur de la fonetion P(p) sera maximum
en chacun des points p, ce qui satisfera ala condition ¢).

On peut procéder graphiquement en tracant les
différentes fonctions W;7 (p) comme représenté a la

figure 1. En tracant une parallele & I’axe des ordon-
nées, passant par ’abcisse p, on obtiendra les valeurs
des fonctions W;_ (p) & leur point d’intersection avec
cette parallele, ces valeurs étant ordonnées par valeurs
décroissantes de 1 a4 0 sur cette parallele. En tracant
une paralléle & I’axe des abcisses qui coupe 'axe des
ordonnées au point choisi P(pmin), il suffira d’ajou-
ter sur la paralléle & ’axe des ordonnées, successive-
ment et par ordre des valeurs décroissantes, les
ordonnées de ces différents points d’intersection jus-
qu’a ce qu’on atteigne la paralléle a I'axe des abcisses.
Les seules fonctions D(t,k) W;,(p) qui ne sont pas
nulles en ce point p sont celles qu’il a été nécessaire
d’utiliser pour atteindre la parallele a l'axe des
abeisses.
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Exemple

Nous allons considérer le cas simple: ¢t = 2; k =
0,1,2.
La figure 1 représente les trois fonctions Wi( ),

Wi(p) et Wi (p).

Les figures 2a a 8a représentent différentes fonctions
P(p) possibles assurant des valeurs de P(pmin)
égales a 0,8; 0,75; 0,5 et 0,44.

La figure 9 représente la fonction P(p) correspon-
dant 4 un ensemble de domaines déterminé par la
méthode de Clopper et Pearson, lorsque la probabilité
d’exactitude garantie par cette méthode, et que nous
désignerons aussi par P(pmin) dans ce qui suit, est
supérieure & 0,5. Comme on le verra plus loin, cette
fonction P(p) conduit, en appliquant la régle I, a
une valeur de P(pmin) égale & 0,41, donc inférieure
a celle de 0,5 garantie par la méthode de Clopper et
Pearson.

Les domaines D(2,0), D(2,1) et D(2,2) ayant con-
duit aux fonctions P(p) illustrées sur les figures 2a
a 8a sont représentés par les trois segments supérieurs
des figures correspondantes 2b a 8b, le domaine
D(2,0) correspondant au plusbasde ces trois segments,
le domaine D(2,1) au segment intermédiaire et le
domaine D(2,2) au segment supérieur.

Les trois segments inférieurs représentent dans le
méme ordre les domaines D(2,0), D(2,1) et D(2,2),
tels qu’ils sont déterminés par la méthode de Clopper
et Pearson, lorsqu’on veut obtenir la méme valeur de
P(pmin) que pour les trois segments supérieurs.

En tragant sur la figure 1 des droites horizontales
d’ordonnées 0,8 et 0,2, on obtient les points d’inter-
section a, d, respectivement a’, b, ¢ et d’, qui détermi-
nent les limites des différents domaines possibles.

En appliquant intégralement la régle 11, on obtient
la fonetion P(p) représentée a la figure 2a; mais on
pourrait aussi obtenir la méme P(pmin) = 0,8 en ne
tenant pas compte de la condition ¢) de la regle 11I.
Une fonction P(p) ainsi obtenue est représentée a la
figure 3a. La longueur totale des domaines (voir
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Fig. 2a P (pmin) = 0,8

Fig. 3a P(Pmin) =0,8

Fig. 4a P (pmin) = 0,75

Fig. b5a P(pmin) = 0,75

Flg 6a P (Pmin) = 0,5

Fig. 7a P (Pmin) = 0’5

Fig. 2b

Fig. 3b

Fig. 4b

Fig. 5b

Fig. 6b

Fig. 7b

Fig. 8a P (pmin) = 0,44 Fig. 8b
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figures 2b et 3b) est la méme dans les deux cas, mais
fol P(p)dp est évidemment plus grande dans le

premier cas que dans le second et il est clair que le
choix des domaines correspondant aux figures 2a et
2b est plus judicieux que celui correspondant aux
figures 3a et 3b, car si la probabilité p était renfermée
entre les points a et a’ ou d’ et d, la probabilité
d’exactitude P(p) serait plus élevée dans le premier
cas que dans le second.

Les figures 4a et 5a respectivement 4b et 5b
représentent de méme deux choix possibles, lorsque
P(pmin) a été fixée & 0,75.

Les figures 6a et 7a représentent deux choix pos-
sibles des domaines, dans le cas ol P(pmin) & été
fixée & 0,5.

Le cas de la figure 6a et de la figure 6b mérite une
attention particuliére; il montre que le domaine
D(2,1) peut étre choisi de fagon tout & fait arbitraire
et étre de longueur nulle, par exemple.

Cela peut paraitre paradoxal; en réalité, ce résultat
correspond bien a notre définition de la probabilité
d’exactitude P(p). Supposons que la probabilité p
de I'événement se situe au voisinage des points a,
0,5 ou b, les plus défavorables (voir figure 6a). Si I'on
admet que les statisticiens obtenant & = 1 se trom-
pent tous dans l’évaluation du domaine D(2,1),
puisqu’ils peuvent choisir un domaine quelconque,
par exemple constitué par un point unique, il y aura
509, de statisticiens dans l'erreur et 509, qui attri-
bueront un domaine renfermant effectivement la
valeur de p.

Il est clair qu’'un tel choix des domaines D(2,k)
n’a aucun sens, puisque les statisticiens ayant obtenu
k = 1 seraient autorisés a faire un choix certainement
erroné.

Cela explique la nécessité de la condition ¢) de la
régle I1 puisque dans le cas de la figure 6a, P(pmin)
= 0,5 et la somme des longueurs des domaines est
minimum, les conditions a) et b) étant donc satis-
faites. La figure 7a représente le cas ou la condition
c) a été satisfaite en plus des conditions a) et b).

On peut voir aux figures 7a et 7b, d’'une part,
et aux figures 8a et 8b, d’autre part, qu’il suffit de
passer d’une valeur de P(pmin) égale a 0,5 a4 une
valeur égale & 0,44, pour que la somme des longueurs
des domaines D(tk) diminue d’environ 0,4. Pour
cette valeur de 0,44 il n’y a qu'un choix possible des
domaines qui satisfait aux conditions a) et b).

La régle de Clopper et Pearson

Cette régle peut s’énoncer ainsi:

A. Si dans une série de ¢ essais, un événement
s’étant produit k fois, on considére la valeur de la
probabilité p de cet événement comme étant comprise

entre 0 et p’f, avec plf définie par I’équation

5T W) = 8 3)
i=0
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la probabilité que 1’'on commette une erreur, c’est-a-
dire la probabilité que pf <p <1, est inférieure & £.

B. Si, a la suite de ce résultat, on considére que p
est située entre p,’_f et 1, avec p_f; définie par ’équation

_i’ wi(py) =B (4)

la probabilité que 'on commette une erreur est aussi
inférieure & [ et si l'on considére p comme étant
comprise entre pf et pg, la probabilité de commettre
une erreur est inférieure a 28.

Nous verrons que, si la partie A de la régle de
Clopper et Pearson correspond aux résultats prévus
par la régle I, il n’en est pas de méme de la partie B
faisant intervenir les deux limites p’f et p]; En effet,
dire que l'on commet une erreur inférieure & f,
lorsqu’on suppose p comprise entre 0 et pf, signifie
que la probabilité d’exactitude est supérieure a4 1—f.
Or, il est bien évident qu’en appliquant la régle I au
cas de domaines D(t,k) compris entre 0 et des valeurs
pf définies par les équations

S,l.(pi.) = }_A U'; (pf) = f (5)

i=0

P(p) =S D(ti)Wi(p)

la fonection

prendra en chacun des ¢ points pf (k = 0,1,2..., t-1)
la valeur 1-p et restera supérieure a cette valeur
entre les points plf puisque d’une part les ¢ fonctions
Si(p) vont en décroissant de 1 & 0 lorsque p varie de

t
0 a1 et que d’autre part W; (p) = 1. En con-
=0
séquence, la valeur P(pmin) prise par la fonction P(p)
sera bien égale & 1-4.

Nous allons maintenant, en nous reportant a
Iexemple décrit plus haut pour ¢ = 2, déterminer les
limites des différents domaines D(2,k) par la méthode
de Clopper et Pearson de facon que la probabilité
d’exactitude garantie par cette méthode et que nous
désignerons aussi par P(pmin), soit égale successive-
ment & 0,8; 0,75; 0,5; 0,44 comme nous l’'avons fait
avec la régle I1. Il nous suffira pour cela de résoudre
les équations suivantes en faisant P{pmin) égale
successivement & 0,8; 0,75; 0,5 et 0,44.

w ? (p(]’ = 1-P(Pmin)

)
Wo(pr) + Wi (pr) = Yo (1P (puin)]
W3 (2) + W5 (ph) = % [1-P (psn)]
W; (P;) = 1= P (pmin)
Cela nous détermine les trois domaines D(2,0) =
0-p), D(2,1) = p,—p,, et D(2.2) = p, - L.

(6)

Ces trois domaines, pour chacun des P(pmin) =
0,8, 0,75, 0,5 et 0,44, sont représentés aux figures 2b
a &b, par les trois segments inférieurs.
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Nous voyons que ces domaines ne correspondent
nullement & ceux que nous avons déterminés par la

régle I1.

Les auteurs mentionnés ne donnent pas de définition
de la probabilité B; toutefois, comme la partie A de la
regle de Clopper et Pearson conduit au méme résultat
que la régle I, nous pourrions admettre que § a la
méme signification que P(pmin), & cette différence
prés que p représente la plus grande probabilité
d’erreur et P (pmin) la plus petite probabilité
d’exactitude,

P(puin) = 1- .

Or il est évident, d’aprés la démonstration que
nous avons faite de la régle I, que lorsqu’un ensemble
de domaines D(t, k) a été choisi, lequel conduit a
une certaine valeur de P(pmin), on ne peut sans
autre lui superposer un second ensemble, méme si ce
dernier considéré seul conduit & la méme valeur de
P(pmin); c’est pourtant ce qui a été fait dans la
partie B de la régle de Clopper et Pearson. Dans cette
partie B, ces auteurs ne considérent que les deux
limites p’f et pg se rapportant & un seul k, et sous-
traient de 1 la probabilité maximum g qu’a p d’étre
comprise dans le domaine p];~1 et la probabilité
maximum f qu’a p d’étre comprise dans le domaine
0~pi,‘ pour obtenir la probabilité minimum 1-2f
qu'a p d’étre comprise entre p’; et p’f. Or, cela est
manifestement erroné, car lorsqu’on détermine une
probabilité, il faut tenir compte de tous les résultats
possibles et dans le cas ci-dessus des autres valeurs
possibles de k, lesquelles conduisent & d’autres limites
Py et pi.

Nous allons discuter maintenant un exemple numé-
rique précis ou la méthode de Clopper et Pearson
conduit & des résultats inexacts. Supposons une série
de deux essais, ¢ = 2, dans laquelle ’'événement peut
se produire 0, 1 ou 2 fois. Nous allons, pour chacune
de ces trois possibilités, déterminer les domaines aux-
quels nous conduit la méthode de Clopper et Pearson,
lorsque la probabilité d’exactitude doit étre égale a
0,5. En faisant P(pmin) = 0,6 dans les équations 6),

nous obtenons les résultats suivants: p, = 0,293;

P — 0,865; p, — 0,135 et p. — 0,707.

Si maintenant nous déterminons la fonction P(p)
correspondant aux domaines ainsi calculés, conformé-
ment & la régle I, nous obtenons la courbe représentée
a la figure 9 ol nous voyons que P(pmin) est égale
4 0,41 et non & 0,5 comme déterminé par la méthode
de Clopper et Pearson. Nous voyons également sur
cette figure 9 que la fonction P(p) prend les valeurs
minimums P (Pmin) pour pmin = 0,29 et pmin = 0,71.
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Imaginons des statisticiens qui doivent déterminer
expérimentalement une probabilité p dont la valeur
est voisine de 1'une de ces deux valeurs de pmin, par
exemple 14, en faisant une série de deux essais et de
fagon & obtenir une probabilité d’exactitude P(pmin)
= 0,5.

10 = =
69
08
07 3 d
05
05 ot
7 N

04 g ¢

0(2,0):0-b 0(21):a-d 0(22):¢c-1t

Fiz. 9

Un tel événement peut par exemple étre obtenu
par un dé a six faces dont deux seulement sont
marquées; la probabilité de sortir une face marquée
sera évidemment égale & 2 x1/6 = 1/3. En faisant

p = 1/3 dans la formule de Bernoulli, nous voyons
que, de tous ces statisticiens:
21

° 0 /2Y2
3 B (1/3)0(1-1/3)% = 4/9
obtiendront &k = 0, situeront p entre 0 et 0,293 et
seront done dans I'erreur;
2!
1! 1!
obtiendront & = 1, situeront p entre 0,135 et 0,865
et seront dans la vérité;
2!
210!
obtiendront & = 2, situeront p entre 0,707 et 1 et
seront done dans ’erreur.

Nous voyons donc que 44,49, des statisticiens
obtiendront, dans ce cas évidemment défavorable,
un résultat exact et non 50% comme le garantit la
régle de Clopper et Pearson.

En adoptant, au contraire, ’ensemble des domaines
défini par la regle II (voir figures 7a et 7b), les
statisticiens obtenant ¥ = 0 et £ = 1 choisiront un
domaine renfermant p = 14 et par conséquent 88,89,
de ceux-ci obtiendront un résultat exact au lieu de
44,49, seulement.

Ces valeurs de 44,49, et 88,89, peuvent étre lues
directement aux figures 9 respectivement 7a et
correspondent & la valeur prise par la courbe portée
en ordonnée lorsque l’abcisse est égale & 0,33.

(1/3) (1-1/3) = 4/9

(1/3)2(1-1/3)° = 1/9

Adresse de U'auteur: René Wohlers, ingénieur, Landhausweg 34,
Berne.
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