Zeitschrift: Bauen + Wohnen = Construction + habitation = Building + home :
internationale Zeitschrift

Herausgeber: Bauen + Wohnen
Band: 26 (1972)
Heft: 3: Schulbau - Gesamtschulen = Construction et ensembles scolaire =

School construction - combined schools

Artikel: Standortbestimmung mittels Computers
Autor: Kruse, Dirk T. / Greenberg, Donald P.
DOl: https://doi.org/10.5169/seals-334345

Nutzungsbedingungen

Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich fur deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veroffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanalen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation

L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En regle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
gu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use

The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 07.01.2026

ETH-Bibliothek Zurich, E-Periodica, https://www.e-periodica.ch


https://doi.org/10.5169/seals-334345
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en

Dirk T. Kruse
Dr. Donald P. Greenberg

Standortbestimmung
mittels Computers

Eine Methode zur Analyse der
Standortbestimmung neuer Einrich-
tungen soll im Folgenden erlautert
werden. Diese heuristische Methode
zur Minimierung kumulativer Ent-
fernungen soll an dem Beispiel der
Standortbestimmung zweier Schu-
len in einem vorgegebenen urbanen
Kontext demonstriert werden. Als
Grundlage fir dieses Problem die-
nen Algorithmen, die eine Berech-
nung rechtwinkliger oder gerad-
liniger Entfernungen erméglichen.
Die Berechnung der Reisezeiten er-
folgt entsprechend den vorgegebe-
nen moglichen Verkehrsverbindun-
gen.

Die Ergebnisse dieser programmier-
ten Techniken werden in graphischer
Form vom Computer ausgedruckt
und als Entscheidungshilfe im Pla-
nungsprozell verstanden.

In diesem Zusammenhang wurden
die Implikationen verschiedener Pa-
rameter auf die endgiiltige Standort-
wahl beobachtet. Als Variable gal-
ten bei dem ausgewahlten Beispiel
die Methoden der Entfernungsmes-
sung, die den vorgegebenen Aus-
gangspunkten (zum Beispiel Wohn-
gebiete) beigeordneten Wertigkeiten
sowie die Auswabhl alternativer Pro-
gramme.

Weiter muB8 betont werden, daB
diese Studie einzig und allein die
Minimierung der Entfernungen (Ko-
sten) anstrebt.Bebauungsbeschran-
kungen bestimmter Gebiete oder
Besitzverhéltnisse von Grundstiik-
ken sowie soziologische und 6kono-
mische Aspekte realer Situationen
wurden bewuBt ausgelassen. Die
Methode ist also beschrankt auf
einen einzigen quantitativ erfaBBba-
ren Aspekt und soll als Entschei-
dungshilfe fur die Losung eines
komplexen Problems verstanden
werden.

Das aufgezeigte Planungsproblem
der Standortanalyse mittels Compu-
ters wird allgemein als «location-
allocation»- (Standorts-und-Zuord-
nungs-) Problem klassifiziert.

Als Beispiele hierfiir seien erwahnt:
1. die Standortbestimmung von
Krankenhausern und die Zuordnung
von Einzugsbereichen;

2. die Auswahl von Standorten be-
stimmter Schultypen in Stadten;

3. die Anzahl und Stellung von Kréa-
nen auf Baustellen.

Das gemeinsame Charakteristikum
aller drei Beispiele ist die Zielvor-
stellung, die Summe aller Trans-
portkosten zu minimieren. Im Falle
der Bestimmung nur eines einzigen
Standortes wird die Aufgabe zu
einem «location»-Problem redu-
ziert, das relativ einfach auf Grund
vorgegebener Kriterien entschieden
werden kann. Wenn jedoch gleich-
zeitig mehrere neue Einrichtungen
erstellt werden sollen, so sind nicht
nur deren Standorte, sondern auch
die Zuordnung der durch diese Ein-
richtungen betroffenen Gebiete oder
Gebietsteile zu errechnen.

Diese Zuordnung, «allocation», je-
doch hat riickwirkend EinfluB auf die
Auswahl der Standorte. Standort-
bestimmung und Zuordnung sind
voneinander abhangig und untrenn-
bar verbunden.

Auf dem Gebiet des Operations

Research wurde dieses «location-
allocation»-Problem zur Erreichung
optimaler Ergebnisse weit vorange-
trieben [4, 5, 6]. Mit steigender An-
zahl gleichzeitig zu bestimmender
Standorte und der entsprechenden
Zuordnung wird die notwendige Be-
rechnung aller potentiellen Ergeb-
nisse jedoch so groB, daB reine
Optimierungsmethoden mit heute
vorhandenen Computern unékono-
misch werden. Da jedoch das auf-
gezeigte Problem durch das Fehlen
eines absoluten Optimums gekenn-
zeichnet ist, wurden hier heuristi-
sche Methoden angewendet, die
Ergebnisse im Bereich nahe des
Optimums ergeben [1].

Nomenklatur

Das gestellte Problem ist also, den
optimalen Standort fiir eine Anzahl
neuer Einrichtungen (zum Beispiel
Schulen) zu bestimmen, so daB die
kumulativen Entfernungen oder Rei-
sezeiten von allen bestehenden Aus-
gangspunkten (zum Beispiel Wohn-
gebieten) ein Minimum darstellen.
Die Terminologie des zur Ldsung
des Problems entwickelten Modells
soll im Folgenden erlautert werden.
Uber einen Flachennutzungsplan
wird ein Rastersystem gelegt; die
dominierende Flachennutzung wird
dann in den Mittelpunktkoordinaten
einer jeder Rasterzelle festgehalten,
so daB die Wohngebiete beispiels-

weise durch die Standortkoordina-
ten x;, y;, i =1, m definiert sind.
Als weitere Eingabe fir den Com-
puter wird den Ausgangspunkten
(Wohngebieten) eine Wertigkeit,
w;, zugeordnet, die eine Prioritats-
bestimmung darstellen kann.

Die Entfernung oder Reisezeit zwi-
schen zwei Punkten kann auf ver-
schiedene Art und Weise bestimmt
werden; hier zunachst definiert als
d;;, Distanz von Punkt i zu Punkt j.
Da theoretisch jeder Ausgangs-
punkt jeder neuen Einrichtung zu-
geordnet werden kann, wird ein Zu-
ordnungsvektor, «;, eingefiihrt, der
iiber die Verteilung entscheidet
(Bild 1).

Die Zusammenfassung der drei
EntscheidungsgréBen ergibt die zu
maximierende Funktion zur Bestim-
mung der minimalen kumulativen
Entfernung zwischen allen neuen
Einrichtungen und allen vorhande-
nen Ausgangspunkten:
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Die Unbekannten fiir das Problem
sind also die Koordinaten der neuen
Einrichtungen, u;, v;, j= 1, n, sowie
der Zuordnungsvektor «; , der jeden
Ausgangspunkt der nachstgelege-
nen neuen Einrichtung zuordnet.

+ Standort 1
_ (a,vy) L1 ©
X W
Ausgangspunkt i +\( i i)
PR (u2,v2) Standort 2 o ,= 1
[
1
N
LT PN S Syl B S : :
_ + t >-f; —(quvJ)
) IAY
Weg 1 Weg|2] WVeg 3
e } e
i -k
= | + —_ Entfernung
I{(:ic__:L_,)rJ )4_.._{— dij [R(xi,yi) to S(uJ.,'V‘J.)]
[
2
bl .
| Rechtwinklige Verkehrsfiihrung.
i— S(u ,vj) Geradlinige Verkehrsfithrung.
- — 4
" Verkehrsfiihrung von Mittelpunkt zu Mit-
_ / __ telpunkt.
7/
- — —_
R(x;,v;) | #
| | | | |
3
o
_ P ol TR
d
Weg 1| & 47| Weg 2
—_ % va 17 —_
R(x,,v;) | ¥+
174 -
[ I
4

11



Die Entfernungen oder Verkehrsab-
laufe kénnen entweder geradlinig
oder rechtwinklig gemessen werden,
je nachdem, welche dieser MeBme-
thoden der realen Eingabesituation
am nachsten kommt (Bilder 2, 3).
Als weitere Alternative ergibt sich
eine MeBmethode, die jeweils durch
die Mittelpunktkoordinaten der Zel-
len lauft (Bild 4).

Diese Summierung geradliniger Ent-
fernungen von Mittelpunkt zu Mittel-
punkt benachbarter Zellen ergibt
somit den kiirzestmdglichen Weg
zwischen zwei Punkten, da bei dieser
Art der Entfernungsmessung die
Méglichkeit besteht, jede Zelle auf
ihre Zuganglichkeit zu Uberpriifen
(Bild 5).

In einem unabhéangigen Programm-
teil werden die Entfernungen in
Zeiteinheiten transformiert, die ent-
sprechend einer realen Situation
(zum Beispiel 100 m/min Gehge-
schwindigkeit, 50 km/h fir 6ffent-
liche Verkehrsmittel) ermittelt wer-
den (Bild 6).

Lésungsmethoden

Fir das beschriebene Problem wur-
den zwei Losungsmethoden ange-
wendet. Die erste basiert auf einem
Algorithmus, vorgeschlagen von
L. Cooper, und behandelt als Ent-
fernungsmessung  ausschlieBlich
geradlinige Distanzen.

Die zu minimierende Gleichung
lautet:
n m
Y 3
min. g = \ » o Wi
A
j=1 i=1
: [(Xi_uj)2 + (i =)' (2)

Der logische Ablauf dieses Pro-
grammteiles ist wie folgt:

1. fur jede neu zu placierende Ein-
richtung wird ein Zuordnungsvektor,
o, willkiirlich festgelegt;

2. auf Grund dieses Vektors wird der
«optimale» Standort der neuen Ein-
richtung errechnet;

3. die Entfernungen von den gegebe-
nen Ausgangspunkten zu allen
Standorten werden ermittelt; ein
neuer Zuordnungsvektor wird auf-
gestellt, so daB3 jeder gegebene Aus-
gangspunkt der néachstgelegenen
neuen Einrichtung zugeordnet ist;
4. Schritt 2 wird mit dem neuen o;
gerechnet;

5.Beendigung der iterativen Durch-
gange, sobald sich kein neuer Zu-
ordnungsvektor ergibt.

Diese heuristische Methode ergibt
Ergebnisse im Bereich nahe dem
«absoluten Optimumy»; die gerech-
neten Beispiele zeigten trotz un-
terschiedlichen Ausgangsvektoren
kongruente Ergebnisse.

«Vertex Substitution»

Dieser Algorithmus kann theore-
tisch mit jeder Anzahl neuer Ein-
richtungen und gegebener Aus-
gangspunkte rechnen, der Auswer-
tungsprozeB aller Moglichkeiten si-
multaner Standortauswahl wird je-
doch mit wachsender Anzahl zu
bestimmender Standorte auch fur
groBe EDV-Anlagen langwierig.

Im Gegensatz zu der anderen Me-
thode ist dieser Algorithmus jedoch
nicht beschréankt in der Entfernungs-
messung und kann sowohl recht-
winklige als auch geradlinige Ver-
kehrsablaufe rechnen.

Die programmierte Sequenz lauft
wie folgt:

1. willkiirliche Standortauswahl fiir
alle neuen Einrichtungen;
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2. Entfernungsermittlung von jedem
vorgegebenen Ausgangspunkt zu
jeder neuen Einrichtung;

3. Aufstellung eines Zuordnungs-
vektors, oy, auf Grund minimaler
Entfernungen aus 2;

4. Summierung der individuellen
Distanzen zwischen Standort und
zugeordnetem Ausgangspunkt; die
Summe fiur die spezielle Standort-
kombination aller neuen Einrichtun-
gen stellt das augenblickliche «Mi-
nimum» dar;

5. wahrend eine neue Einrichtung in
jeden potentiellen Standort wechselt,
bleiben die anderen placierten Ein-
richtungen unverandert. Fir jede
neue Kombination in dieser Sequenz
wird ein Zuordnungsvektor ermittelt
und die Summe der Entfernungen
errechnet. Der Vergleich mit dem
vorhandenen « Minimum» ergibt ent-
weder ein neues «Minimum», oder
aber die Standortkombination wird
ausgeschieden;

6. die Kombination, die zuletzt in
einem Durchgang ein neues «Mini-
mum» ergibt, initiiert einen neuen
Durchgang;

7. die bisher nicht bewegten Ein-
richtungen werden, eine nach der
anderen, auf allen potentiellen
Standorten fixiert.

Dieser iterative ProzeB kann nur eine
weitere Minimierung ergeben und
wird intern gestoppt, sobald ein
voller Durchgang der Standortaus-
wechslung kein neues Minimum er-
bracht hat.

Die beiden aufgefiihrten Methoden
unterscheiden sich in zwei Punkten:
1. Coopers Algorithmus konvergiert
zu indiskreten Koordinaten, wahrend
die «Vertex-Substitution»-Methode
sich auf die Mittelpunktkoordinaten
der Rasterzellen beschréankt.

2. Bei Coopers Methode ist als Ein-
gabe ein willkiirlich aufgestellter
Zuordnungsvektor erforderlich, der
in der anderen Methode intern auf
Grund des Minimierungskriteriums
ermittelt wird.

Beide Faktoren haben Implikationen
hinsichtlich der Anwendbarkeit in
regionalen oder urbanen Situatio-
nen.

Beispiel

Um die Anwendbarkeit der Losungs-
methoden zu zeigen, haben wir ein
Beispiel n&aher ausgefiihrt. Eine
hypothetische Nachbarschaftsein-
heit (Bild 7) mit unterschiedlicher
Wohndichte, einem o6ffentlichen

Transportsystem mit drei Haltestel-
len sowie einige natiirliche Gegeben-
heiten, die die Verkehrsfiihrung er-
schweren, sind gegeben.

Zur computergerechten Aufberei-
tung wird ein Rastersystem proji-
ziert, dessen Zellcharakteristika zur
Eingabe codiert werden. Die Wohn-
gebiete beispielsweise sind darge-
stellt als RH = hohe Wohndichte,
RM = mittlere Wohndichte und RL
= niedrige Wohndichte (Bilder 8
und 9). Bei der Standort- und Zu-
ordnungsbestimmung (Schulstand-
ort und Wohngebietszuordnung)
wurden sodann folgende Aspekte
variiert und die Ergebnisse vergli-
chen:

1. Losungsmethode;

2. Zuordnung verschiedener Wertig-
keiten zu den gegebenen Ausgangs-
punkten;

3. Entfernungsmessung.

Ein absolutes Optimum wurde aus
den erwahnten Griinden bewuBt
nicht ermittelt, die Kongruenz der
Ergebnisse im Nahbereich des Op-
timums unterstreicht jedoch die
Giltigkeit der Anwendung dieser
Methoden. Bild 10 zeigt die voéllig
irrationale Eingabe des Zuordnungs-
vektors fiir L. Coopers Algorithmus;
alle schattierten Wohngebiete soll-
ten der einen, alle «1-Gebiete der
anderen Schule zugeordnet werden.
In Bild 11 ist der abschlieBende Aus-
druck mit punktierten Schulstand-
orten und Zuordnung erkenntlich.
Eine &hnliche Lésung ergibt sich fiir
«Vertex Substitution», das in diesem
Falle (Bild 12) fir rechtwinklige
Entfernungsmessung zwischen
Wohngebiet und Schulstandort ge-
rechnet wurde.

Das Diagramm in Bild 13 zeigt die
verschiedenen Ergebnisse fur die
beiden Losungsmethoden und ihre
moglichen Variablen. Drei Satze von
Wertigkeiten wurden den drei Wohn-
gebieten gegeben, 1:1:1, 3:2:1,
10:5:1; weiterhin wurden die Ergeb-
nisse fir die unterschiedliche Ent-
fernungsmessung ermittelt. Es zeigt
sich deutlich, daB alle Ergebnisse
im nahen Umkreis beieinander lie-
gen.

Zur Ermittiung der Reisezeiten in der
gegebenen Nachbarschaftseinheit
wurde ein Standort als Ursprungsort
gewahlt. Bild 14, einem Computer-
ausdruck, sind die Zeitkonturen in
Zwei-Minuten-Intervallen unter Be-
riicksichtigung des  gegebenen
Transportsystems errechnet. Dieser

5

Mittelpunkt zu Mittelpunkt; kiirzester Weg
um Hindernis.

6

Reisezeitenermittlung.

8

Computermap.

10

Willkiirlicher «-Vektor als Eingabe.

1

Ergebnis der Eingabe von Abbildung 10
(geradlinige Verkehrsfiihrung).

12

Ergebnis der Losungsmethode «Vertex
Substitution».

Rechtwinklige Entfernungsmessung.

13

Standortergebnisse.
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abschlieBende Programmteil ist als
«measure of performance» fiir den
jeweiligen Standort gedacht.

Zusammenfassung

Eine «location-allocation»-Lésungs-
methode ist an einem simplen Bei-
spiel demonstriert worden. Trotz
einigen Restriktionen, die sich aus
den fur die EDV entwickelten Me-
thoden ergeben, soll die anfangs
aufgestellte Behauptung unterstri-
chen werden, daB eine Minimierung
der Transportkosten mittels EDV-
Methoden als wertvolle Entschei-
dungshilfe in den Planungsproze
einbezogen werden kann.
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Gebaudeautomation
durch haustechnische
Leitsysteme

Ein Gebaudeautomationssystem hat
die Aufgabe, durch Zusammenfas-
sung aller Uberwachungs- und
Steuerungsfunktionen den Betrieb
dertechnischen Anlagen zu optimie-
ren sowie Personal- und Energie-
kosten zu sparen. Fiir das zentrale
und automatische Uberwachen und
Steuern haustechnischer Anlagenin
groBen Gebaudekomplexen, Univer-
sitaten, Kliniken, Verwaltungsbau-
ten, Fabrikanlagen, Wohnblécken
oder gar Satellitenstadtteilen wurden
computerunterstiitzte Leitsysteme
entwickelt. Diese Entwicklung wird
durch den wachsenden Anteil der
maschinen- und elektrotechnischen
Einrichtungen am Gesamtbauvor-
haben, verbunden mit einem chroni-
schen Mangel an qualifiziertem Be-
dienungspersonal einerseits sowie
durch die laufende Verbesserung
und  Verbilligung elektronischer
Bauteile andererseits, beschleunigt.
Der Bedarf an Energie fiir die zahl-
reichen Anlagen hat in letzter Zeit
eine GréBenordnung angenommen,
die der groBer Industrieanlagen
kaum nachsteht. Dieser Bedarf mu3
optimiert werden. Der Aufwand der
Betreuung und Wartung der meist
sehrausgedehnten technischen An-
lagen wiirde einen viel zu groBen
Aufwand an Bedienungspersonal
erfordern. Von einer gewissen Gro-
Be dieser Komplexe an erscheint
also der Einsatz eines {ibergeordne-
ten Leitsystems unter Einbeziehen
von MeBwertverarbeitungsanlagen
und ProzeBrechnern notwendig und
sinnvoll.

Welcher Rechnertyp und welche
RechnergréBe hierbei  eingesetzt
werden sollen, hangt weitgehend
von der GroBe und der Anzahl der
zu iberwachenden haustechnischen
Anlage ab, jedoch missen alle fiir
den Einsatz vorgesehenen Rechner
ganz bestimmte Bedingungen er-
fullen, wie etwa die simultane Ver-
arbeitung mehrerer Programme, ge-
gebenenfalls unter Bericksichti-
gung einer Vorrangliste; auBerdem
miussen die Speicherkapazitat und
die Peripherie mit den tblichen An-
schluBméglichkeiten  ausbauféhig
sein.

Solche Systeme sind sehr komplex.
Sie mussen also systematisch in die
jeweiligen Bauvorhaben eingeplant
und integriert werden. Die Kenntnis
der Méglichkeiten und des Umfangs
sowie des Zusammenwirkens der
einzelnen Anlagenteile und ihrer
Gliederung ist die Voraussetzung
daftir und sollte allen im Bauwesen
Tatigen und bei der Projektierung
groBerer Bauvorhaben Beteiligten
gelaufig sein.

Aufgaben und Struktur

des Leitsystems

Haustechnische Leitsysteme zur
Gebaudeautomation gleichen sich
heute im auBeren Aufbau weitge-
hend. Das Herz der Anlage bildet
die Abfrageeinrichtungin der Daten-
zentrale, die mit den gleichen elek-
tronischen Bausteinen entweder als
festverdrahtete Logik oder als frei
programmierbarer  ProzeBrechner
konstruiert ist. Im Rechner sind nur
wenige Grundschaltungen fest ver-
drahtet. Die meisten Schaltungen
werden als Programme in den elek-

tronischen Kernspeichereingelesen.
Als «lebende Kartei» beziehungs-
weise «Gedéchtnis» wird dem
Rechner ein externer Speicher zu-
geordnet. Durch die Speicher einer-
seits und die hohe Arbeitsgeschwin-
digkeit andererseits kann der Rech-
ner eine Vielzahl von verschiedenen
Aufgaben unabhangig von der ein-
zelnen Information simultan verar-
beiten.

Auch ohne Rechner wird durch ein
haustechnisches Leitsystem die
Transparenz der Betriebsablaufe
erheblich gesteigert. Durch die
selbsttatige  Protokollierung von
Stérungen und anderen Anderungen
wird das Bedienungspersonal so
von Routinearbeiten entlastet, daB
es sich voll der Verbesserung der
Betriebsfiihrung widmen kann. Ge-
baudeautomation ist also in jedem
Falle angebracht.

Vorteile beim Einsatz

von ProzeBrechnern

Was bringt aber der Rechner an
zusatzlichen Vorteilen? Der Betrieb
von Maschinen und elektrotechni-
schen Einrichtungen in Gebéaude-
komplexen kann mit einem ProzeB-
rechner wesentlich verbessert wer-
den. Bei der Beurteilung der Renta-
bilitat sind mehrere Fakten zu be-
riicksichtigen.

Jede Gebaudeautomation muf3 ein
gutes Dutzend unterschiedlicher
Aufgaben Ubernehmen, zum Bei-
spiel Abfrage und Steuerungen,
Stér- und Betriebsmeldungen mit
unterschiedlichen Prioritaten, Sam-
melabruf fiir Gesamt-, Betriebs-
und Stérzustédnde, programmiertes
Schalten usw. Je nach Bedeutung
miissen einzelne Bauten Vorrang
vor anderen erhalten.

Optimale Schaltprogramme missen
nach mehreren Parametern gefahren
werden, Klimaanlagen zum Beispiel
nach Zeit, Raumwéarme und Aulen-
witterung.

Etwa 209 der Funktionsadressen
fallen als analoge MeBwerte an, da-
von missen etwa 80% auf zwei
Grenzen und 10% auf eine Grenze
untersucht werden.

Fir optimale Wartung, Betriebsab-
rechnungen usw. sind die Betriebs-
stunden-, die Energieverbrauchs-
erfassung usw. von groBer Bedeu-
tung.

In Krisensituationen, wie zum Bei-
spiel Netzzusammenbriichen, sind
Entscheidungshilfen fiir den Bedie-
nungsmann wesentlich, dies um so
mehr, als der Mann ja nur Spezial-
kenntnisse in ein oder zwei Fach-
sparten besitzt, jedoch ein gutes
Dutzend betreuen soll. Der Rechner
bildet aus einer Vielzahl von Teil-
informationen  verstandliche Ge-
samtinformationen.
Bedarfshochrechnungen fir elektri-
sche und andere Energien unter Be-
riicksichtigung unterschiedlichster
Parameter mit selbsttatigen tber-
wachten Zu- und Abschaltungen er-
zwingen Absenkung der Spitzen und
damit Betriebskosteneinsparungen.
Héherwertige Automatisierungs-
stufen, wie Aufzugsleerfahrten nach
Stromausfall und «betriebsfremde»
Aufgaben, wie Uberwachung von
Werkzeug, Maschinen, Verkehrs-
signalsteuerung usw., lassen sich
haufig mit Rechnern leichter und
billiger realisieren als mit auf auf-
wendige Anlagen bezogene Einrich-
tungen.

Der ProzeBrechner kann mit paralle-
len Systemen oder (ibergeordneten
EDV-Anlagen gekoppelt werden und

demnach auch Zukunftsaufgaben
tbernehmen, wie sie heute vielleicht
noch gar nicht abzusehen sind.
Das Programm eines ProzeBrech-
ners kann ohne Betriebsunterbre-
chung des Leitsystems geandert
werden. Dies ist bei Neubauten be-
sonders wichtig, da der Planer
Betriebsweisen und optimale Be-
triebszustande in den seltensten
Fallen exakt vorausbestimmen kann.
Diese Hinweise lassen erkennen,
daB der Betrieb von Maschinen und
elektrotechnischen Anlagen in Ge-
baudekomplexen mit einem ProzeB-
rechner wesentlich verbessert wer-
den kann.

Mit einem Leitsystem werden alle
fiir die Nutzung der Gebaude wichti-
gen Einrichtungen, angefangen von
den Heizungs-, Luftungs-, Klima-
und Sanitaranlagen, den Beleuch-
tungs-, Feuerschutz-, Ruf- und Mel-
deanlagen, den Aufzugs- und For-
deranlagen, bis zum Leitungsnetz fir
Gas, Wasser und Abwasser sowie
der Stromversorgung einschlieBlich
der elektrischen  Schaltanlagen
automatisch tberwacht und in der
héchsten Ausbaustufe auch auto-
matisch geregelt, wobei wirtschaft-
liche Optimierungsgesichtspunkte
beachtet werden.

Im Laufe der Zeit sind verschiedene
Verfahren mit zentraler und dezen-
traler Uberwachung entwickelt wor-
den. Sinnvoll ist eine Kombination
beider Verfahren.

Datenwahl

Durch Verwendung einer komplexen
Verdrahtung mit einem leitungsspa-
renden Matrixsystem, einem spe-
ziellen Kennzeichnen des haustech-
nischen Leitsystems 300 LS von Sie-
mens, kann jede MeBstelle oder
jeder Uberwachungspunkt tiber eine
Anwahlschaltung vom Rechner nach
Programm abgefragt werden - der
unmittelbare AnschluB samtlicher
MeB- und Uberwachungsstellen an
die zentrale Stelle tiber durchge-
schaltete Leitungen wiirde bei gro-
Ben Gebaudekomplexen schon aus
Kostengriinden nicht realisiert wer-
den konnen.

Datentibertragung

Die Informationen werden zur Leit-
warte Uber ein mehradriges Ring-
kabel libertragen, an das tber den
Gebaudekomplex hinweg alle An-
wahlschranke in den verschiedenen
Gebauden angeschlossen sind. Bei
etwa 40 Adern kénnen iliber das
Ringkabel 10000 Matrixbausteine
adressiert werden.

Optimierung

Neben den Standardaufgaben aus
dem Bereich der Uberwachung kén-
nen dem Rechner weitere Aufgaben
aus den Bereichen Steuern und Re-
geln Gbertragen werden. So kénnen
zum Beispiel Kéltemaschinen durch
den Rechner so geschaltet werden,
daB ihr Betrieb moglichst nahe am
Bestpunkt liegt. Vom Rechner wer-
den die dazu nodtigen Daten abge-
fragt, die notwendigen Rechnungen
durchgefiihrt und die Schaltbefehle
ausgegeben. Das gleiche Verfahren
kann natiirlich auch bei Kesselan-
lagen angewendet werden. Auch
diese Optimierung ist ein Beitrag
zur Senkung der laufenden Betriebs-
kosten. Haustechnische Anlagen
werden im Laufe des Tages unter-
schiedlich genutzt. Das rechtzeitige
An- und Abschalten einzelner An-
lagen oder Laststufen tragt wesent-
lich zu einem wirtschaftlichen Be-

1 3



	Standortbestimmung mittels Computers

