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BULLETIN TECHNIQUE DE LA SUISSE ROMANDE

96° année 4 avril 1970 N° 7

Reconnaissance automatique et synthése de la parole

par ANDRE-PIERRE BENGUEREL, ingénieur EPFL, Ph. D., professeur & I'Université de Colombie britannique

L’emploi de la parole pour la communication entre
humains remonte a la préhistoire. Cependant, son étude
en tant que phénomeéne physiologique, physique et percep-
tif n’a véritablement pris son essor que dans les années
quarante. C’est aussi durant ces trente derniéres années
que des chercheurs, ingénieurs et linguistes, ont commencé
a essayer de fabriquer des automates qui puissent « com-
prendre » la parole humaine, et « parler » et « étre compris »
par I’homme.

Il existe actuellement de nombreuses fagons de com-
muniquer avec une machine, mais toutes emploient une
langue artificielle quelconque (p. ex. : un langage de pro-
grammation, dans le cas des ordinateurs). Il n’existe pas
encore de machine, telle que HAL dans le film « 2001 »,
avec laquelle ’homme puisse communiquer dans sa langue,
que ce soit oralement ou graphiquement (par I’emploi d’une
écriture manuelle non stylisée). Cependant, les recherches
dans ce domaine se sont considérablement intensifiées ces
derniéres années et le but de cet article! est de faire le
point dans les deux domaines suivants :

1) la reconnaissance automatique de la parole ;

2) la synthese de la parole.

Avant de pousser plus avant notre examen du probléme
de la reconnaissance et de la synthése de la parole, il est
indispensable de présenter tout d’abord quelques notions
fondamentales de phonétique articulatoire et acoustique.

La chaine parlée

La chaine parlée peut étre comparée, comme le montre
la figure 1, a un schéma classique de télécommunication.
Le rectangle n° 1 de la chaine correspond en premiére
approximation aux domaines de la sémantique, de la
syntaxe et de la neurophysiologie. En d’autres termes, c’est
I’étude de la genese du message, de sa structure, de sa

1 Le choix de ce bulletin pour une telle présentation pourra
étonner certains lecteurs, mais il y a deux raisons principales a
cela :

a) Une trés petite partie seulement de la littérature pertinente
parait dans des revues d’ingénieurs. La majorité des publications
se fait dans The Journal of the Acoustical Society of America,
Language and Speech, Phonetica, The Journal of Speech and
Hearing Research, etc.

b) La plus grande partie de cette recherche se fait aux Etats-
Unis, en Suéde, au Japon et en Grande-Bretagne. Il est donc
improbable que beaucoup d’ingénieurs aient 'occasion de se
familiariser avec cette recherche.

relation avec les autres messages possibles, de son encodage
en impulsions nerveuses et de leur transmission aux organes
vocaux.

Le rectangle n° 2 correspond au domaine de la phonétique
physiologique et articulatoire. C’est I’étude de la transfor-
mation impulsions nerveuses — contractions musculaires, de
la production de la voix et des phénomeénes qui ’accom-
pagnent.

Le rectangle n° 3 correspond au domaine de la phoné-
tique acoustique, c’est-a-dire & I’analyse de I’onde acous-
tique produite par I’appareil vocal.

Lerectangle n° 4 correspond au domaine de la phonétique
perceptive. C’est I’étude de la réception de ’onde acoustique
par loreille et de son décodage en impulsions nerveuses
qui seront transmises au cortex cérébral.

Le rectangle n° 5 ressemble fortement au rectangle n° 1,
a la différence prés qu’ici, il ne s’agit pas de la formation
et de ’encodage du message linguistique mais de son
« déchiffrage ».

Phonétique

Dans la description des sons du langage, la phonétique
articulatoire emploie plusieurs paramétres. L'un de ceux-
ci est le mode d’articulation, c’est-a-dire la fagon dont
I’écoulement d’air est modifié par les organes vocaux, pour
produire une certaine catégorie de sons.

La figure 2 montre une coupe schématique des organes
vocaux.

Lorsque de l'air est expulsé des poumons, il s’échappe
par la trachée, le pharynx, la bouche et éventuellement
par le nez. Selon les obstacles qu’il rencontre, cet écoule-
ment d’air est modulé de différentes fagons. Si le passage
pharyngo-oral ne comporte aucune constriction suffisante
pour provoquer un changement de I’écoulement laminaire
a I’écoulement turbulent, et si de plus la tension des cordes
vocales est telle qu’elles sont en vibration, le son produit
est une voyelle. Si le passage pharyngo-nasal est ouvert, la
voyelle est dite nasale, s’il est fermé, la voyelle est dite
orale.

Lorsque la constriction du passage pharyngo-oral devient
plus importante, le son produit est une consonne. Si la
constriction est telle que la turbulence commence a peine,
la consonne est une liguide, une semi-consonne ou un trille.
Si la constriction crée nettement une turbulence, la con-

SOURCE EMETTEUR CANAL RECEPTEUR DESTINATION
1 -2 3 L4 5
ORGANES MILIEU ORGANES
CHRERIE VOCAUX DE A (ATR) AUDITIFS IE B CERVEALILE B
Fig. 1. — Analogie entre la chaine parlée et un schéma de télécommunication.
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Fig. 2. — Coupe schématique des organes vocaux.

sonne est dite fricative. Si la constriction est telle qu’il
y a occlusion orale compléte, la consonne est dite occlusive
(si le passage pharyngo-nasal est fermé), ou nasale (si le
passage pharyngo-nasal est ouvert). Pour toutes les con-
sonnes, il est possible d’avoir en plus la vibration des cordes
vocales. Dans ce cas, la consonne est dite voisée ou sonore ;
dans le cas contraire, elle est dite sourde.

Un autre parameétre nécessaire pour la description des
sons, du point de vue articulatoire, est la position de la
constriction, aussi appelée lieu d’articulation. Pour les
voyelles, la grandeur de la constriction (si elle est assez
faible pour ne pas produire de turbulence) ne détermine
pas le son produit de fagon univoque. La constriction doit
étre spécifiée par sa position horizontale (avant-centrale-
arriére) et par sa position verticale (haute-milieu-basse).
Le lieu d’articulation de diverses voyelles est schématisé
dans la figure 3 1.

Le lieu d’articulation des trois voyelles [i], [a], [u] est
illustré par trois coupes sagittales de I’appareil vocal
(fig. 4).

Le mode et le lieu d’articulation suffisent dans bien des
cas a spécifier les voyelles d’une langue, mais dans le cas
du francais par exemple, deux paramétres supplémentaires
sont nécessaires. IIs correspondent a la catégorie des voyelles
arrondies (par opposition aux voyelles écartées ou non
arrondies) : [y] (« pur »), [0] (« peu »), [ce] (« peur ») et a la
catégorie des voyelles nasales (cf. plus haut) : [g] (« vin »),
[a] (« vent »), [0] («on») et [&] («un»). Les voyelles [0]
et [u], par exemple, sont également arrondies, mais il y a
trés peu de langues ou il existe une voyelle arriére corres-
pondante (en lieu et mode d’articulation) non arrondie.

Par contre, pour les voyelles avant, de nombreuses
langues (le frangais, I'allemand, le suédois par exemple)
ont un ensemble de voyelles non arrondies [i], [e], [€]
et un ensemble correspondant de voyelles arrondies, res-
pectivement [y], [o], [ce].

Le lieu d’articulation est également un parameétre impor-

1 Par convention, les symboles phonétiques sont utilisés entre
crochets [ ], afin de bien les différencier des symboles orthogra-
phiques ou lettres. En effet, la correspondance son — symbole
phonétique est biunivoque, alors que la correspondance lettre-
symbole phonétique (en frangais en tout cas) ne I’est pas. Par
exemple, les mots « haut», «au», «aux», «eau», «oh»,
«os » seront tous transcrits par [0]. Un mot clé est donné, en
forme orthographique, pour chaque son qui peut étre utilisé en
frangais.
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AVANT CENTRAL ARRIERE MOT-CLE
(i) . (u] L) ngin
HAUT [+] [e] “egah
[:] (] [e] pash
) [e] (o] [a)] "a"
MILIEU 7 [5] o] "las"
[2] 5] "sol"
[o] Mau"
BAS [=] [a) (o [u] "ou"
[a] "1&”
Fig. 3. — Représentation schématique du lieu d’articulation de

quelques voyelles.

tant pour la description des consonnes. Cependant, pour
les consonnes, la position verticale de la constriction est
déja implicite dans la spécification du mode d’articulation
(e.g. occlusive, fricative, trille). Par conséquent, le lieu
d’articulation des consonnes est spécifié par sa position
avant-arriére seulement, mais avec un plus grand nombre
de possibilités que dans le cas des voyelles. Par exemple 1 :

bilabiale : [m] («ma»), [p] («pas»), [b] («bu»),
[w] (« week-end »), [yl (« Auit »)
labiodentale : [f] (« fut»), [v] («va »)

linguadentale : [0] (anglais « thick »), [0] (anglais « the »)

alvéolaire : [n] (« nu»), [t] («ru»), [d] («du»), [s]
(«su»), [z] («zut»), [1] («la»), [r] (ita-
lien « Roma »)

palatale : [J1 (« chou »), [3] («jeu»), [j] («iode »)

vélaire : [k] (« qui»), [g] (« gare »)

uvulaire : [R] (« trois »)

Phonémique

L’appareil vocal humain peut produire une infinité de
sons, par le simple fait que certains parameétres articula-
toires varient de fagon continue plutdt que discréte (ex. :
le lieu d’articulation). La plupart de ces différences ne
dépassent pas le seuil de perception. De surcroit, plusieurs
différences beaucoup plus importantes et nettement per-
ceptibles ne sont pas exploitées systématiquement par les
locuteurs d’une certaine langue. Par exemple, le contraste
voyelle orale — voyelle nasale n’est utilisé que par un petit
nombre de langues (dont le frangais, le portugais et le
polonais).

La question se pose donc : quels sont les contrastes qui,
pour une langue donnée, sont significatifs ? En d’autres
termes, si I'on veut représenter de fagon économique le
langage parlé, est-il toujours nécesaire d’utiliser les sym-
boles phonétiques ou existe-t-il une représentation plus
économique, mais qui néanmoins apportera 'information
nécessaire a I'auditeur ou au lecteur ? La réponse est affir-
mative : cette représentation peut se faire au moyen de
phonémes 2.

Un phonéme est un ensemble (au sens mathématique)
de sons qui ne contrastent pas linguistiquement entre eux,

1 Cette liste, trés incomplete, omet de nombreux sons utilisés
dans des langues autres que le frangais et qu’il serait vain de
vouloir énumeérer ici sans illustration sonore.

? Les linguistes ne se sont pas encore mis complétement d’ac-
cord sur la définition du phonéme, et en particulier sur son
statut dans la hiérarchie des niveaux linguistiques. La position
présentée par Postal et par Chomsky et Halle est de loin la plus
solide ; toutefois, pour ne pas allonger inutilement cet article
mais sans risquer d’étre moins général, c’est la notion tradition-
nelle qui est présentée ici.
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[i] [a] [u]

Fig. 4. — Coupes sagittales de I'appareil vocal pour les voyelles

[i], [a] et [u].

mais qui contrastent avec n’importe quel autre son qui
n’appartient pas a4 cet ensemble. Pour un locuteur arabe,
par exemple, le son [c] (occlusive palatale sourde ; telle
qu’au début de « qui » en frangais) et le son [k] (occlusive
vélaire sourde, telle qu’au début de « cou» en frangais)
contrastent dans tous les cas. Par conséquent on parlera
du phonéme arabe /c/ et du phonéme arabe /k/ 1.

En frangais, par contre, bien que les sons initiaux de
«qui» et de « cou» soient phonétiquement différents, le
locuteur n’y préte guére attention, et pour lui ces deux sons
([c] et [k]) appartiennent au méme phonéme. En notation
mathématique :

en arabe: /c/ =
k| =

en francgais : [k/ =

[c1}
[k]
], k]1}2

P N

En linguistique, on dit que le phonéme frangais /k/ a
deux allophones, [c] et [k], alors que les phonémes arabes
/c/ et [k/ n’ont qu’un allophone chacun, [c] et [k] respec-
tivement.

Un allophone est un sous-ensemble de sons linguisti-
quement non différenciés. La différence entre deux allo-
phones (p. ex.: [c] et [k] en frangais) est simplement plus
grande (phonétiquement) que celle entre deux sons appar-
tenant au méme allophone (p. ex.: un [c] palatal et un
[c] prépalatal), mais ni I'une ni ’autre ne constitue un
contraste phonémique (dans la langue en question).

Il devrait étre évident que la notion de phoneéme n’a de
sens que dans une langue, ou méme dans un dialecte par-
ticulier. La notation /k/, dans I’exemple ci-dessus, est
ambigué si I’on ne spécifie pas de quelle langue il s’agit.

Dans I’évolution d’une langue, il y a apparition et dis-
parition de phonémes. Actuellement, en frangais, il y a
une tendance vers la fusion de /Z/ et de /&/ en un
seul phoneéme. Pour une grande partie des locuteurs du
centre et du nord de la France, les mots «brin» et
« brun » par exemple ne sont plus différenciés dans la
prononciation. Dans le sud et I’est de la France et en
Suisse romande, par contre, le contraste est encore valable
pour la majorité des locuteurs. Le concept de phonéme
/] ou de phonéme /&/ ne s’applique donc pas a tous les
dialectes du frangais de fagon identique. Remarquons aussi
que (malheureusement) les ensembles de sons constituant
les phonémes ont rarement une intersection nulle. En
d’autres termes, il arrive souvent qu’un son appartienne
a deux ou trois phonémes. Comme nous le verrons plus
loin, c’est la une des sources majeures de difficultés dans
le probléme de la reconnaissance automatique de la parole.

1 Par convention, les symboles phonémiques sont utilisés entre
barres obliques, par exemple /p/, /k/, etc., afin de les différen-
cier des symboles phonétiques.

2 Puisqu’il y a forcément moins de symboles phonémiques que
de symboles phonétiques, le choix du symbole /k/ pour repré-
senter le phoneme [c], [k] est évidemment arbitraire. N'importe
quel autre symbole (/c/ par exemple) conviendrait tout aussi
bien.

Phonétique acoustique

Au lieu de décrire la fagon dont les sons du langage sont
produits, il est également possible d’analyser ’onde acous-
tique produite par I’appareil vocal. Si I'on examine sim-
plement I’onde produite au moyen d’un oscillographe, par
exemple, il est trés difficile d’en tirer des caractéristiques
intéressantes.

Cependant, puisqu’il s’agit maintenant d’un probléme
d’acoustique, il est possible d’utiliser les instruments et
les techniques de la physique. L’une de ces techniques est
I’analyse spectrale.

L’examen de 'onde parlée dans le domaine de la fré-
quence a deux avantages: premiérement, I’analyse de
I’appareil vocal du point de vue acoustique montre que le
concept de fréquence propre permet une description con-
cise des sons du langage ; deuxiémement, les études phy-
siologiques de ’audition ont prouvé qu’au stade initial tout
au moins, l'oreille opére une analyse fréquentielle grossiére
dans le traitement de I'onde acoustique. Si I’analyse fré-
quencielle se montre utile dans I’étude de la production et
de la perception de la parole, il semble naturel de ’'employer
également au niveau acoustique, ce que 1’expérience con-
firme.

Il existe trois types fondamentaux d’ondes parlées : les
ondes quasi périodiques, les ondes aléatoires, et les impul-
sions.

Les ondes quasi périodiques ont un spectre constitué
d’harmoniques dont la fondamentale correspond & la fré-
quence de vibration des cordes vocales. L’enveloppe de ce
spectre présente des maxima que I’on appelle formants. Le
premier formant correspond au maximum situé a la fré-
quence la plus basse, et ainsi de suite. Chaque formant
correspond a une résonance de I'appareil vocal. Ainsi
lorsque le son produit passe d’un [a] & un [u] sur le méme
ton, les formants changent de fréquence, alors que la
séparation entre harmoniques reste identique (cf. fig. 5).

Au contraire, lorsque le son produit varie d'un [a]
chanté sur un la;;; & un [a] chanté sur un la,,,, les formants
ne changent pas de fréquence mais la distance entre harmo-
niques double (cf. fig. 6).

Les ondes du type aléatoire sont caractérisées par un
spectre continu trés semblable a un spectre de bruit. Les
différences entre sons correspondent a des distributions
différentes de I'énergie dans le spectre.

(al [(ul

mim

Fig. 5. — Spectre des voyelles [a] et [u] prononcées a une
fréquence fondamentale de 110 Hz.

[a] 120
Fig. 6. — Spectre de la voyelle [a] produite a une fréquence
fondamentale de: @) 110 Hz; b) 220 Hz.

A

ne
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Le son [s], par exemple, présente une énergie distribuée
sur une bande de fréquence beaucoup plus large que le
son [[]. Dans le cas des consonnes fricatives, les antiréso-
nances (correspondant aux zéros de I'impédance acoustique
de transfert de I’appareil vocal) sont souvent plus instruc-
tives quant au son produit que les résonances (qui corres-
pondent aux podles de I'impédance de transfert).

Les ondes du type impulsion sont également caractérisées
par un spectre continu a bande plus ou moins large. La
différence avec une onde du type aléatoire est dans la
nature de 1’onde plutdt que dans celle du spectre. L’im-
pulsion a une durée assez limitée, et généralement elle est
précédée d’un silence (cas des occlusives sourdes), ou d’une
onde quasi périodique a intensité assez faible (cas des
occlusives sonores). L’onde produite par le son [p] par
exemple, comprend une premiére partie a amplitude
quasi nulle (correspondant & I’occlusion de la bouche et
au silence résultant) suivie d’une impulsion assez courte
(de I’ordre de 20 a 30 ms) qui correspond au reldchement
brusque de la pression orale qui avait augmenté pendant
I’occlusion.

Tous les sons du langage ne sont pas associés a un type
unique d’onde acoustique. De nombreux sons produisent
une onde qui est une combinaison des types de base
décrits plus haut. Le son [z] par exemple est une combi-
naison d’une onde quasi périodique et d’une onde aléatoire.

Les laboratoires de recherches de la Bell Telephone ont
mis au point, pendant la deuxiéme guerre mondiale, un
instrument appelé spectrographe de sons. Cet instrument
inscrit, sur un papier spécial, un spectogramme, c’est-a-dire
une analyse spectrale en fonction du temps de 2,4 secondes
de parole. Le principe de fonctionnement de I’appareil est
décrit trés schématiquement dans la figure 7.

Un échantillon de parole de 2,4 secondes est tout d’abord
enregistré sur un tambour magnétique. Cet échantillon est
ensuite reproduit 200 fois au travers d’un filtre de bande.
A chaque répétition de 1’échantillon, la fréquence du centre
de la bande passante du filtre est modifiée de fagon telle
qu’a la fin de la 200¢ répétition, la bande de fréquence du
signal original ait été complétement parcourue.

(Le résultat est équivalent a ’analyse simultanée par une

_.G MICROPHONE

MOTEUR
SYNCHRONE

TAMBOUR MAGNETIQUE

série de filtres de bande en paralléle). En fait, il est plus
pratique d’utiliser un filtre & bande passante fixe et de
faire « glisser » le spectre du signal a analyser « devant »
le filtre. Pour cela, on module le signal avec une porteuse
a haute fréquence et on « glisse » une bande latérale du
signal « devant » le filtre fixe. La translation s’opére par
variation de la fréquence porteuse. Le controle de cette
derniére est couplé mécaniquement au tambour sur lequel
est enregistré le signal. Il est aussi couplé mécaniquement
au déplacement du dispositif d’écriture (marqueur). Celui-
ci regoit un courant proportionnel a I'intensité du signal
sortant du filtre analyseur, et briile un papier conducteur
proportionnellement au courant. Grice au couplage méca-
nique, porteuse et marqueur parcourent simultanément la
bande de fréquence du signal, produisant ainsi un spectro-
gramme. Deux largeurs de bande sont employées : 300 Hz
ou 45 Hz. Le spectrogramme & bande étroite (45 Hz) permet
une meilleure résolution en fréquence : les harmoniques
sont clairement visibles. La résolution dans le domaine du
temps, par contre, n’est pas trés bonne. Le spectrogramme
a bande large (300 Hz), au contraire, permet une bonne
résolution dans le temps : on peut distinguer chaque impul-
sion glottale sous forme de stries verticales. Dans le domaine
de la fréquence, la résolution n’est pas suffisante pour
distinguer les harmoniques ; cependant les formants sont
en général plus facilement discernables que sur un spectro-
gramme a bande étroite. Le choix du filtre dépend donc
en grande partie de genre d’information recherché. Les
figures 8 et 9 représentent chacune un spectrogramme, a
bande étroite et a bande large respectivement. Dans la
figure 8, les changements de fondamentale sont bien
visibles (ils correspondent en premiére approximation aux
changements d’intonation). Dans la figure 9, les change-
ments de fréquence des formants sont trés distincts, mais
les variations de fondamentale ne sont plus directement
visibles.

Indirectement toutefois, on peut remarquer que les stries
sont plus serrées (vu la période de vibration glottale plus
courte) lorsque la fondamentale est élevée.

On peut aussi remarquer que lorsque la position d’arti-
culation d’une voyelle se déplace d’avant en arriere (de
[i] a [a] par exemple), la fréquence du deuxieme formant
(F,) diminue. Pareillement, lorsque la position d’articulation
de la voyelle passe de haut en bas (de [i] a [a] par exemple),
la fréquence du premier formant (F;) augmente. En fait,

TAMBOUR D'INSCRIPTION
DU SPECTROGRAMME

1) ENREGISTREMENT
2) ANALYSE
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Fig. 7. — Schéma de principe du spectographe BTL.
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Fig. 9. — Spectrogramme a bande large de la méme phrase.

Rowy ' | Edwy ;
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Fig. 10. — Diagrammes F,/F, : a) pour les voyelles d’un locuteur adulte ; b) pour les voyelles d’un enfant.
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si 'on mesure F; et F, pour plusieurs séries de voyelles
soutenues et qu’on reporte le point (F;, F,) pour chaque
voyelle, on obtient le diagramme de la figure 10a). En com-
parant la figure 10 a) et la figure 3, on remarque immédiate-
ment la similitude dans la disposition des voyelles dans les
deux diagrammes. Cette ressemblance n’est pas une pure
coincidence ; cependant, en vingt ans de recherches, il n’a
pas encore été possible d’éclaircir entiérement la relation
entre ces deux diagrammes. Si 'on trace un diagramme
F,/F, tel que celui de la figure 10 a), mais pour un enfant,
le diagramme des voyelles subit une translation vers des
valeurs de F; et F, plus grandes. Ceci s’explique par le
fait qu’un enfant, ayant des dimensions physiques plus
petites, les fréquences propres de son appareil vocal sont
par conséquent plus élevées. Lé¢ [u] d’un enfant (dans un
diagramme F,/F,) correspond donc approximativement au
[€] d’un adulte. Ceci suggére donc immédiatement que la
reconnaissance des voyelles, si elle est basée sur I’extraction
des formants de I’onde acoustique, se fait sur un schéma
nettement plus complexe que celui suggéré par la figure 10.
Nous allons examiner maintenant le probléme de la recon-
naissance de la parole et de ses insuccés (ou succés selon le
point de vue) jusqu’a aujourd’hui.

Reconnaissance automatique de la parole

La construction d’une machine qui puisse reconnaitre la
parole constitue un probléme des plus complexes, impos-
sible serait-on tenté de dire, s’il n’existait pas déja une
machine qui en soit capable : ’homme. Dans le cas idéal,
une telle machine regoit un message linguistique sous
forme d’une onde acoustique et le transforme en une
séquence de phonémes. Un locuteur francophone peut sans
grande difficulté écouter un message en francais et le
transcrire phonémiquement. A partir de la transcription
phonémique, il est toujours possible de passer au stade
orthographique. La reconnaissance des éléments linguis-
tiques est basée sur la connaissance des contraintes con-
textuelles phonologiques, syntaxiques et sémantiques de
la langue en question. La reconnaissance automatique de la
parole sous-entend I’analyse phonémique, et ’analyse pho-
némique sous-entend la connaissance (et ’emploi) de ces
contraintes. Il est certainement possible de simuler gros-
sierement le genre d’analyse effectué par I’oreille humaine,
mais a ce jour aucune des machines construites, méme la
plus complexe, n’a démontré une aptitude a utiliser les
contraintes linguistiques comparable, méme de loin, a
celle de ’homme. On ne saurait trop insister sur la diffé-
rence, le gouffre pourrait-on dire, qui existe entre une recon-
naissance phonétique et une reconnaissance phonémique de
la parole. Dans le premier cas, la seule condition est que
le message soit produit par I'appareil vocal humain. Dans le
second cas, on présuppose une connaissance compléte de la
langue (phonologie, syntaxe, sémantique). La reconnais-
sance phonétique de la parole est dans le domaine des possi-
bilités pour les techniques actuelles de I’analyse de la parole,
mais la reconnaissance phonémique en est encore trés loin.

Si la reconnaissance (phonémique) de la parole devient
un jour possible a un prix abordable, les applications ne
manqueront pas. Les numéros de téléphone n’auront plus
besoin d’étre composés au moyen d’un disque ou de
boutons-poussoirs. Il suffira d’énoncer le numéro voulu,
ou peut-étre méme simplement de dire le nom et I'adresse
de I’abonné désiré. De méme, "accés aux ordinateurs et
leur programmation pourront se faire directement par la
VOix, sans avoir recours aux cartes ou aux rubans perforés
ou encore aux téléscripteurs,
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Revenons sur terre et examinons quelques-unes des ten-
tatives de reconnaissance de la parole.

Le systéme imaginé par Davis, Biddulph et Balashek
(1952) et baptisé « Audrey » utilise un principe assez simple
pour reconnaitre les chiffres 0 a 9. Les formants F; et F,
sont évalués en fonction du temps. La trajectoire tempo-
relle du point (F; ; F,) dans le plan F;F, est alors comparée,
aprés normalisation en amplitude et en durée, aux dix
trajectoires de référence stockées dans la mémoire de
I'ordinateur. La trajectoire de référence offrant la meil-
leure corrélation avec la trajectoire inconnue est alors
choisie comme étant la réponse correcte. La machine ne
comporte aucun ajustement automatique a la voix du
locuteur. Cet ajustement doit se faire manuellement.
Ceci fait, le pourcentage de réponses correctes pour un
signal ('un des dix chiffres) ayant la fidélité d’une
conversation téléphonique varie entre 97 % et 99 %.

Une technique semblable a été utilisée par Dudley et
Balashek (1958), pour essayer de reconnaitre dix sons (six
voyelles et n, r, f, s). Au lieu d’étudier la trajectoire du
point (F;; F,), ils examinent les sorties simultanées de
dix filtres de bande (300 Hz) contigus et recouvrant la
largeur de bande du signal (3000 Hz). La corrélation entre
les spectres des sons de référence et le son a identifier est
calculée de fagon continue, ei la paire référence-inconnue
offrant la corrélation maximum donne une indication sur
le son a analyser. Pour ensuite reconnaitre un chiffre a
partir des sons qui le composent, ce systéme normalise,
tout comme Audrey, I'amplitude et la durée du signal
donné. Par un systéme de circuits RC couplés, dix conden-
sateurs accumulent chacun une charge proportionnelle a
la corrélation entre I'un des dix signaux de référence et le
signal inconnu. A la fin du signal, le condensateur ayant
la charge la plus grande est choisi comme la réponse cor-
recte la plus probable. Ce systeme, plus perfectionné que
le précédent, donne également de bons résultats lorsqu’il
est ajusté pour une voix particuliére.

Un autre systéme est celui de Fry et Denes, qui utilise
également des spectres de référence. La comparaison toute-
fois se fait de fagon différente. La sélection d’'un phonéme
pour un certain segment est déterminée par la vitesse de
variation de la configuration spectrale.

De plus, pour la premiere fois, certaines contraintes
linguistiques sont utilisées pour I'identification : il est tenu
compte des probabilités conditionnelles pour qu’un phonéme
S suive un phonéme « (les cas limites étant I'impossibilité
ou au contraire la certitude que f§ suive «). L’inconvénient
de cette technique est qu’une fois embarqué sur une fausse
piste, a cause d’une erreur initiale, il y a peu d’espoir de
retour. Dans le systtme de Fry et Denes (fig. 11), de
séveres restrictions sur la grandeur du vocabulaire utilisé
préviennent en grande partie cette éventualité. 14 pho-
némes peuvent étre reconnus.

Lorsque les contraintes linguistiques mentionnées ne
sont pas utilisées, le pourcentage d’identifications correctes
pour des sons et pour des mots est de 60 % et 24 % respecti-
vement. Lorsque les contraintes linguistiques sont utilisées,
ces pourcentages montent a 72 % et 44 % respectivement.
Lorsque un second et un troisiéme locuteurs sont utilisés,
sans réajuster le systéme, le pourcentage (pour les sons)
retombe a 45 % environ.

Si I'on veut inclure des données linguistiques dans le
systéme de reconnaissance, le stockage et le traitement de
cette information deviennent immédiatement trés com-
plexes. Le calculateur digital devient 'outil révé pour ce
genre de travail ; en fait, une fois le signal mis sous forme
digitale, la suite de la reconnaissance peut étre entiérement
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Fig. 11. — Schéma de principe du systéme de Fry et Denes.

effectuée par l'ordinateur, y compris le filtrage (digital)
pour obtenir le spectre.

Nous ne mentionnerons pas les nombreuses tentatives,
souvent trés semblables, d’autres chercheurs. Pratiquement,
leur point de départ est toujours identique : I’analyse
spectrale du signal, qui correspond trés approximativement
4 la reconnaissance phonétique du message. A partir de 1a,
les stratégies différent, mais malheureusement se ressemblent
en ce qui concerne le résultat final : aucun systéme ne
fonctionne pour un grand nombre de VOix, ni pour un
grand vocabulaire, alors que I’homme, lui, réussit presque
parfaitement dans 'une et ’autre taches.

Des sommes considérables sont consacrées a la recherche
dans ce domaine, en grande partie, semble-t-il, a cause
des applications séduisantes qui découleraient de la solu-
tion du probléme. Il devient cependant de plus en plus
évident que la recherche doit d’abord élucider certaines
questions fondamentales, telles que la perception et
I'analyse de la parole par I’homme, avant de s’attaquer
a ce qui est plus ou moins 1’étape finale du probléme. La
reconnaissance automatique de la parole, telle que I’homme
la réalise, ne sera possible que par I’analyse adéquate de
la structure du langage, non seulement des points de vue
phonologique, syntaxique et sémantique, mais également
des points de vue physiologique et neurophysiologique.

Un des outils les plus utiles dans I’étude systématique de
la perception et de la reconnaissance de la parole par
’homme est le synthétiseur de parole. C’est donc vers ce
sujet que nous allons nous tourner maintenant.

Synthése de la parole

Alors que pour la reconnaissance de la parole, on trans-
forme une onde parlée en une séquence de symboles
(phonémes), le synthétiseur de parole réalise la transfor-
mation inverse: a partir d’une séquence de symboles
(phoneémes ou lettres), il fabrique une onde parlée sem-
blable a celle qu’émet un locuteur humain pronongant la
méme séquence de sons 1.

Les domaines d’utilisation d’un synthétiseur sont mul-
tiples. Nous en donnerons les trois types principaux.

Un synthétiseur peut servir de modeéle articulatoire ; en
d’autres termes, il permet d’étudier la relation entre I’arti-
culation et la production du son.

Un synthétiseur peut aussi permettre d’étudier quels
sont les paramétres phonétiques qui sont importants pour
la perception. Une des grandes difficultés, dans le domaine
de I'analyse de la parole, est la masse de données fournies
par I’'onde acoustique.

Quels sont donc les paramétres de cette onde qui sont
pertinents, et quels sont ceux qui peuvent étre ignorés, en
premiére approximation tout au moins ?

Un synthétiseur peut enfin étre utile pour une transmis-
sion de la parole plus économique mais toujours efficace.
Par la théorie de I'information, nous savons que si un
canal a une largeur de bande AF (en Hz) et que le signal
a transmettre et le bruit ont les puissances respectives
S et B, il a une capacité C = AF log, (1 + %) bits/s pour
une retransmission a taux d’erreurs arbitrairement faible.
Une ligne de téléphone a une largeur de bande de 3000 Hz
ou plus et un rapport signal-bruit d’environ 30 dB. Le
canal en question a donc une capacité minimum de 30 000
bits/s. Dans un systéme de modulation a impulsions codées
(PCM), le signal est échantillonné au taux de Nyquist
(2 4F) et pour maintenir la distorsion a un niveau tolé-
rable, I'amplitude est quantifiée 3 1 ou 2 % prés. Donc
pour une quantification & 64 niveaux (6 bits), la capacité
requise est de 2.3000. log, 64 = 36000 bits/s. Si chaque
phonéme frangais x; (il y a 36 phonémes) avait la méme
probabilité¢ p(x;), I'information moyenne donnée par un
phonéme serait :

1
H(X) = — p(x) Zlog p(x;) = — 36« 36

1
- log, — = log, 36 = 5,17 bits.

36

! Si I'on imagine une machine capable de traduire la forme
parlée d’une langue A en la forme parlée d’une langue B, 'onde
parlée A passerait d’abord par une machine a reconnaitre la
parole (de la langue A), pour étre ensuite traduite (en langue B)
et finalement synthétisée par un synthétiseur (de langue B).
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En fait, certains phonémes sont plus fréquents que d’autres
et information moyenne d’un phonéme est légérement
inférieure a 5 bits. A un taux moyen de dix phonémes par
seconde, I'information est donc transmise a la cadence de
50 bits/s. Cela ne veut pas dire cependant que I’onde
acoustique contient 600 fois plus d’information que la
séquence de phonémes, ni que 1'onde acoustique est un
code inefficace, ni que le cerveau humain peut traiter
30 000 bits d’information a la seconde. Intuitivement, il
est évident que le signal acoustique contient plus d’infor-
mation que la séquence de phonémes (des renseignements
sur le locuteur par exemple). Cependant une grande partie
de cette information est redondante. Quelle proportion ?
c’est ce qui est difficile & dire. Le taux d’information d’une
source continue dépend du critére de fidélité adopté. Il
est clair que si seule la reconnaissance de la parole est
requise, la quantité d’information nécessaire sera plus
faible que si ’on veut reconnaitre la parole et le locuteur.

Bien qu’il ne soit vraisemblablement pas possible de
dire exactement combien 1’onde parlée contient d’informa-
tion, des expériences avec de la parole synthétique ont
montré que I’on peut retransmettre de la parole de trés
bonne qualité au moyen de canaux ayant une capacité bien
inférieure 4 30 000 bits/s. En fait, on peut abaisser cette
capacité aux alentours de 1000 a 2000 bits/s.

Les synthétiseurs peuvent se diviser en trois catégories
principales, selon qu’ils essaient d’imiter la production
de la parole a partir d’un modéle mécanique, électrique,
ou mathématique.

Les modéles mécaniques

Si I’on omet les cas des statues parlantes et des oracles
« miraculeux » de ’Antiquité (ou en général la voix par-
vient a la « bouche» par l'intermédiaire de tubes bien
dissimulés), les premiers essais de fabriquer une machine
qui parle remontent a la fin du XVIII® siécle. Wheatstone
(plus connu pour son pont de mesure) perfectionna une
machine inventée par Kratzenstein et améliorée par von
Kempelen. L’appareil comportait un soufflet imitant
I’action des poumons, un sifflet produisant des sons assez
semblables aux fricatives, une anche (semblable a celle
d’un saxophone) imitant ’action des cordes vocales, et un
tube résonnant de cuir grace auquel diverses voyelles pou-
vaient étre obtenues, selon la déformation donnée au tube.
Le tout pouvait étre controlé par une seule personne, et
von Kempelen pouvait produire dix-neuf sons de fagon
« satisfaisante ».

Alexander Graham Bell, inventeur du téléphone et
fils d’Alexander Melville Bell, phonéticien avant I’heure,
construisit un modeéle « physiologique », dans lequel les
articulateurs (lévres, langue, voile du palais) étaient
actionnés par des fils reliés & un clavier. Bell réussit a
produire des voyelles et des consonnes nasales.

D’autres tentatives ultérieures, par Riesz notamment,
ont donné des résultats légérement meilleurs. La produc-
tion de sons isolés peut étre remarquablement bonne, mais
I’obstacle majeur est le contrdle dynamique du synthéti-
seur, dans la production de séquences de sons. Il n’existe
pas encore de matériaux synthétiques ou naturels qui aient
des propriétés mécaniques comparables a celles des muscles
et des tissus vivants de I’appareil vocal humain. Cependant
la construction d’un synthétiseur statique peut tout de
méme étre d’un certain intérét pour I’étude de problémes
particuliers, tels que ’écoulement de I'air a la glotte ou la
production des fricatives par exemple.
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Les modeéles électriques

Ceux-ci se subdivisent en deux types : les modeles phy-
siologico-électriques (appelés « Vocal Tract Analogs » en
anglais) et les modeéles acoustico-électriques (appelés « Ter-
minal Analogs » ou encore synthétiseurs de formants).
Dans un modéle du premier type, ’appareil vocal est
considéré comme une succession de tubes homogenes,
chacun ayant une section différente. Si les dimensions
physiques d’un tel circuit acoustique sont petites par rap-
port a la longueur d’onde, l’analogue électrique de ce
circuit est une ligne de transmission asymétrique constituée
d’autant de sections de filtres (en 7, en I, ou en I") qu’il
y a de segments de tubes (fig. 12). Si I’on connait la section
A(x) en fonction de la distance x a la glotte, les €léments
L et C peuvent étre calculés pour chaque segment.

Le circuit est complétement déterminé si ’on connait
I’angle de perte de chaque élément. En notation complexe,
la fonction de transfert de cette ligne de transmission est
de la forme

U, (s) }
B ) = —
U; (5) e | G =) —s0)

Sk * Sk

ol s =0 + jo est la fréquence complexe; U (s) est la

transformée de Laplace du débit d’air, et sk et si sont les
poles complexes conjugués du k-ieme segment. Pour trans-
former cette ligne de transmission en un synthétiseur, il
faut encore y ajouter trois générateurs de signaux et
finalement un transducteur pour retransformer I’onde élec-
trique en une onde acoustique. Pour la production des
voyelles et des consonnes voisées, un générateur fournit
des impulsion triangulaires (dont la fréquence correspond
a la fréquence de vibration des cordes vocales) a I’entrée
(coté glotte) de la ligne de transmission. Pour la production
des fricatives, un générateur de bruit est introduit dans
le segment de la ligne qui correspond au point d’articula-
tion de la fricative en question.

De fagon semblable, pour les occlusives, une impulsion
isolée est produite dans le segment correspondant au point
d’occlusion. Il est évident que le contrdle dynamique et la
synchronisation de tous ces €léments ne peuvent se faire
qu’avec des composantes R, L et C variables électronique-
ment, et de préférence a I'aide d’un calculateur digital.
Le premier synthétiseur de ce type, construit par Dunn
en 1950, était statique, ne synthétisait que des voyelles,
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Fig. 12. — Tube de longueur arbitraire et 'un de ses circuits
électriques équivalents.
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et tous les contrdles devaient se faire manuellement. En
1960 Rosen, a M.I.T., a construit un synthétiseur dyna-
mique, DAVO. 11 utilisait une mémoire électronique pour
le stockage des données dynamiques, ce qui limitait la
longueur des segments de parole a deux ou trois sons. Un
synthétiseur du méme type, plus complet, est en construc-
tion a I’Université de Colombie britannique. Grice a
I’emploi de circuits intégrés, tous les circuits peuvent étre
logés dans une armoire métallique (environ 1 m3), con-
trolés par un ordinateur PDP-9, et programmés & partir
d’un téléscripteur.

Au lieu de considérer la synthése de la parole comme
une modification continuelle d’une onde acoustique pendant
sa propagation, on peut examiner le résultat global. Cest
ce que font les synthétiseurs « terminaux ».

Le systeme le plus simple (appelé « Pattern Playback »
et construit par les laboratoires Haskins 4 New York,
vers 1950), est une sorte de spectrographe inversé. On
dessine un spectrogramme plus ou moins schématique sur
une bande transparente sans fin. Par balayage optique,
on reconstruit le signal a partir de son spectre. La vitesse
de balayage étant constante, la parole produite est mono-
tone, ce qui est un inconvénient non négligeable. De plus
Iintensité de chaque harmonique ne peut pas étre repro-
duite trés fidélement. Un avantage de ce systéme, trés
utilisé jusqu’a trés récemment, est sa simplicité d’emploi.
De plus, contrairement aux autres synthétiseurs actuels,
une phrase de quelques secondes peut étre synthétisée en
une minute ou moins par un expérimentateur exercé.

Le synthétiseur « terminal » le plus courant est le synthé-
tiseur de formants. On en trouve deux versions princi-
pales : la version « paralléle » et la version « série ». Dans
la premiére, chaque formant est produit séparément et
controlé en fréquence et en intensité avant d’étre combiné
aux autres composantes. Dans la version « série», la
sortie d’un circuit tient lieu d’entrée pour le suivant.
L’intensité des formants ne peut pas étre ajustée séparément,
mais en fait, c’est ce qui se passe dans I’appareil vocal pour
la production des voyelles orales.

Pour les voyelles nasales, pour les fricatives et pour les
nasales par contre, la configuration « paralléle » semble
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étre une meilleure approximation de la réalité. C’est ce qui
a poussé Fant et Martony, a I'Institut royal de technologie
de Stockholm, & combiner les configurations paralléle et
série dans leur synthétiseur OVE II (fig. 13). La qualité
de la parole produite par OVE II est trés bonne (au point
que l'auditeur a parfois de la peine 4 différencier la parole
synthétique de la parole naturelle) et il est possible aujour-
d’hui d’acheter un synthétiseur dérivé d’OVE II, EVA-
MK III.

C’est méme le seul synthétiseur complet que I’on trouve
sur le marché. Les onze paramétres qui peuvent étre ajustés
pour la synthése sont : la fréquence F, et I'amplitude Aq
de la fondamentale ; les fréquences F;, F, et F; des trois
premiers formants ; les amplitudes Az, Az et Ay des fri-
catives, des consonnes aspirées et des nasales respective-
ment ; et les fréquences K, K; et K, d’une antirésonance
et des deux premiéres résonances des fricatives 1.

Chacun des onze parameétres variables est reporté en
ordonnée sur une feuille de mylar, au moyen d’une encre
conductrice, I’abscisse représentant le temps. Lorsque les
onze tétes de lecture se déplacent (parallelement a 1’axe
des abscisses), chaque ligne tracée engendre une tension
€lectrique qui contrdle un paramétre particulier dans le
synthétiseur.

Les « Vocoders »

Un « Vocoder » (Voice Coder) est un tandem analyseur-
synthétiseur ayant un but trés particulier : permettre la
retransmission de la parole de fagon intelligible avec un
canal d’une capacité bien inférieure aux 30 000 bits/s dont
nous avons parlé plus haut. Bien que des chercheurs y
travaillent depuis trente ans, nous n’en avons pas parlé
plus t6t, parce que le « Vocoder » évite (vu son but parti-
culier) le probléme crucial : la reconnaissance des phonémes
(ou au moins des sons) et la synthése & partir de ces mémes
phonémes.

1 Ny, Ny, N,, N, et N, représentent respectivement, une anti-
résonance et les quatre premiéres résonances nasales (toutes
fixes). Ky représente une résonance fixe des consonnes aspirées.

Fig. 13. — Schéma de principe de OVE II.
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L’analyseur retransmet simplement, au moyen d’un
systéeme multiplexe (en fréquence ou en temps), la sortie
d’une série de filtres de bande contigus étagés ; un canal
supplémentaire détermine si le son est voisé ou non, et
si c’est le cas, il en donne la fréquence fondamentale. Le
synthétiseur reconstruit une approximation de la parole
originale a partir de ces différents signaux. Les « Vocoders »
ont donné des résultats relativement bons, étant donné
que pour préserver une intelligibilité satisfaisante et un
son naturel, il n’est pas nécessaire de reproduire en détail
I’onde originale mais simplement une réplique grossiére
de son spectre. Il ne faut toutefois pas perdre de vue que
s’ils analysent la parole, ils n’en font pas la reconnaissance.
Leur qualité moyenne provient en grande partie de la
difficulté de construire un bon détecteur de fondamentale.

Les modéles mathématiques

La capacité et la rapidité des ordinateurs actuels permet
de reconnaitre et de synthétiser la parole presque entiére-
ment par software. Un « Vocoder » d’un type nouveau a
été réalisé par Oppenheim. 11 utilise avec succés le concept
de cepstrum. Le cepstrum est par définition le spectre d’in-
tensité du logarithme du spectre d’intensité 1.

L’analyse consiste en une mesure du cepstrum qui
permet de déterminer si le son est voisé et, si oui, quelle
est sa fondamentale. Lorsqu’il y a voix, il y a des maxima
trés marqués dans le cepstrum et ces maxima se trouvent a
des quéfrences® multiples de la période de la fondamentale.
L’enveloppe spectrale est caractérisée par échantillonnage
du cepstrum. La synthése s’obtient par la reconversion des
résultats de I’analyse : la parole synthétique est créée par
convolution de la fonction d’excitation (fondamentale)
et de la fonction de transfert (de ’appareil vocal moins la
glotte). Ce « Vocoder », avec un canal d’une capacité de
7800 bits/s, ne crée pas de distorsion perceptible. On peut
donc supposer qu’il est possible d’abaisser encore consi-
dérablement cette capacité.

Synthése par régles

Les synthétiseurs que nous avons examinés remplissent
tous I'un des trois buts mentionnés plus haut : ils servent
soit de modele articulatoire, soit d’auxiliaire dans 1’étude
de la perception (pour des tests d’audition par exemple),
soit de « compresseur » de largeur de bande. Aucun de ces
synthétiseurs ne peut encore étre programmeé a partir d’'une
simple séquence de phonémes. Le but de la synthése par
regles est précisément d’arriver a établir les reégles phono-
logiques, ou plus généralement linguistiques, qui déter-
minent quel allophone particulier sera utilisé pour la réa-
lisation d’un phonéme dans un contexte donné. Les deux
mots « déci» et « dégu», par exemple, transcrits phoné-
miquement /desi/ et /desy/, ont tous deux le phonéme
/s| en troisitme place. Cependant les deux réalisations
phonétiques seront différentes : pour «déci» ce sera un
[s] prononcé avec les lévres écartées a cause du [i] qui le
suit, alors que pour « dégu » le [s] sera prononcé avec les
lévres arrondies, a cause de la voyelle arrondie [y] qui le
suit. Ce phénoméne de coarticulation est trés important
en phonétique, et tout synthétiseur devra finalement inclure
ces régles de coarticulation, de méme que d’autres régles
dont les effets portent plus loin que simplement sur les
voisins immeédiats.

Les ordinateurs actuels permettent au chercheur de tra-
vailler en temps réel, c’est-a-dire qu’il peut obtenir le

1 Le domaine de résolution du cepstrum n’est pas la fréquence,

mais quelque chose qui a la dimension du temps ; pour le distin-
guer du temps et de la fréquence, on I’a baptisé quéfrence.

112

résultat d’une modification de sa stratégie presque instan-
tanément, alors qu’il y a quelques années seulement, des
limitations de mémoire, et parfois de vitesse, rendaient
pratiquement impossible une telle fagon de procéder.

Conclusion

Alors que la synthése de la parole est a un stade de
développement déja avance, la reconnaissance automatique
de la parole se heurte encore a des probléemes presque
insurmontables. L’une des raisons de cet état de choses
est que si la transformation configuration de I’appareil
vocal — onde acoustique est univoque (cas de la synthése),
la transformation inverse ne l’est pas. Pour déterminer
cette derniére, des données considérablement plus nom-
breuses sont nécessaires. En fait, ce n’est que par une étude
interdisciplinaire de base entreprise par des linguistes, des
acousticiens, des neurophysiologistes et des ingénieurs que
ce probléme aura des chances d’étre résolu avec succes.
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