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Conclusion

Les applications des mémoires électroniques a accés
rapide se sont développées d’une manieére considérable
au cours de ces derniéres années. Pour résoudre un
probléme donné I'ingénieur dispose maintenant de toute
une gamme de solutions possibles : mémoires & tores,
a films minces, a lignes a retard, etc. En fait le sujet
est devenu tellement vaste que nous n’avons pu que
Peffleurer au cours de cet article, en laissant de coté
certains types de mémoires qui présentent un intérét
certain, comme les mémoires 4 lignes & retard ou les
mémoires cryogéniques.

La tendance a I'accroissement de vitesse et de capa-
cité s’alfirmera sans doute au cours des prochaines années
et 1l est probable que des solutions nouvelles permet-
tront d’abaisser le prix des mémoires et d’apporter
une plus grande souplesse dans leur utilisation. Dans
cet ordre d’idée la réalisation de mémoires assocliatives
dans lesquelles la recherche du contenu de la mémoire
se ferait d’aprés ce contenu et non plus d’aprés des
adresses codées fixes, apporterait un progrés certain.
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ORGANISATION GENERALE DES CALCULATEURS

ARITHMETIQUES '
par M. A. ROMANO 2

Introduction

Dans la Critique de la raison pure, Kant introduit une
distinction entre jugements analytiques et jugements
synthétiques, les premiers étant ceux dont la conclu-
sion est implicitement contenue dans la définition des
prémisses, les seconds ceux qui apportent un élément
nouveau indémontrable. Il donne comme exemple
Végalité 7+ 5 = 12, dont il a été facile de montrer par
la suite qu’elle pouvait se démontrer par récurrence,
c’est-a-dire par une forme évoluée de comptage, done
qu’elle était en fait un jugement analytique. Cet
exemple est instructif, car, ainsi que nous le verrons,
les calculateurs arithmétiques actuels sont des machines
qui ne produisent que des jugements analytiques,
c’est-a-dire en fait qui donnent des résultats contenus
implicitement dans les données d’entrée, et nous allons
suivre au cours du temps 'évolution des méthodes
utilisées pour calculer la somme 7 -+ 5 = 12,

Arithmétique et comptage

La représentation la plus simple des nombres est par
une série de batonnets, ainsi, 'égalité 7 -+ 5 = 12 peut
aisément se vérifier dans ce systéme de numération, ou
5] e “vie = —
elle devient | [ || [[[+|[[[I=TITITITIT]

Mais il est manifeste que ce systéme a des possibilités
vite limitées lorsqu’on passe a4 des nombres tant soit
peu importants ; d’ou la représentation des nombres
dans un systeme décimal (4 base 10) sous la forme

N = a, 10* + ap—1 1014 ... + a;-10 4 «
ot les a; sont des entrées de 0 a 9 ; ainsi, dans ce sys-

teme bien connu,
12 =110 + 2,

Mais un systéme de représentation ne vaut que par
les modes opératoires qu’il permet pour effectuer les
opérations arithmétiques. Le procédé le plus simple
est le comptage, montré dans les exemples ci-dessus ;
il a, ainsi qu’on le verra, été utilisé dans les calculateurs
automatiques ; mais il est long et fastidieux, d’ou I'in-
troduction de méthodes plus rapides telles que la table
de Pythagore pour l'addition ou la multiplication.
Certains calculateurs (IBM 1620) utilisent ce dernier
procédé pour effectuer ces opérations.

Premiers essais de mécanisation du calcul

Parallelement aux efforts pour simplifier le calcul
(tels que abaques, tables de logarithmes, etc.), des
essais de mécanisation furent entrepris dés le XVIIe
siecle. Pascal inventa la machine a additionner, qui
calquait pour I'addition les procédés du calcul manuel ;
elle était composée (fig. 1) d’une série de roues tournant
par dixieme de tour; chaque roue représentait un
chiffre du nombre, et sa position indiquait si ce chiffre
était 0, 1, ... 9. De plus, un systéme de report
faisait que lorsqu’une roue passait de 9 a 0, elle faisait
avancer la roue suivante d’un cran (notons que le re-
port peut se propager de plusieurs positions vers la
gauche — exemple: 999 + 1 — ce phénomene sera
trés important dans les calculateurs électroniques).
Chaque roue contenait a I'intérieur une deuxiéme roue
qui pouvait lui étre soit solidaire, soit séparée ; pour
effectuer 7 4 5, on commengait par allicher 7 sur la

! Conférence prononcée & Genéve le 4 décembre 1961, devant la
section genevoise de I’Association suisse pour I'automatique (ASSPA).
? Ancien ¢léve de 1'Ecole polytechnique et ingénieur ESE, au
laboratoire IBM France.
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Fig. 1. — Machine a additionner de Pascal.

roue intérieure en entrainant la roue extérieure ; puis
on ramenait la roue intérieure a 0 toute seule et on
recommencait avec 5. On pouvait de maniére analogue
effectuer la soustraction; lorsque le résultat était
négatif, il était, de par la nature méme du principe
utilisé, représenté par son complément a la puissance
de 10 correspondante.

D’autres essais du méme type furent entrepris; ainsi
Leibniz avec le multiplieur qui transposait de la méme
maniére les régles de la multiplication décimale.

Epparition de la notion de programme

L’opération 7 -+ 5 = 12 ne représente qu’une action
unique a effectuer; dans des calculs plus évolués, on
verra apparaitre des séquences d’opérations de ce type,
4 effectuer dans un ordre bien déterminé; une telle
séquence constitue un programme, et la premiére
machine utilisant cette notion pour des calculs est la
machine de Babbage ; cependant I'idée de programme
se trouvait contenue auparavant dans le célebre métier
a tisser de Jacquard ; pour fabriquer un dessin déter-
miné, il fallait a chaque passage de la téte soulever cer-
tains des crochets tenant les fils du métier ; a cette [in
I'indication de ceux des crochets & soulever était con-
tenue dans un jeu de cartes perforées, une carte pour
chaque passage ; ces cartes, ficelées ensemble de fagon
a former une chaine continue, tournent sur un axe a
section carrée, et actionnent ou non, en fonction de
leurs perforations, les crochets par Iintermédiaire
d’un ingénieux systéme mécanique.

Babbage utilisa ce principe pour concevoir sa machine
analytique (qu’il me put réaliser), o les nombres
étaient r(’pr('-.sr-nl(':s par des roues, ou se trouvail un
organe qui devait préfigurer Porgane arithmétique des
calculateurs modernes, et ot la commande de la séquence
des opérations & effectuer se faisait par deux méca-
nismes de Jacquard, T'un qui commandait unité
arithmétique pour faire une addition, soustraction,
ete., Pautre qui commandait les transferts de la
«mémoire » et vers elle. Au cas ot un résultat partiel
devenait négatif, un dispositif était prévu pour faire
sauter les chaines d’un certain nombre de positions,
de facon & pouvoir exéeuter une séquence différente
d’opérations.

Des machines plus modernes continuérent selon cette
voie, mais en devenant de plus en plus grandes et com-
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plexes. Dans le Mark I, développé en 1944 par le pro-
fesseur Aiken de Harvard, avec le concours de I'IBM,
les données étaient sur des registres composés de roues,
et le programme sur une bande de ruban perforé. Cette
machine était donc toujours du type a «programme
extérieur ».

Calculateurs a tableau

Une autre catégorie de machines est celle ou la
séquence des opérations du programme est indiquée par
un tableau de connexions. Dans une machine de ce type,
des registres contiennent les nombres a manipuler ; il y
a deux «canaux» de transfert de nombres: I'un qui
communique avec les entrées de tous les registres,
Pautre avec leurs sorties. Le contrdle se fait par un
tableau, avec une «horloge» qui marche de la facon
suivante : un compteur en anneau avance réguliere-
ment d’une position sous Ueffet d’un multivibrateur par
exemple (en fait les choses sont moins simples, ¢’est un
deuxieme anneau plus rapide qui avance sous leffet
d’un multivibrateur et a chaque tour fait avancer le
premier anneau; c’est le deuxiéme anneau qui sert
d’« horloge » 4 la machine en découpant le temps de
chaque opération, mais sa compréhension n’est pas
nécessaire pour ce qui suit) ; cet anneau appelé anneau
de programme envoie a chaque pas une impulsion qui
se retrouve au tableau ; par cablage on peut faire com-
mander par cette impulsion une addition, un transfert,
ete., selon la séquence des opérations désirées ; le tableau
de connexions ci-joint (fig. 2), qui est celui dune
machine imaginaire a tableau, représente le ciblage
quil y aurait a faire pour effectuer I'opération
74 5=12.

La séquence des opérations est la suivante :

-~ au premier pas de programme, on commande une

remise a z€ro ;
—— au deuxiéme pas de programme, on commande la
lecture de la premiére carte dans le registre A
(une commande lire et une commande registre A) ;

— au troisitme pas, on commande la lecture de la
carte suivante dans le registre B (une commande
lire et une commande registre B).

Ete.
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Notons que tous ces « pas» de programme sont de
méme longueur, fixée par la rotation d’éléments méca-
niques (100 ms dans un cas typique).

Calculateurs a programme enregistré

L’étape sulvante a consisté a reconnaitre qu'un
calculateur automatique devait d’une part emmaga-
siner des nombres a traiter, d’autre part la séquence
des opérations nécessaires a cette fin, et que ces deux
nécessités n’étaient pas si différentes qu’elles pouvaient
le paraitre au départ. En effet, les ordres pourraient
étre représentés de facon codée, par exemple 1 pour
I’addition, 2 pour la soustraction, 3 pour la multiplica-
tion, 4 pour la division. Dans l'exemple traité, pour
indiquer qu’il faut ajouter le contenu du registre 15
de données a celut du registre 17 et placer le résultat
dans le registre 18, par exemple, on pourrait représenter
cela par 1, 15, 17, 18.

Les ordres pouvant donc étre représentés comme des
nombres, il devenait naturel d’emmagasiner la séquence
des ordres nécessaires dans la méme « mémoire» que
les données ; cela fait que 'on peut non seulement les
modifier a4 volonté manuellement comme un tableau de
connexions, mais surtout agencer le programme de telle
sorte qu’il se modifie lui-méme en fonction de certains
résultats partiels ; par exemple si dans exemple pré-
cédent, on veut qu'en fonction du signe d’un résultat
antérieur, le résultat de 'addition aille dans le registre 23
au lieu du registre 18, il suflit d’ajouter le chiffre 5 au
«mot» constituant 'ordre. Ce bond en avant prodi-
gieux de conception a été rendu possible pratiquement
par 'apparition de mémoires & prix réduit, et est done
lié a la généralisation de l'électronique dans la tech-
nique des calculateurs, que nous allons voir, avec les
conséquences (numérotation binaire) qu’elle 1implique,
avant de décrire la structure d’'un calculateur a pro-
gramme enregistré.

Avénement de I’électronique et arithmétique binaire

Pendant et depuis la derniére guerre, sous la pres-
sions des besoins en calcul scientifique, des machines
de plus en plus importantes virent le jour. Ces machines
furent d’abord électromécaniques (a relais et compteurs
a roues), puis électroniques (i tubes puis a transistors).
Les circuits utilisés dans ces machines sont caracté-
risés par le fait qu’ils sont bistables, d’ot la représenta-
tion des nombres par des éléments binaires ; cecl peut
se faire :

1

pla

) Soit par une représentation binaire pure, en rem-
ant la base 10 par une base 2 et en éerivant :

N = ap2n 4+ ay— + a;-2 + a,

ot les @; ne peuvent prendre ici que les valeurs 0 ou 1.
Ainsi les nombres 7, 5 et 12 sont représentés par:
> I

7 111
D 101
12 1100

[l est nécessaire, en plus de la représentation, de
donner des modes opératoires permettant d’effectuer
les opérations arithmétiques, afin d’éviter les longueurs
inhérentes au procédé par comptage. Ainsi pour addi-
tion de 2 chiffres; on a une table extrémement simple,

qui donne la somme partielle et le report a la position
sulvante :

0 1 0 1

0 0 1 0 0 0

1 1 0 | 0 1
Somme Report

Par ce procédé on peut done effectuer en plusieurs
temps la somme 7 4 5 = 12. Il faut d’abord convertir
les nombres 7 et 5 en équivalents binaires (cf. ci-dessus),
puis faire :

745 =111+ 101 — 010 et 101

sommes partielles 1 report 1

en additionnant de méme les sommes partielles et le
report décalé vers la gauche d’une position :
somme

partielle 1 - report 1 décalé — 1000 et 001

somme partielle 2 report 2

Enfin, en recommencant une fois de plus, on trouve :
somme partielle 2 + report 2 décalé = 1100.
(est bien le nombre 12.

On voit sur cet exemple que les opérations effectuées
de facon aussi élémentaires sont longues du fait de la
propagation des retenues ; d’ot 'emploi de circuits plus
évolués que ceux qui forment les opérations précé-
dentes, et dont la compréhension nécessiterait des con-
naissances d’Algeébre de Boole ; qu'il nous suflise de dire
que le procédé pour l'addition précédente consisterait
4 emmagasiner la somme partielle 1 et le report 1 dans
deux registres et a les combiner ensuite selon certaines
régles qui évitent dans une certaine mesure cette propa-
galion trés lente (et qui le serait encore beaucoup plus
pour des nombres plus grands).

2) Lautre méthode possible de représentation consiste
a garder la base décimale, mais a représenter chaque
chiffre par une combinaison d’éléments binaires, au
nombre de 4 ou 5. Ainsi on pourrait représenter par
exemple avec 4 éléments binaires les chiffres décimaux
de 0 a9 par leur représentation binaire normale, mais
interdire les combinaisons correspondant aux nombres
de 10 a 15 et agencer les reports en conséquence ; dans
ce type de représentation, les nombres 7 et 5, qui n’ont
quun chiffre seront représentés de la méme maniére
qu’en binaire, mais le nombre 12 sera représenté par:

0001 0010 au licu de 0000 1100

1 2

d’on une interprétation humaine plus facile.

Cette représentation décimale codée binaire aboutit
a des circuits plus compliqués pour effectuer les opéra-
tions arithmétiques, mais a 'avantage d’éviter la tra-
duction décimale-binaire et binaire-décimale a I'entrée
et a la sortie; elle sera donce utilisée dans les applica-
tions de type commercial ou il y a beaucoup d’opé-
rations d’entrée-sortie, et peu de caleuls, alors que dans
les applications scientiliques ou la  proportion est
inversée, on utilise des machines du type binaire.
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Structure d’un calculateur 3 programme enregistré
classique

On prendra comme exemple la calculatrice IBM 701.
Il est d’usage de représenter cette structure par la
décomposition classique en cing parties (fig. 3).

a) L’entrée, qui permet I'introduction du programme
et des données dans la mémoire ; ce peut étre par
exemple un lecteur de cartes perforées, ou les
perforations créent des contacts électriques entre
balais et plaque conductrice ; ces signaux, conve-
nablement interprétés, sont envoyés a l'organe
central.

b) La sortie, qui effectue les opérations inverses ; ce
peut étre par exemple une imprimante, qui con-
vertit les signaux électriques venant de l'organe
central en sélection de position d’une roue d’im-
pression contenant I’alphabet.

c) La mémoire, composée de registres, o, comme
son nom l'indique, sont stockés les données et le
programme.

d) La partie arithmétique, qui effectue les opéra-
tions arithmétiques sur les données emmagasinées
dans la mémoire ; ces opérations peuvent s’effec-
tuer en série ou en paralléle (par mot).

e) L’unité de contrdle, qui coordonne 'activité des
quatre unités précédentes.

Voyons comment un calculateur imaginaire ayant cette
structure effectuerait I'addition 7 4 5 = 12 ; supposons que
des données 7, et 5, soient perforées dans deux cartes, et
qu'on veuille imprimer le résultat de 'addition ; supposons
encore que le programme nécessaire ait déja été introduit

dans la machine. La séquence des ordres de la machine
sera la suivante :

1. Lire carte dans mémoire A

Cet ordre déclenche la lecture de la premieére carte contenue
dans le lecteur (qui contient, rappelons-le, le nombre 7) et
Iintroduction de son contenu (7) dans la mémoire dont le
numéro est A.

2. Lire cartes dans mémoire B

Cet ordre déclenche une nouvelle lecture de carte, mais
son contenu (5) va dans la mémoire B.

données :
commande
Arithmétique <
[
|
Entrée Héuoire Sortie
[
A
c i
Iig. 3. — Organisation d’un calculateur classique.
(Remarquer qu'il s’ordonne autour de la mémoire : une opération
a la fois.)
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3. Remise a zéro de l'accumulateur el addition A

Cet ordre provoque l'inscription de I'information contenue
dans la mémoire A, dans un registre spécial contenu dans
I'organe arithmétique et appelé accumulateur; ce registre
stocke les résultats partiels des opérations arithmétiques.

4. Addition B

Cet ordre provoque l'addition de l'information contenue
dans la mémoire B au contenu antérieur de ’accumulateur.

5. Transfert de Uaccumulateur vers C

Cet ordre provoque le transfert du contenu de I'accumu-
lateur (c’est-a-dire du nombre 7 4+ 5 = 12) dans la mé-
moire C.

6. Imprimer C
Cet ordre provoque l'impression du contenu de la
mémoire C.

Il est facile de voir, dans cette structure séquentielle, que
les opérations 3, 4 et 5 ne mettent pas en jeu les organes
d’entrée et de sortie, donc ne mettent en jeu que des parties
électroniques (mémoire, unité arithmétique et unité de
programme) ; elles se déroulent donc trés rapidement (a des
vitesses allant de quelques microsecondes a quelques milli-
secondes selon les calculateurs). Par contre les opérations 1,
2 et 6 mettent en jeu des unités mécaniques d’entrée-sortie,
et nécessitent plusieurs dizaines, voire plusieurs centaines de
millisecondes selon les cas pour étre effectuées. Pendant
tout ce temps, les unités électroniques ne travaillent pas.
Pour éviter cet inconvénient, les calculateurs modernes de
grande puissance ont une structure plus complexe, avec des
organes d’entrée et de sortie pourvus de registres (appelés
mémoires-tampons) et ayant une certaine autonomie, de
fagon que les parties électroniques rapides puissent initier
le départ des opérations mécaniques d’entrée-sortie, puis se
remettre a calculer pendant que ces opérations se déroulent.

Notons avant d’en terminer avec les anciens calculateurs
a programme enregistré une caractéristique qu’ils ont en
commun avec les calculateurs plus modernes et qui découle
de la banalisation de la mémoire ; c’est que, du fait que
tant les instructions que les données sont dans la méme
mémoire (banalisation de la mémoire), chaque instruction
s’effectue en deux temps :

— cycle instruction, pendant lequel I'instruction suivante
a effectuer (connue grace a un compteur de programme qui
avance d’une unité a chaque instruction et rend compte de
I'état d’avancement du programme) est prélevée dans la
mémoire a I'adresse indiquée par le compteur de programme ;
cette instruction remplit un mot dont la premiére moitié
représente l'opération a effectuer, la deuxiéme partie
I’adresse ou la donnée & traiter se trouve,

— cycle opération, pendant lequel le mot opération est
décodé, sa premiére partie positionne les circuits de com-
mande de l'organe arithmétique, et la deuxiéme partie les
circuits de sélection d’adresse de la mémoire; le mot a
Lraiter est alors introduit de la mémoire dans I'organe arith-
métique (ou I'inverse selon 'opération & effectuer) et opé-
ration arithmétique, s’il y en a une, est effectuce.

Puis, le compteur de programme avance d’une unité, et
ainsi de suite.

Mentionnons que cette séquence peut étre plus compliquée,
en particulier dans les machines utilisant la technique de la
microprogrammation, ol une instruction est en fait traduite
par les circuits de contréle en une séquence d’opérations a
effectuer sous le contréle d’une mémoire spécialisce.

Organisation d’un ordinateur moderne: I’IBM 7090

A titre d’exemple de la structure d'un calculateur
moderne et de la maniére dont il effectuerait 1'opéra-
tion 7 4 5 =12, nous allons décrire rapidement le
7090. C’est un grand calculateur scientifique, dont I'or-
ganisation schématisée (fig. 4) est la suivante: il y a
trois « parties » : la mémoire, la partie arithmétique et
de programme, et le canal d’entrée-sortie, qui com-
muniquent par un multiplexeur, qui est un organe
purement passif permettant seulement d’assurer qu’a
un instant donné deux et deux seulement des trois par-
ties précédentes communiquent entre elles ; en fait le




c) Le canal d’entrée-sortie. Ce

/ST T T T T T T T T T T TN . Ty
( Testens @ 3\ car_la} peut llre ou écrire en une
) o R — ——=—x | cartes | unité dentr(?e ou de sortie; il
( ﬁ | | peut étre reli¢ a 10 dérouleurs de
Registre Registrads | | | | bandes magnétiques, un lecteur
| Progrt'amme Aonnde l | | de cartes, une 1mpr1mante, efic:
| (10 bi (36 bits) | |L Unit$ de I Contedla J | Il peut & un instant donné sélec-
| AN | | contréle | tionner une de ces unités ety lire
| €& | | ou y écrire, mais ne peut pas lire
I | ou écrire sur deux unités simul-
% D I | Reginbre do | lanéme'nt.‘ Il’contient a cet effet
ition- | données un registre d’un mot contenant
| neur pa- | | (36 bits) l la donnée a lire ou écrire, un
| rallele | | | registre d’adresse contenant l’a-
| | | | dresse dans la mémoire d’ou
I | | | vient ce mot (ou bien ou il doit
Accumulateur | | aller), un compteur de mots qui
| (37 vits) | | | | recoit le total du nombre de
| | Prareic] ' mots a entrer ou a sortir lors
| | Iplexeus } ! I 1 | d’une opération d’entrée ou de
| l: ] | Compteur Compteur Registre l sortie et \Yv'éri'ﬁe ainsi par comp-
_ | | d'adresse de mots opératio tage que l'opération est bien ter-
| Compteur Registre \ 15 bits 15 bits 3 bits | J minée, et un registre opération
| de Aladressq | e % qui contient la description de
L proramne (15 i ts) J T'opération a effectuer.
« L5 bits) S Décrivons maintenant la facon dont se déroulerait I'opé-
ST ration A - B = C, dans les mémes conditions que précé-
demment, c’est-a-dire A et B étant perforés sur carte, et C
P R 4 imprimer ; on supposera de méme que les instructions du
| | Registre de dond | programme sont déja dans la machine.
| | nées de la mé- || La séquence des opérations & effectuer est la méme que
| Lmoire (36 bits) | dans le cas du calculateur classique décrit précédemment,
[ mais avec la différence qu’a chaque étape, seule une des
l | «parties » du 7090 est impliquée, sauf a de tres brefs ins-
| sine | tants, de c!urée él’ectromque et non plus mécanique, ot un
| | mot est échangé entre d_eux parties. Nous décrirons en
. o | détail le début de 'opération, la suite étant du méme type
Fig. 4. — Organisation l et le tout étant trop long a décrire.
simplifice de l'ordina- | ! | o .
teur IBM 7090. | [Registre a'a- || Premiére instruction : Il faut au départ démarrer I'en-
|| asesse - va | semble du processus ; a cette fin, on appuie sur le bouton
| Lnémoire(15 bits)] | «Départ» du pupitre du calculateur, le programme com-
- K ./ mence alors a la premiére instruction dont le numéro d’ordre
00000, est contenu dans le compteur de programme ; cette
adresse est envoyée dans le registre adresse de la partie de

7090 est «extensible» et peut avoir en plus de la
mémoire et la partie arithmétique-programme, plusieurs
(jusqu'a 6) canaux d’entrée-sortie ; chacune de ces
« parties » a icl une autonomie beaucoup plus grande
que dans le calculateur classique décrit précédemment
et a en particulier un registre qui contient le mot qui
vient d’entrer dans cette partie ou qui va en sortir, et
quon appellera registre de données.

a) La mémoire. C'est une mémoire & ferrites, comportant
32768 (= 2%) mots de 36 bits. La durée du cycle mémoire
(temps nécessaire pour écrire un mot dans la mémoire ou de
le live) est de 2,18 us ; cette durée est égale au temps de mot
du fait que le mot entre ou sort en parallele de la mémoire.
La mémoire a un registre d’un mot contenant le mot &
écrire ou qui vient d’y étre lu, et un registre de 15 bits
contenant l'adresse de ce mot.

b) La partie arithmétique et de programme, ou partic de
traitement. La machine a prés de 200 «codes opérations»
permettant d’effectuer des opérations arithmétiques, des
opérations logiques (intersection, etc.), des tests, des sauts
de programme, etc. L’arithmétique se fait en parallele, avee
des registres (tels que I'accumulateur et le multiplicateur-
quotient) contenant les_opérations et les résultats partiels ;
les nombres contenus dans ces registres sont manipulés par
un addeur sous le contréle .du programme. Cette partie
contient donc aussi un registre programme contenant le
code de I'opération en cours, un registre de donnée conte-
nant le mot qui vient d’y entrer ou qui va en sortir, un
compteur de programme qui comple les instructions el tient
I'état de I'avancement du programme (il peut sauter lors
de branchements), et un registre d’adresse qui contient
Iadresse de mémoire relative a U'opération en cours. A titre
d’exemple mentionnons que le temps nécessaire pour
effectuer une opération d’addition est de 2 cycles mémoire,
soit 4,4 ps.

traitement et dans celui de la partie mémoire. A l'adresse
00000 se trouve la premiére instruction a exécuter, qui va
dans le registre de données de la mémoire, puis dans celui
de la partie de traitement. La partie opération va dans le
registre programme de la partie de traitement.

Cette premiére instruction a pour but de sélectionner le
lecteur désiré sur le canal d’entrée-sortie ; la partie opéra-
tion indique donc qu’une instruction de sélection de lecture
est & elfectuer, et le registre de donnée de la partie de traite-
ment contient I'identification du canal et du lecteur choisi.
En réponse, si le lecteur est prét a fonctionner, le canal rend
compte de la sélection.

Pendant ce temps le compteur de programme, ayant
rempli son role, s’est positionné sur 00001 pour 'instruction
suivante.

Deuxiéme instruction : Le compteur de programme étant
200001, la partie traitement demande un mot de la mémoire,
et le contenu de la mémoire 00001 va, de la méme maniere
que précédemment, au registre de donnée de cette partie
et & son registre programme.

[’instruction contient dans sa partie opération l'indica-
tion que les registres du canal doivent étre remis & zéro et
qu'un ordre doit y étre envoyé. La partie de traitement a
I’adresse de cet ordre dans son registre de donnée, cette
adresse va done aux registres d’adresse de la partie traite-
ment et de la mémoire ; au méme moment le registre pro-
gramme est décodé, ce qui exécute l'instruction et envoie
le mot & l'adresse indiquée vers le canal; le canal regoit
done la partie opération du mot, et la partie de comptage
va dans le compteur de mot et I'adresse dans la partie
adresse.

Ete., ete.

Ce fonctionnement est donc assez compliqué, mais il
faut noter que :

— A chaque moment, tout I'ordinateur n’est pas mis
en jeu; on peut donc imbriquer les opérations consé-
cutives d’'un programme de telle sorte que pendant les
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opérations lentes telles qu’entrée-sortie se déroulent en
paralléle des caleuls, le canal d’entrée-sortie et la partie
traitement se partageant alternativement I'acces a la
mémoire.

— Du point de vue de P'utilisateur, seule la séquence
des instructions est a connaitre, mais non le fonctionne-
ment détaillé déerit précédemment ; ainsi le programme,
pour effectuer A 4 B = C comprendrait 12 instruc-
tions dans le « langage » de la machine, c’est-a-dire que
le programmeur aurait a éerire une séquence de 12 mots
de 36 bits, chaque mot déerivant une des instructions
(opération & effectuer et adresse mise en jeu).

Cet effort de programmation a d’ailleurs été simplifié
par lintroduction de langages symboliques: le pro-
grammeur écrit une séquence trés courte d’instructions
globales, qui sont traduites par un programme spécial
en instructions détaillées en « langage machine ». Dans
le cas du 7090 par exemple, le programme d’interpré-
tation FORTRAN a été mis au point ; de cette maniére,
le programmeur n’a plus qu’a écrire un nombre res-
treint d’instructions sous une forme se rapprochant du
langage usuel ; ainsi dans I'exemple précédent, le pro-
gramme serait écrit de la facon suivante :

.LIRE 1, A/B
IMPRIMER 1, C
1 MODELE (I4) (cette instruction donne le

format des nombres entrés et sortis).

Evolution future des calculateurs électroniques

En extrapolant 1'évolution actuelle de ces machines,
on peut déceler les grandes lignes de 1'évolution future
des calculateurs; ce sont :

1. La tendance a l'augmentation de puissance des
calculateurs continuera ; ceci est lié a 'accroissement
des besoins des marchés traditionnels des calculateurs
(caleul scientifique et traitement de la gestion) ainsi
qu’a leur introduction dans de nouveaux domaines (tels
que le controle des processus industriels). Cette augmen-
tation de puissance se traduira par un accroissement
tant de la capacité de mémoire que de la vitesse des
circuits logiques et de calcul. Les calculateurs de
grosses dimensions auront toujours sur les petits calcu-
lateurs avantage d’un meilleur rapport performance/
prix, et ce facteur contribuera & cette évolution, la
situation étant voisine de celle des centrales électriques.

2. Un autre trait commun avec l'évolution de
I'électrotechnique est que ces calculateurs seront de plus
en plus interconnectés, soit sur place, soit plus souvent
4 distance ; on assistera ainsi progressivement a la mise
en place de véritables réseaux de calculateurs. Cette
évolution apparait encore un peu lente, mais elle com-
mence néanmoins a se faire jour. De méme les unités
d’entrée-sortie d’un calculateur pourront parfois se
trouver a grande distance de ce calculateur, comme il
apparait dans les systémes de réservation de places
d’avion.

3. Un autre phénomene est I'accroissement de la
complexité de la structure des calculateurs. Cette
structure est influencée par deux facteurs :

a) Le coit relatif logique[mémoire

Dans les machines a relais un élément de mémoire
cofitait aussi cher ou méme plus qu’un élément logique ;
elles avaient donc une structure assez paralléle, avec
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plusieurs opérations arthmétiques se déroulant simulta-
nément. Par contre avec I'avénement de 1'électronique
et des technologies telles que les mémoires a tambour
puis a ferrite, le cotit d’un élément de mémoire devenait
bien plus faible que celui d’un élément logique (il est
tres difficile de donner des ordres de grandeurs, ces
chiffres variant beaucoup selon les technologies et les
vitesses, mais on peut dire trés grossiérement que le
coit d’un élément de mémoire est de I'ordre du franc
suisse, celui d’un élément logique une trentaine de fois
plus grand). Cela a conduit naturellement & des machines
de structure plus séquentielle, ou I'organe de traite-
ment ne fait qu’une chose a la fois et remet chaque fois
en mémoire les résultats de ses opérations. L’expression
la plus idéale de cette tendance, jamais réalisée prati-
quement car impraticable, est la machine de Turing.

On peut estimer que dans les dix années a venir, ces
cotts diminueront dans des proportions treés appré-
ciables (de plus de dix fois) ; si leur rapport reste cons-
tant, ce facteur ne contribuera pas a 'évolution des
calculateurs, mais si des technologies nouvelles (telles
que les cryotrons) rendaient les éléments logiques aussi
bon marché que ceux de mémoire, cela contribuerait a
rendre les calculateurs plus paralléles qu’ils ne le sont
aujourd’hui.

b) L’importance des opérations d’entrée-sortie

Ce facteur tend & augmenter de plus en plus au fur et
a mesure des progrés de l'automatisation. Au début,
les calculateurs ne furent congus que pour automatiser
les opérations de calcul (d’ou leur nom), mais de plus
en plus on tend & vouloir automatiser tout I'ensemble
d’un processus industriel ou de gestion ; dans ces condi-
tions, le role principal du calculateur devient bien plus
de controler la circulation de I'information (a la maniére
d’un standard téléphonique) que de calculer au sens
propre du terme ; ce facteur contribuera a accentuer la
complexité des calculateurs par la multiplication des
organes d’entrée-sortie et la nécessité de les coordonner.
Notons en passant que 'IBM a choisi le mot « ordina-
teur » pour ses calculateurs en partie a cause de ce fait,

4. Le colt des calculateurs baissant, le coit du
travail humain nécessaire, soit pour les entretenir en
état de marche, soit pour rédiger les programmes néces-
saires, devra de plus en plus étre réduit pour ne pas
constituer le goulot d’étranglement de l'utilisation des
calculateurs. On tendra donc (méme si d’un point de
vue purement technique on aboutit & un fonctionne-
ment moins ellicace de la sorte) & utiliser de plus en
plus des langages symboliques (FORTRAN, ALGOL,
COBOL, etc.) et des détections automatiques de pannes.
Le calculateur évoluant vers quelque chose de plus en
plus «intelligent » sera capable de détecter ses propres
pannes, d’interpréter un code voisin du langage des
mathématiques, voire méme des graphismes manuels.
Soulignons cependant qu'il s’agit toujours de machines
déterministes, qui ne donnent ces résultats que parce
qu'un cerveau humain leur aura préalablement donné
des instructions leur permettant de calculer, de s’adap-
ter aux circonstances, ete. Elles ne « pensent » done pas
au sens propre du terme, puisqu’elles ne sont capables
d’émettre que des jugements analytiques par un
ensemble d’algorithmes qu’on leur aura «soufllés ». Les
«machines qui pensent» relévent plus de la science-
fiction que de la technique, et il est peu probable d'en
voir se substituer complétement au cerveau humain
dans un avenir prévisible.
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