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SUMMARY

The paper is intended to describe the method for automatic acquisition of knowledge by way of a neu-
ral network to be applied in the economic evaluation of railway construction or upgrading projects.
Based on the features of knowledge structure and knowledge system in the field of engineering eco-
nomics, the necessary analysis and modification of a typical neural network model, with regard to the
structure and algorithm are carried out, leading to a package of networks and algorithm suitable for
engineering economic analysis. This paper also describes in depth the new type expert system which
combines the neural networks with the expert system in this regard.

RESUME

L'article propose une méthode d'auto-apprentissage des connaissances par le biais d'un réseau neu-
ronal, développé pour les calculs de rentabilité dans les projets de construction ou de modernisation de
chemins de fer. A partir des caractéristiques de structures et de systémes de connaissances dans le
domaine de la rentabilité, un réseau neuronal typique est analysé et modifié tant en structure qu'en al-
gorithme, jusqu'a faire apparaitre un progiciel de réseaux et d'algorithmes pouvant étre appliqué dans
les calculs de rentabilité. Les auteurs décrivent en outre un nouveau systeme expert dans lequel les
réseaux neuronaux ci-dessus ont été mis en application.

ZUSAMMENFASSUNG ‘

Es wird eine Methode des selbsttitigen Lernens in einem neuronalen Netzwerk vorgestellt, die fir
Wirtschaftlichkeitsberechnungen von Eisenbahnprojekten entwickelt wurde. Aufgrund von Struktur-
und Systemmerkmalen des ingenieur-6konomischen Wissens wird ein typisches neuronales Netzwerk
hinsichtlich Struktur und Algorithmus analysiert und modifiziert, bis ein Paket zum Einsatz bei
Wirtschaftlichkeitsberechnungen entsteht. Der Beitrag beschreibt ferner ein Expertensystem, in das
solche neuronalen Netzwerke implementiert wurden.
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1. INTRODUCTION

Economic evaluation is the essential factor in the overall assessment of a railway construction pro-
ject. It involves not only the quantitative computation but also qualitative experience. For the latter
case, it is rather difficult to describe by direct use of a mathematic model. But anexpert system can
fulfil the task of both, i. e. to carry out the qualitative analysis based on the experience of the expert
and the quantitative computation through the procedural knowledge, which can be best suited to the
economic evaluation.

There are many evaluation methods available for the economic evalualtion of the railway construc-
tion projects. The diversification of the methods often leads to a lot of troubles to the summing—up
of the experience of the experts as well as the review of the laws [1].

Neural network is a functional structure of wide applications. It can simulate systems with very com-
plicated properties. By using computer as a means to substitute manual labor and based on standard
algorithms, it can summarize and acquire the necessary knowledge and laws through the immense ex-
isting samples [ 2]. The combination of neural network with expert system for the economic evalu-
tion of railway construction projects can play a great role in the simplification of the system reasoning
mechanism and the constant updatiang of the knowledge base.

2. ANALYSIS OF DOMAIN KNOWLEDGE STRUCTURE [ 2]

Presently there are available many types of neural network. Only careful analysis is made to the
various neural networks, can a suitable neural network model be selected.

2. 1 Classification of domain knowledge

The domain knowledge can be classified into the following according to the system processing meth-
ods H

2. 1. 1 procedural knowledge

This kind of knowledge generally involves certain defination formulars, theorectical equations or em-
perical formulars. It is represented by procedure or functions in the programs.

2. 1. 2 Reasoning expert experience knowledge

It is the typical type of expert experience knowledge. It is represented generally by the way of ”
IF... THEN...”

2. 1. 3 Evaluation type expert experience knowledge

This type of knowledge is generally based on a set of evaluation criteria with the support of the expett
experience for the selection of the most suitable conclusion. Different from the previous one, it is
rather by refering to the existing evaluation samples or the results of analysis through certain mathe-
matic methods than the direct acquisition from the experts for the summing—up, analysis and con-

clusion.
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2. 2 System structure of domain knowledge

And the economic evaluation of a railway construction project must be based on the objective facts as
well as the objective environment to determine the input and output of the project. Then a series of e-
valuation criteria is obtained accordingly, by which the final evaluation conclusion is drawn.

It is seen that we can draw such a conciusion; The domain knowledge structure for the economic e-
valuation of the railway construction projects is that of a hieracy structure, which can be shown in

Fig- 1.

1. Evalnation conclnsion

2. Lmmediate construction

3. Postponement not necessary

4. Rate of discount in dynamic recovery
5. Cash in flow

6. Calculation period

7. Cash out flow

8. Present value of investment

3. IMPROVED B—P MODEL FOR ECONOMIC EVALUATION

In view of the above mentioned domain knowledge structure, we selected a similarly — structured
neural network, i.e. the B—P (Back—Propagation) Model and made certain necessary modifica-

tions accordingly so as to best suit the actual conditions.

3. 1 The B—P Model is a multi—hieracy network structure [3][4][5][6]-

Output layer

Hidden layer

Input layet

Fig. 2 Fig. 3

Perfect unidirectional connection is done between adjacent layers (Fig. 2). It has input and output
nodes as well as hidden nodes. The input value has to be transmitted to the hidden nodes first for pro-
cessing through the activation function and then the output information is further transmiteted to the
next hidden nodes layer by layer until to the output nodes. (The hidden nodes probably consist of
more than one layer. ) The output value is formed at the output nodes. The activation function se-
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lected for the various nodes are shown by the S—functions in Fig. 3.

1
1+-exp(—x)

The learning process of a network is that in which the error is reduced while back—propagating. The
error function for the Pth sample is shown as follows,

fi(x)=

E,=1/22) (ty—0,)?

where tpi, Opj are respectively the expected output and the actual output for the Pth sample. The
purpose of the weight correction is to reduce the error function. Therefore we selected the gradient
descent method of the optimization theory so as to reduce the weight value of the network in the di-
rection of Ep gradient.

APW;{OO%':

The computation for the weight correction is shown as follows;,

APW; =n&,;0,; When Opj is 2 hidden node, 3,;=f; (nety;) E(\,RWR,-
And when Opj is a output node, &;="*f(net,;) (t,;;—Oy;)

For the above equations, Wii is the weigh value for connection between the ith node and the jth node

of the upper layer. Opj is the output of the jth node, in which net,;= EWﬁOﬂ is the information
sum received at the jth node, §,; is the output error at the jth node, and n>0 is the gain.

For this type of models, due to the existence of the hidden nodes which are equilavent to the intro-
duction of immense adjustable parameters in the model, the capability and flexibility of the model is
greatly enhanced. The following theorem is developed.

If the hidden nodes could be set up arbitrarily, then the network with the three—layer S—function
may approximate to continuous arbitrary functions for any accuracy[5].

From the above mentioned, it can be seen that the B—P Model can satisfy the knowledge structure
shown in Fig. 1 in general. However necessary modifications are required.

3. 2 Modification of B—P model[ 7][87][9]

3. 2. 1 Modification of the network structure

a. In the B—P Model as shown in Fig. 2, the unidirectional perfect connection is done between ad-
jacent layers, but some are not neccessary at all and can be deleted completely according to the ac-
tural conditions in its application in the economic evaluation.

b. There are many types of input values for the initial samples. If all the values are included into
one neural network it would increase the complexity and also reduce the learning speed of the neural
network and it would lead to difficult conclusion of the evalutions. Therefore, the neural network
should be structured properly, the training, conducted separately, and the outcome information,
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plications.

¢. The number of hidden nodes can be adjusted for the above mentioned various neural netwotk in
case of need and it is not necessary to set up hidden node layers for linear problems{8 ].

As mentioned above, the theorem can ensure that the three layer B——P Model can simulate the arbi-
trary continuous functions.but as a matter of fact. it is rather difficult to accurately conduct the com-
putation simulation due to the built—in shortcomings. Hence, in this system, the B—P Model is not
intended to represent the various procedural knowledge but instead, it is used to represent the reason-
ing expert experience knowledge and in particular the evaluation type expert expeﬂenoe knowledge.
This is more practical and realistic for the increasing of the operational efficiency of the system.

3. 2. 2 Improvements of the algorithm of the B—P Model

a. In the knowledge network for economic evaluation, there are not only data input nodes but also
status input nodes. For the latter case, the status has to be quantified first, i. e. to represent differ-
ent status by corresponding quantities.

b. It can be seen that the sensitivity area of changes for activation function and its derivative is
rather small and is only in [ —4,4] as shown in Fig. 4. Therefore, the sample value should be lo-
cated in this area as far as possible so as to better adjust the weight valaue (for sample of faster
changes, this area can be reduced).

i) i =3 —2, =l 1 -2 3 4 5 & X

Fig. 4

Assuming that there are L. given samples, X}, i=1,2..., L, R=1,2..., the following conver-
"sion for X should be conducted,
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_ 8(XF—b)

R
¥ a-—b

—4 Where a=max{xf}, bo=min{x}}

By this way the input value of the sample is compressed to the area of [—4,4].

For the output value of the network, a threshold of 0<8<C1 should be selected so as to keep the out-
put value being 1 when f,(X) =20 or zero.

In view of the above mentioned statement, the algorithnm of the improved B-—P Model is shown in
Fig. 5.

4. COMBINATION OF NEURAL NETWORK WITH EXPERT SYSTEM[11], [12], [13]

Since the neural network possesses strong knowledge acquisition capabilities and system simulation
functions, there have developed quite several expert systems structured by neural network. Howev-
er, it is the author’s view that these systems are mere traditional expert system represented in the
form of neural network hence bringing forth some certain problems in actual applications.

a. The interpretation function of the system is rather weak and it is suitable only for certain training
samples and lacks representativity in many cases.

b. Due to the inadequecy of the training samples the system sometimes can not solve the desired
problems or it will generate more than one conclusions.

c. It might cause the complete abortion of the existing expert system and, in particlular, the valuable
knowledge base.

The above mentioned three problems, especially the first two, have been solved satisfactorily by us-
ing the traditional expert system. But on the other hand, it is difficult for the traditional expert sys-
tem to realize the automatic acquisition of knowledge and parallel processing. However, these short-
comings can be well coped with by the neural network. A proper artificial intellegent system should
be a traditional expert system to be combined with the neural network. This newly—formed artificial
intellegent system should be composed of and structured as shown in Fig. 6.

The traditional expert system is explained in [12].

In the neural network system, the Neural Network Knowledge Base (NNKB) is actually a set of im-
proved B—P neural network Models, which is constantly updating with the running of the system.
The neural network is trained in the training module by using the samples and the improved B—P al-
gorithm. The solver is used to get the conclusions through the use of knowledge base and the inputs as
well as the working method of the B—P Model. The verification module is used to verify the reason-
ability of the conclusions.

This new type of intellegent system is design to operat in such a way that each issue must go first to
the neural network for solutions. The outputs might be in one of the following three patterns,

1. Only one output from the output node is greater than the limit value. In this case, the system will
interprete and output the conclusion.
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2. Several outputs from the output node are greater than the limit value. In this case, all the outputs
can be treated as candidates for conclusions and then the inference method is used for deriving the fi-
nal conclusion.

3. No ocutput from the output mode is greater than the Limit value, In this case, only the traditional
expert system is to be used.

For the second and the third cases, the outputs and conclusions obtained should be used as new sam-
ples to be inputed to the system after they are verified so as to train the neural network. This will
lead to further enhancement of the functional capabilities of the neural network.

FRADITIONAL EXPERT SYSTEM  NEURAL NETWORDS SYSTEM

Acquisition
of knowledge‘

Neural networks
.training moudle

Reasoning -
mechane
) networks
knowledge
) base

Output Verificatiofi User
moulde’

T - Retional ?

User Lt

Fig. 6

The appolication of the neural network in engineering evaluation is just beginning. It has offered a
new means to solve certain pending problems in our economic evaluation of railway construction pro-
jects.
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