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An Integrated Computer Programme for Cost-Time Trade-Off Curves

Un programme informatique intégré pour le calcul
des fonctions colt-temps

Ein integriertes Computer-Programm fir die Berechnung
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midis is now Professor at
the National Technical Uni-
versity of Athens and direc-
tor of the Dep. for Construc-
tion Project Management.

Ch. EPHREMIDIS

Prof. Dr.
National Technical University
Athens, Greece

SUMMARY

The purpose of this paper is to present a new integrated computer programme which calculates
the time-cost trade-off curves starting with the basic calculations of the project network and
covering all optimization procedures, without additional intermediate input. The optimization
procedure is based on a simplified simplex algorithm using lower and upper bounds for the
activity durations in order to extend program capacity and to reduce execution time. The
programme, which can run on every PC using DOS facilities, has been already tested on real
cases with up to 150 activities and 100 paths.

RESUME

Cet article présente un nouveau programme informatique intégré, qui calcule les fonctions colt-
temps en partant de calculs de base PERT, et couvrant toutes les procédures d'optimalisation,
sans mise en mémoire intermédiaire de données supplémentaires. La procédure d'optimalisation
se base sur un algorithme Simplex simplifié, utilisant des limites inférieures et supérieures pour la
durée des activités dans le but d'étendre la capacité du programme et de réduire le temps
d’exécution. Le programme, qui peut étre mis en service sur chaque ordinateur personnel avec
systéme DOS, a déja été testé sur des cas réels avec jusqu’'a 150 activités et 100 chemins.

ZUSAMMENFASSUNG

Zweck der vorliegenden Arbeit ist die Prasentation eines integrierten Computer-Programmes,
welches die optimalen Werte der Kosten-Zeit-Funktionen berechnet, und zwar ausgehend von
der anfanglichen Netzwerkplanung bis zur Ausarbeitung aller Optimierungsprozesse ohne
Zwischenspeicherung von zuséatzlichen Daten. Das Optimierungsverfahren stitzt sich auf einen
vereinfachten Simplex-Algorhythmus, welcher untere und obere Grenzen fir die Vorgangsdauer
benutzt. Der Algorhythmus vergréssert die Rechen-Kapazitdt und verringert gleichzeitig die
Rechenzeit. Das Programm, welches auf PC mit DOS-System lauft, wurde bereits mit Erfolg auf
Projekten mit 150 Vorgéngen und 100 Wegen verwendet.
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1. Indroduction

One of the main goals of project planning is the optimization of
the project duration giving the best time to finish the project

to the minimum possible cost. Due to the increase of project vo-
lume as well as many other unexpected factors, which affect nega-
tively the project duration time and project cost, the optimization
technique of the cost-time curves, derived from the network analy-
sis, is today an essential assistance and a powerful tool towards
the reduction of project cost through quantitative procedures, that
is through objective functions, which lead to exact optimal results.
Micro-Computers, which can be easily installed on every site, have
increased the significance of the optimization procedures on the
improvement of productivity in the construction industry.

The problem of minimizing project direct cost for a given project
duration and the total project cost, taking into account the indi-
rect cost, for a variable project duration, as it arises today in
practice, can be formulated in the following three ways:

a) For a given project the initial planning is carried out through
a network analysis based on normal activity time estimates. The
cost control process during project implementation, which is reali-
sed with the cumulative Budget S-Curve derived from the network
analysis, gives quantitative indications whether the project is
running according to schedule or not. In most cases, due to factors
which will not be discussed in this paper, the project is running
off schedule as to time delay and cost overrun. The contractor in
this case has to bring the project back as near as possible to the
anticipated values and to the minimum increase of the project di-
rect cost. An optimization procedure must be develcoped in this ca-
se.

b) Another interesting problem appears when the customer wishes to
reduce the initial project complection time, due to a recalculation
and/or reconsideration of the feasibility factors affecting the pro-
ject. This must be done also to the minimum possible cost increase.

c) A third formulation of the cost optimization problem, especially
in public works or projects which are financed by the goverment, is
the need to present sufficient cost data based on objective calcula-
tions in order to justify additional payments. The time-cost trade-
off procedure to determine additional cost when project duration ti-
me reduction is desired is accepted to day by the authorities as a
leaglly sound method.

This demand of the construction industry puts the argument for a mo-
re reliable procedure to manage cost-time problems, that must also
be easily comprehensible and applicable by the user, even by the non
specialist one.

The integrated computer program, which is presented in this paper,
is one more attempt to this direction: to give the user a computer-
aided, quick, exact and easy to apply method to calculate the opti-
mum values of the direct cost-time curve as well as the optimum ti-
me to finish a project corresponding to the minimum total project
cost.

2. Development of the algorithm

It is assumed that the activity time-cost trade-off points lie on a
continuous linear decreasing curve as shown in Fig.1. The case of a
piece-wise linear decreasing curve on convex shape is an extension
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of the former assumption and can also

be handled by the program.

This case will be examined in a separate paper.

The objective function of the direct cost is formulated as follows:

n n
CD=2 CNj+2¢Z
j =1 j =1
subject to:
n
T A (i,j) x Tvi£ TP
j=1
and Tmj £ Tvj £ TNJ
Activily
direct
cost
Ccj
Crash #
Cost
Actual Cost Curve
COStdl Acceleration Cost
ch
Tmj L Ty Activity
Crash time v Normal time d'-_"’dflan
time

Fig.1. Activity cost-time curve is
assumed to be a continuous
linear decreasing curve. The
algorithm and the present
computer program is based on
this assumption.

The linear model (I) is equivalent to:

n
z CAj x Tvj —= Max
j=1

Subject to:
n
z A (i,j) x Tvy = TP i =
J=1

and
Tmj £ Tvj £ TNj

or after the substitutions:
O £Tvj - Tmj £ TNj - Tmj
Tvj - Tmj
Rj = TNj - Tmj
The new linear model becomes:
n
z
j=1
Subject to:
n

CAj x Xj-»Max

n

T A (i,3) x Xj £ T — ¢ A(i,j) x Tmj

J=1 j=1
and 0 £ Xj%< Rj

(TNj-Tvj) x CAj —= Min

(1)

i=1tom (2) I
(3)

where:

CD = Direct project cost for
the disired project ti-
me TP which has to be
minimized.

CNj= Normal cost of activity
j for the normal duration
time TNj.

Tvj= Decision variable of time
for activity j.

CAj= Acceleration cost of
activity j.

A(i,j) = Coefficient of acti-
vity j which can be equal
to 1 or 0, "i" is the
number of path, "j" the
number of activity.

TP = Project duration time.

Tmj and TNj = Lower and upper
bounds of variable Tvj.

TNj= Normal activity duration
time = activity upper
bound.

(17) (17")

1 tom (27) II
(37)
i=1tom III
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Thus, the model maximises the savings against the crash cost sub-

ject to the conditions that

a) the sum of the activity durations on any network path is less
than or equal to the project duration.

b) the duration of each activity is between crash and normal time.

3. Final optimality. Minimizing total project cost.

The total project cost-time curve is given by the function:
CT = CDo + G X TP—»Min

pt
where:
G = Indirect project cost = expenses or other money values
per time unit.
TP = The considered project time.
The CTMin - Value, calculated by the program, is the minimum total
cost for the considered time TP to finish the project. Finally,

through a common graphic assistance such as IBM or Lotus, the pro-
gram prints the cost-time curves in order to give a comprehensive
control view of the optimization problem as a whole.

4. The computer program

The computer program is based on the normal technique of the acti-
vity on arrow networks and on a condensed linear programming model
using lower and upper-bounded variables for the activity duration
times. The program is written in BASICA-language and can be run in
a Micro-Computer (PC-IBM or any other compatible computer using DOS
facilities).

The project planning program can handle projects with up to 550 ac-
tivities, may be more depending on the number of nodes of the net-
work, which affect the computer memory available. If optimization

of project cost and of the corresponding activity time chart is de-
sired, then the capacity of the program is reduced normally to 150
activities, this value depending again on the total number of paths
in the network. This means that if a project has many parallel in-
terconnected paths then the number of activities is reduced so that
the product activities x paths does not exceed the limit of approxi-
mately 14000.

5. Analysis of the computer program

5.1. Main program

The main program is a computer aided network analysis which gives
the following project data:

a) Table of activity duration times with code number, description,
earliest start and finish, latest finish and start, total and
free float (Fig.2 and 3).

b) Bar chart schedule of activities with indication of critical
path and free float (Fig.4).

¢) Table of nodes with time data, which enables the user to develop
drawings of the network (Fig.5).

d) Project cost control based on a cumulative standart S-Curve
(budget curve) with a print-out of time and cost control (Fig.6).
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The input data required for this program are:

The activity duration time, which is defined as normal activity
time.

The activity sequence in the network based simply on the node
numbers.

The code number and description.

The normal activity cost.

The charts and graphics issued by the program will be demonstrated
on the following example.

If project cost-control is not desired, then the program is linked
automatically to the optimization programs which follow.

5 9 P - .
3 o 5 - ) KAaloc 1 1= 2= 4= 7= 1= 7= 17
8 14 KAoalog 2 1= 2= g= 2= 3~ 15~ 17
2 | 13 KAadoc 3 1- 2- 4- 7- 11- 186
l KaaSoc 4 1- 2- 5- 8- 12- 17
FaaSoc S 1= D i Je Qe §3= 17T
1 . I 6 12 17 Kﬁugnq ; 1- 2~ 5- o= 12 ’
1 2 4 7 104 11 Kaadoc 7 1- 2- &- 10- 12-
FAalog B 1= 2= 4= 11-= 15= ¢
3 | 10 16 Faasoc 9 1- 2- &~ 1i- &
Y 15 KAoSog 10 1= T= 7= 10- iD= 17
Faadog 11 1= T= 7= 11= 15— 17
7. m KaaSog 12 1- I— 7— 1i- 16
4 116 G

Fig.2. A network presentation with 17 activities, 11 nodes and 12
paths to be used to demonstrate the optimization algorithm.

XEEEEAN X EXEXXE X R XXX KX KKK KX XX KRR X KRR KKK KX

b3 %

X FROJECT TIME AND COST FLANNING X

* Frooram ACRO-H.E+r. (Copyrioht Okt.1983%5) X

0K K 2K K K 0K K KK K K K K0 K K K K KR XORKOK KRR K KRR KRR KRR KX KK X% %

Number ot Activities: 17 Number of nodes: 11
FROJECT DURATION TIME: 72 DAY(S)

A/n o ACTIVITY ICRITIC: TIME | EARLST | EARLST | LATEST ! LATEST |FLOATS
i i i i TIME } TIME | TIME | TIME | Rt Rf
' i iDAY(S) | START | END i START 1 END i
AAAL ICRITIC! 2 H 0 ' 12 ! (o} : 12 HE 0] 0
<z AAAL TCRITIC: 10 i 12 ] z2 H 12 i 22 0 0
AAAT : 18 H 12 ' 20 ! 18 : 26 i b6 2
4 Dummv ! N i ad i 22 H 26 i 26 4 0
3 AARS : T8 : 22 : a0 H 20 H I3 1 8 s}
=) ARASL TCRITIC: 14 i 25 i 6 H PP i Y- e o]
7 AAA7 i i 10 i 22 i 2 i 26 ! 6 i 4 4
=] AARAYB ' i 12 i 0 i 42 i 44 H Si6 P14 8
9 AARAY i } 16 ! 0 H 46 i I8 ! o4 18 0
10 AAL1O i i 14 H = i 18] H 42 ! 56 6 (#]
11 AAll ‘CRITICH 12 i = H 48 ] ) 1 43 I 8]
12 AAl12 i i 8 ] S0 i bal=} i o6 | 64 b )
15 AALZE ] | 10 ! 44 i oh ! o54 | 54 i 8 8
14 AAL4 | i 12 ] 46 H o8 i &0 i 72 V14 14
15 AAlS ICRITIC! 16 ! 48 : 64 H 48 i o4 0 0
16 AAL6 H i 14 i 48 H &2 i S8 i P P10 10
17 AAl17 ‘CRITIC! 8 ! b4 i 2 : 64 : 72 0 0

Fig.3. Table of activity time data.
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Fig.4. Bar chart schedule with critical path and free floats.

ACTIVITY SEGUENCE AND NODE TIME DATA

ACTIVITY NODE 52 Fz Ro NODE 8z Fz Ro
START END
1 ) AAAL < 1 > 0 (8] 0 TR B < 2 b 12 12 [s)
2 ) ARAZ <2 » 12 12 (s} wemn>> {3 > 22 22 0
3 ) AAAZ £ 2 > 12 12 0 HMux>> < 4 > 26 22 4
4 ) Dummy < 3 = 22 22 (&} KRR F2> £ 4 > 26 22 4
S ) AARAS £ 3 > 22 TH 0 HuNuEr £ 85 3 8 30 8
6 ) AAASL < 3 » 22 22 (W) nene}>> < 6 x 36 36 (]
7 ) AAAT7 < 4 26 22 4 HMHuIE L6 36 6 [9)
8 ) AAASB <8 » 3B 0 8 Rungz>» £ 7 F Sé S0 )
9 ) ARA? <3 » 38 30 8 uunu»>» £ 8 > 54 45 8
10 J)AAl1D < b6 > 36 36 (0] KHRH PP £ 7 > Sé6 S0 &
11 JAAL1 < 6 > 36 36 Q LR B IS O > 48 48 Q
12 )AR12 < 7 > 86 S0 (=3 KMXX > € 10 » 64 64 0
13 )AALZ < 8 > 54 44 3 sstunxrx €10 > &4 &4 Q
14 )AAl4 < 8 » 5S4 46 8 HMXHHI> < 11 > 72 T2 0
15 YAALS £ 9 > 48 43 0 smwrr> < 10 > &4 &4 Q
16 )AALSL < 9 > 4B 48 O Huux»2> < 11 > 72 72 e}
17 YAAL17 < 10 > &4 &4 0 smmm>> £ 11 > 72 72 Q

Fig.5. Table of nodes with time data.

5.2. Identification of all paths with the corresponding activities
in the network.

Since the optimization of the cost-time curve is based on a linear
programming model it is necessary to identify all paths of the net-
work with the corresponding activities. This program is the basis
of the constraint matrix of the LP model (Fig.2,7).
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INITIAL FRODJECT DATA

Activity Lower Normal Acceler. Normal
limit time cost cost
1 AAAL & 12 25 200
2 AAAR2 5 10 30 200
3 AAA3 8 8 o} 350
4 Dummy (o] o} (o] 0
S AAAS 4 8 20 300
& AAAL 10 14 15 480
7 AAA7 10 10 (o] S00
8 AAAB 8 12 18 620
9 AARY 12 16 22 380
10 AA1O 12 14 30 450
11 AAL1L 8 12 25 800
12 AAl12 B8 8 (o] 400
13 AAL3 S 10 20 550
14 AAl14 7 12 30 850
15 AALS 10 16 i5 200
16 AAlS 12 14 22 350
17 AAL17 4 8 30 280
INDIRECT COST 5SS PER TIME UNIT TOTAL COST 7010

BUDGET S—CURVE

PRGJECT “EF1,/EF2"

8
7 xxwa
';-E'lf'?aﬁﬂ
l"r:;—
<} &
A gm
: x]
[a]
1 5 iy
+hg ]
&< jul
CB 4 I
33 S
e 4
= ) Hk'
E ==
= E
[ PPE,BK
4 PEEPHW
1 !:_,E;:rﬁ'C
Owlllllllllllll TrIrrT T 1171 TIrrr TTI 1T Trrio TTT TT T 71 1III-']iIHlI'|I
0 5 10 15 20 25 30 35 40 45 SC 55 @0 &5 70
TIME (Days) ———2>
o BUDGET S—CLURVE
CUONTROL DATE: 52 DAY (S)
CUMULATIVE PROJECT COST TO CONTRUL DATE: CA( 52 )= 5800 mMoney units
WURK. FERFORMED TU CONTROL DATE: CR( 32 )= 4120 mMmoney units
PROJECT COST ACCORDING SCHEDULE TU CONTROL DATE: CS( 52 )= 5389 Money units
COST INUREASE (o/0): 41 0/0
TIME DELAY: S DAY (S)
ESTIMATED NEW FINAL FROJECT COST: 9848 Money units INITIAL: 7010
COST INDEX: . 7103448
TIME INDEX: . 7650881

Fig.6. Initial project data, Cumulative S-Curve
cost control card for the 524 day.

and Corresponding
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OPTIMAL TIME SCHEDULE

PROJECT TIME: 48 MINIMUM DIRECT COST: 7663 TOTAL COST: 10305

Optimal time for Activities:

T1 T2 T3 T4 TS TS T7 T8 T® T 10 T 11 T 12 T 13 T 14 TI1S T 16 T17

& -] B8 (] 7 13 10 12 16 12 10 8 10 12 10 14 4

Fig.7. Print-out of the constraint matrixes (initial, first and
final) . Optimal time squedule for project due time TP=48
days (crash time).

5.3. Auxiliary program

The linear model is supplemented in this program with the additional
project data which are essential for the optimization procedure. The-
se are the lower limit of the activity time, defined as lower bound

(the upper bound or normal time has alreadv been inputed in the "Main

Program") , the acceleration cost for each actiivty and the normal
cost.
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5.4. Optimization algorithm

This is the last stage of the optimization procedure. The solution
of the LP-Model, which has been formed by the previous programs,
follows the normal simplex transformations supported by the method
of the lower and upper bounded variables in order to reduce the si-
ze of the constraint matrix to the number of paths and consequently
the computer calculation time.

For a given project time (Fig.8, project due time = 50) the program
gives the minimum direct cost, the total project cost for the same
time and the corresponding optimal time schedule for all activities.
The computation time needed for one time period for a project with
17 activities and 12 paths (Fig.2) after the data input is approxi-
mately 30 seconds (IBM-PC).

FROJECT TIME: SO MINIMUM DIRECT COST: 7320 TOTAL COST: 10270

Optimal time for activities:

1 2 3 4 S 1) 7 8 9 10
6 =} 8 [8) 8 12 10 12 16 14
11 12 13 14 1S 16 17

12 8 10 12 10 14 4
FROJECT TIME: Si1 MINIMUM DIRECT COST: 7490 TOTAL COST: 10295
Optimal time for activities:

1 2 5 4 5 & 7 8 Q 10
& & 8 0 8 2 10 12 16 14
11 12 1= 14 15 16 17

12 8 10 2 10 14 =1
FFROJECT TIME: 52 MINIMUM DIRECT COST: 7460 TOTAL COST: 10Z20
Optimal time for activities:

1 2 = 4 = =) 7 8 e 10
& 1=} 8 (9] a8 12 10 12 1& 14
i1 12 1= 14 LS 18 17

12 8 10 i2 10 14 =)

Fig.8. Optimal time schedule for intermediate project period time
TP=50, 51 and 52 days.

If it is required to compute the above mentioned data for all the
time periods between crash and normal project duration time with a
given time step (every subsequent time unit) then the program makes
all calculations and print-outs and gives the optimum time to finish
the project, the minimum direct cost and the minimum total cost for
the optimal time (Fig.9). Finally, if desired, it is very easy and
without additional effort to have a graphic representation of the
time-cost curves, both direct cost curve and total cost curve, using
a common graphic assistant, as shown in Fig.10 and 11.

The simplification in the algorithm refers:

a) to the elimination of the columns for the basic variables with
no danger of ambiguity arising.
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PROJECT TIME: 71 MINIMUM DIRECT COST: 7025 TOTAL COST: 10930

Optimal time for activities:

1 2 3 4 S & 7 8 9 10
12 10 8 0 8 13 10 12 16 14
11 12 13 14 15 16 17
12 8 10 12 16 14 8
PROJECT TIME: 72 MINIMUM DIRECT COST: 7010 TOTAL COST: 10970
Optimal time for activities:
1 2 3 4 S & 7 8 9 10
12 10 B8 [¢] 8 14 10 12 16 14
11 12 13 14 15 16 17
12 8 10 12 16 14 8

FINAL OFTIMALITY

———=>BEST TIME TO FINISH FROJECT S0
—===>MINIMUM DIRECT COST 7320
———=>MINIMUM TOTAL COST 10270

End of analysis

Fig.9. Full optimal time schedules with project total cost as a
function of completion time. Project normal time = 72 days.
Crash time = 48 days.
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Fig.10. A graphic representation of the optimal direct cost-time
curve from the crash to the normal project period time.
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Fig.11. A graphic representation of the optimal project total cost-

b)

c)

time curve.

to the use of lower and upper bounds for the time variables. This
reduces the number of constraints to the number of paths.

to a single pass data input in such a way that the user can mani-
pulate with the program without owing special knowledge.
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