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of the Federal Government of Canada granted me leave of absence and
financial aid, for which I am much obliged.

I am much indebted to Dr. P. Ihm of the Euratom Besearch Centre at
Ispra, Italy, whose invaluable help came at a moment when it was critically
needed, for allowing me to use his computer programs and for giving most
valuable advice.

I take pleasure in expressing many thanks to Dr. N.Sklov, Professor of
Statistics at the University of Saskatchewan and to Dr. D. Brown of the
Statistical Research Service of the Federal Department of Forestry at Ottawa
for their advice and the use of certain facilities.

I wish to thank Dr.C.G.Riley, recently retired Officer-in-Charge of the
Forest Pathology Laboratory at Saskatoon, for his valued support on
different occasions and for his editorial comments.

Further, I am happy to name Mr. H. H. Weegar who has most efficientiy
and faithfully assisted me during the different phases of the work over a

number of years and Mr. J. Chamberlain, who ably assisted with the field work
and whose intimate knowledge of the countryside surrounding Candle Lake
was of considerable benefit.

Also, I wish to express my appreciation to Mr. Siegl of the Geobotanical
Institute for his heip with the light measurements.

1 like to recall the enjoyable visits and discussions with Mr. Peter Meyer,
Chief Forester of Langenthal and with Mrs. Meyer.

Finally, I wish to express my very special thanks to Marguerite and Rein
Kuin for their wonderful hospitality extended to me during my stay in
Switzerland.
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Appendix I
Vegetation table, Swiss data

Vegetation unit

Plot number

I
1 2 3 6 12

II
7 11 13 14 15

III
4 5 8 9 10

Tree cover {"/o)

Shrub cover (?J)
Herb cover i%)
Mobs cover {"p)

85 70 75 75 50
VlO 3 20 2

60 30 35 25 40
bio 85 60 90 50

55 80 78 90 45
20 1(0 0 0 70
4o 20 i yio vio
55 90 80 95 70

75 80 80 80 85
1 13 0 0 0

2 15 yiOO 30 3

90 95 90 95 80

Trees
Abies alba
ricea abies
Fagus silvatica
Quercus robur

Shrubs (1 - 5 m)
Abies alba
Picea abies
Fagus silvatica

4 2 4 2 3

113 1
2 112 1

+ 1

+ + + +
2

1 +

2 + 3423 4 3 2 3

+
+

2 3 4

+ +

3^43513 12
+ l

+ 2
+
+

Differential species
H Vaccinium myrtillus

Abies alba (seedlings)
Picea abies (seedlings) '

M Hylocomium aplendens
Rhytidiadelphus trit^uetrus
Polytrichum formosum
Thuidium tamaxiscifolium

+ 1 +
+ + + +

+ 2 +
+ + +

+ 112 2
+ 4152+ 1111

3 2 1 + +
+ + 1 + +
+ + 1 + +
2 + 11 +
+ +
2 4 3 +
+ + 1 + 4

+ 3 + + +

12 + +
+ 1 + +

2 3 4 + +
+ +

3 3 2 2 1

113 1 +

H Anemone nemorosa
Fragaria vesca
Hedera helix
Lysimachia nemorum
Viola silvatica
Galium rotundifolium

M Catharina undulata
Mnium undulatum
MnJMUa affine

+ + +
+ + + +

+ + +
+ + + + +

+
+ + +

+ +
+ + +

2 + +
+
+

H Athyrium filix-femina
Dryopteris austriaca
Luzula pilosa
Majanthemum bifolium
Oxalis acetosella
Rubus speo.

M Eurhynchium ctriatum

+ + + + +
+ 1 + 1 +
+ + + +
+ + + + +
3 2 3 2 3
+ + + 1 +
+ + 2 1 3

+ +
+ + +

+ + + +
+ 1

2 + + +
+ +

12 3 2

+
+

+
+

+

M Pleurozium schreberi
Rhytidiadelphus loreus
Dicranum scoparium
Hypnum cupreasiforme
Plagiothecium undulatum

+
+ +

2 1
2

+ + + +
+ + + + +

+ +

1 + + +
3 + 1

I 1 1 + +II 1 +
+

K Bazzania trilobata
Spagnum girgensohnii

2 3 + 33
2 2 12

Other specieB

Herb layer
Melampyrum pratense
Blechnum spicant
Carex brizoides
Carex pilulifera
Dryopteris filix-mas
Solidago virgaurea
Fagus silvatica(2 cm^ieedliri£
Quarcus robur

Moss layer
Plagiochilla asplenoides
Leucobrjum glaucum
Lophocolea bidentata
Lophocolea heterophylla
Calypogeia trichomaniB
DieraneIla heteromalla
Lepidozia reptans
Picea abies (seedlings \2 cm)

+ +

+
+

+ +
-a)+ + + +

+ 31 +
+

+

+
+

+ +
+

1

+

+ +
+

1 +
+

+ +
-r +

+
+ +

+ +
+ +

+
+

1 2

+ +
+

+

Note: Instead of Spagnum girgensohnii read: Sp. quinquefarium, instead of Catharina
Catharinea, instead of asplenoides asplenioides. Appendix II: Instead of Actea Actaea.



Appendix II
Vegetation table, Canadian data

Vegetation unit I II III
Plot number 37 27 31 22 11 35 43 XO 36 9 32 14 29 23 39 20 «9 40 26 30 4 28 4X 33 24 42 34 X2 15 2 18 21 17 38 3 X 7 X9 X3 8 6 5 16

Tree cover {%) 64 50 65 65 45 65 47 57 65 53 65 50 36 60 55 70 50 57 60- 70 40 55 72 60 50 50 60 51 60 59 53 70 50 70 65 60 53 62 52 56 45 70 70

Shrub cover (%) 1 5 1 8 2 1 X X X X X 5 1 1 X X 2 1 2 X 2 1 3 X X 8 X 1 1 1 2 1 1 1 X X X X 40 2 1 1

Herb cover {%) 5 45 30 70 75 10 20 20 20 XO 5 50 45 20 10 65 65 13 50 XO 7 15 80 7 40 90 X7 62 25 4 40 40 30 25 1 4 37 50 25 36 60 12 1

Moss cover (%) 80 30 31 1 74 83 70 76 25 98 5 22 X5 85 83 7 4 85 7 75 67 75 5 X2 4 X2 47 78 90 80 40 65 60 35 73 85 75 45 85 30 35 30 95

Trees
Picea glauca 4 3 3 3 3 3 3 3 4 4 3 3 2 4 3 3 3 4 3 4 3 3 2 3 2 3 3 4 4 4 3 3 3 4 4 4 4 3 4 2 3 4 4

Populus tremuloides 1 3 + + 2 2 + 2 2 2 3 3 2 + 2 3 2 3 2 2 + 2 2 2 + + + 2 + 3 + 1 +

Populus balsamifera + 3 1 X + + + + + + X + + + + + + + + + + + + +
Abies balsamea + + 1 + + +
Picea mariana + + +
Pinus banksiana + + +
Salix spec. + + +
Betula papyrifera +

Shrubs
Viburnum trilobum + + + + + + + + + + + + + + + + + + + + + + + + + + + + + 1 + + + + + + +
Symphoricarpus albus + + + + + + + + + + + + + + + + + + + + 1 + + + + + +
Cornus stolonifera + + 1 + + + + + + + + + + 1 + + + + +
Alnus crispa + + + X + + + + X 3 +
Ribes lacustre + + + + + + + + + + + + + +
Rubus Idaeus + + + + + + + + + + + + + +
Ribes americanum + + + + + + + +

Differential species
S Lonicera involucrßta + + + + + + + + + + + + + +¦ + + + + + 1 + +

Lonicera dioica + + + + + X + + + + + + + + + + + + + +
Ribes hirtellum + + + 1 + + + + + + + + + + + + +
Ribes triste + + + + + + + + + + + + + + + +
Shepherdla canadensis + + X + + + + + + + +
Amelanchier alnifolia + + + + + + +

H Lathyrus orchroleucus + + + 1 + + + + + + + + + + + + + + 1 + + + + + +
Habenaria obtusata + + + + + + + + + + + + + + +
Geocaulon lividura + + + + + + + + + + + + + + + + + +
Actea rubra + + + + + + + + + + + + + + +
Gjalium boreale + + + + + + + + +

M Eurynchìum pulchellum 1 + + + + 1 + + + + + + + + + + +

H Galium triflorum + + + + + + + +• +
Elymus innovatus + + + + + + + +
Equisetum ecirpoides + + + + + +
Equisetum pratense + + + +
Hieracium oanadensl» + + + +
Carex capillar!« + + +

M Peltigera spec. + + + + + + +

Other species
Herbs

Linnaea borealis v. americana + 2 + + + + + 2 2 2 + 3 2 X X 2 2 1 2 X + 1 2 + 1 2 3 2 1 + 1 2 2 1 + + 2 2 2 1 3 + +
Cornu3 canadensis + 2 2 2 2 + + X + 1 + 2 2 + + 2 2 + 2 1 + X 3 X 2 2 + 2 1 + 2 2 1 X + + 2 1 X 2 3 + +
Rosa acicularis + + + 1 + + + + + + + X + + + + 1 + 1 + + + + + + + + + + + 1 1 X X + + + + + +
Petasites palmatus + X 1 2 2 + + X + X + + 2 X + X 1 + 1 + + + 2 + X 2 + 2 1 + 1 + 1 + + 2 1 + 1 +
Mertensia paniculata + 2 1 2 2 + X + + + + + + + 2 2 + 2 + + + X + X X + 2 1 + 2 + 1 + + + X + + + +
Fragaria vesca + 1 + 2 + + + X + + X X X + + X 1 + 1 * + * + + 2 1 + 1 * + 1 1 1 + X + 1 + +
Fragaria "Virginniana + + + 2 + + + + + + + + X + + X + + + + + X 1 X 4 + + + + + + + + + + + 1 +
Hitella nuda + 1 + 1 2 + + X + + X + X + X 1 + + + + + + + + * 2 1 * 1 + + + + + + X 1 + +
Pyrola virens + + + + + + + + + + + + + + + + + + + + + + + + + + + + + 1 + + + + + + +
Pyrola seeunda + + + + + + + + + + + X + + + + + + + + + + + + + + + + + + + + + + + +
Eubus pubescens +, 1 + 2 2 X + X + X + X + 2 1 1 + + + X + 1 + 2 X + X 1 1 + + + X + 1 +
Maiantheraum canadense + + + + + + + + + 1 + + + + + + + 2 + + 2 + 1 + + + + + + + + + + +
Aster puniceus + + + 1 + + + + + + + + + + + 1 1 + + + + + + + + + + + + 1 1 + 1 1 +
Viola renifolia + + + + + + + + + + + + + + + + + + + + + + + + + + + + + X + + +
Pyrola asarlfolia + + + + + + + + 1 1 + + + + + + 1 + + + + + 1 + + + + + +
Achillea millefolium + + + + + + + + + + + + + + + + + + + + + + +
Aralia nudicaulis + + + + + + + 1 + + 2 2 + + X + + + + + + +
Carex diBperma + + + + 1 + + + + 1 + + + + + + + + + + + 1
Solidago hieplda + + + + + + + + + + + + + + + + + + + + + + + +
Trientalis borealis + + + + + + + + + + + + + + 1 + + 1 + +
Vieia americana + + + + + + + + + + + + + + +
Arctostaphylos uva-ursi + + + + + 1 1 1 + + + + +
Epilobium angustifolium + + + + + + + + + + + +
Taraxacum spec. + + + + + + + + + +
Vaccinium vitis-idaea v. minu 1 + + + + + + + +
Ledum groenlandicum + + + + + + f +
Moneses uniflora + + + + + 1 + +
Rubus acaulis + + + ¦*¦ + + + +
Goodyera repens + + + + + + + +
Lycopodium complanatum + X + + + +
Equisetum arvenoo + + + + +
Lycopodium clavatum + + + + +
Actea alba + + + + +
Equisetum silvaticum + + + +
Viola rugulosa + +
Habenaria orbioulata + +

Mosses
Hyloeoraium splendens 4 2 2 + 4 3 X 3 2 2 + 2 X 4 4 1 + 4 X 3 3 2 + X + 1 3 4 4 5 3 3 3 2 3 5 4 2 3 3 2 2 5

Pleurozium schreberi 3 1 1 2 3 + 2 2 4 + + 1 2 2 + + 2 + 2 2 2 + 1 2 2 3 + X 2 2 X 3 + 3 2 3 1 2 1 +
Dicranum rugosum + + + + 1 4 + + + + + + + + + + + + + + + + + 1 + + + + + + + + +
Hypnura crista-castronsis + + + + + + + + + + + + + + + + + + +
Mnium cuspidatum + + + + + + + + ¦ + + +
Thuidium recognition 1 + X + + + + + X +
Rhytidiadelphus triquetrus + + +
Polytrichum juniperinum + +

Other species: Alnua rugosa 17(+), 22(+)j CorallorhiEa maculata 3(+), l(+)i Empetrum nigrum 29(+), 43{+)î anilacina stellata 32(+), 39(+)i Hedy»arum alpinum 12(+); Habenaria dilatata 42(+)j
Lycopodium obseumuta ll(+); DeBchampaia c&eapitosa 22(+); Lilium pbiladelphicua v. andinum 5(+).



Appendix III
Computational scheme for finding clusters (Swiss'data)

Plot No. D2 Mean D2 Increase

13-14

15-13
15-14

78-15
8-13
8-14

12- 8

12-15
12-13
12-14

4-12
4- 8

4-15
4-13
4-14

1- 4
1-12
1- 8

1-15
1-13
1-14

18.367907

24.239020
26.371720

18.367907

60.610740 : 2 30.305370

25.544942
26.386967
36.276877

88.208786 : 3 29.402929

50.735104
58.855423
27.257727
45.991048

182.839302 : 4 45.709826

72.138194
46.041220
74.711975
42.746613
53.580815

289.218817 : 5 57.843763

151.77657
76.46608

132.04625
147.99643
116.10162
160.93687

785.32382 : 6 130.887303

11.937463

-0.902441

16.30689

12.133937

73.043540

9-10

5- 9

5-10

1- 5

1- 9

1-10

47.815447

72.679807
119.59655

47.815447

192.276357 : 2 96.138179

254.41571
147.25925
189.28631

590.96127 : 3 196.987090

48.322732

100.848911

2-11

6- 2

6-11

61.445963 61.445963

73.735058
60.437793

134.172851 : 2 67.086426 5.640463
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Plot No. Da Mean D2 Increase

7- 6

7- 2

7-11

255.19504
350.06796
277.88278

883.14578 : 3 294.381927 227.295501

1- 3

7- 1

7- 3

169.41938

371.67753
527.89705

169.41938

899.57458 : 2 449.787290 280.367910

Appendix IV

Computation of Mahalanobis' generalized distance (D2)

If the species are not quantitatively correlated the generalized distance, D2, between
the sample plots simply is the sum of the squares of the differences in average percentage
cover for the various species. When the species are correlated, however, the cover
percentages can be replaced by a set of transformed variâtes which are linear functions
of the original cover percentages and which are mutually uncorrelated (Rao 1952).
The following method of transforming correlated into uncorrelated variables is due to
Rao (Mahalanobis et al. 1941, Appendix 5, p.251; and Rao 1952).

If xi, X2 xm represent the original variables (indices for plots are not given, N
measurements for each species), transformed to unit standard deviation and ry is the
correlation between the ith and jth species, a system of new variables yi, ya ym can
be defined by

• ami yi

yi XI
ya X2 — - a2iyi
ya X3 — - a32y2 — as 13

ym Xm - 3mm- i y ra--i

in which the constants aai, amm_i are selected in such a manner that the correlation
between the y's become zero (the y's are then said to be linearly indépendant).

In order to find the first coefficient a2i the covariance between yi and j'2 must be made
equal to zero.

cov (yiya) cov (xixa) — a2iV (yi) 0

in which (cov yiya) denotes the covariance of yi and y2, V (yi) denotes the variance of
yi. Since Vxi, Vx2, and Vyi all have standard deviation 1.

cov (yiya) r2i — a2i 0

thus
and

a21 T21

V(ya) 1 ¦ - r21a

To facilitate the computation of the constants a, it is advantageous to introduce at
this stage a new constant b, as will be defined below. The computational steps to obtain
the constants a3i and a32 are now as follows:
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b3i cov (X3X1) r3i a3i b3i
b32 cov (x3x2) — aaib3i a32 b32/V(ya)

r3a — aaib3i,
V (y3) =1 — b3ia3i — b3aa32

Tlie computational steps to find y4 are

b« T41 341 b41

b4a T4a — a2ib4i a4a b42/V(ya)
b43 r43 — a32b42 — a3ib4i, a43 b43/V(y3)
V (y4) =1 — b4ia4i — b42342 — b43a43

In general if yi, y2 yi_i are known, the steps to calculate yi are

bu ni au bu
hii ri2 — a2ibii ai2 bia/Vfya)
hi3 i'i3 — a32bi2 — a3ibii a 13 bj3/V(y3)

1

b« nj — £ aJtbit. a« WV(yj). (j ^ i — 1)
t i-l

V (yi) 1 — £ ayb«
i=l

Since the calculation of each new constant depends on the constants derived previously
it is necessary to keep checking for errors.

At the end, the new variables are transformed to unit standard deviation by deviding
each variate by its standard deviation, VV(y).

Now the calculation of the "generalized distances" can progress with very little
difficulty by applying the Pythagorean theorem. If di, d2 dm are the differences,
in transformed data of the species, between two sample plots, the distance (D2) is calculated

as follows

D2 di2 + da2 + +dm2

It is clear that when the number of species is large, the computation of the D2's
becomes very time consuming. The use of large electronic computers, however, has made
it possible to apply the method to almost any number of species (up to 200).

Appendix V

Principal component analysis

Principal component analysis of the two types of matrices, vector or point representation,
is the same.

Because the mathematics of principal component analysis involves the manipulation
of matrices, a short review of basic matrix operations is presented here, before proceeding
to the explanation of the analysis.

(1) A vector is a directed line segment in test space which is described by a one-
dimensional array of ordered numbers, which is arranged either as a column or as a row.
The numbers are the coordinates of the end point of the vector. The beginning of all
vectors is in the origin zero. Every vector is thus adequately described by the coordinates
of its endpoint. The numbers are ordered because a vector with the coordinates (xi, xa, x3)
is obviously not the same as the vector with the coordinates (x2, x3, xi) or (x3, X2, xi).
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Example:

a I I (a vector in two dimensional test space).

ß (xi, X2, x3) (a vector in three dimensional test space).

(2) A matrix is a two-dimensional array of numbers
Example:

(an
aia ai3

aai aaa aa3

a3l a32 a33

a23 denotes that element of the matrix A which is found in the second row and the
third column.

(3) Matrices are added or subtracted by adding or subtracting the corresponding
elements of the matrices.

Example:
.„ / an aia \ / bn bi2 \if A and B

\ a2i a22 / \ bai baa /

then A + B

and A — B

(4) In matrix multiplication the sum of the products of the elements from a row of the
first matrix and a column of the second matrix are computed for each combination of
rows and columns.
Example, using the same matrices A and B:

A =(an ai2) B (£" M
\ a21 a22 / \ b2i baa j

R _ / an • bn + aia • bai an • bi2 + aia • b22 \
\ aai • bn + a22 • b2i a2i ¦ bi2 + a22 • b22 /

In the foregoing example A is called the premultiplier and B the postmultiplier. If A
has more rows than B has columns it is not possible to form the product.

(5) To multiply a matrix with a scalar (ordinary algebraic quantity, real or complex
number) each element of the matrix is multiplied with the scalar.

(6) Post multiplying of a matrix with m columns by a column vector with m elements
produces a column vector with as many elements as the matrix has rows.

(7) The matrix I, in which all the elements of the main diagonal are unity (1) and all
the off-diagonal elements are zero, is called the identity matrix.

an ai2 \
a2i a22 /

an + bn ai2 + bi2
a2i + b2i a22 + b22

an — bn ai2 — bi2
a2i — b2i a22 — b22

An example is:

/' 0 0 0

H »
1

0

0
1

0

0

lo 0 0 1

In matrix algebra it plays the same role as unity (the number 1) does in ordinary
algebra. It is important in the inversion of matrices.

(8) Matrix division involves an operation called matrix inversion. If a matrix A is
divided by a matrix B then this is not denoted by A/B but by A • B_1 (B_1 is called B
inverse). The matrix B_1 has the property that B_1 • B I (identity matrix).
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(9) The determinant of a square matrix (number of columns number of rows) is

a single number which represents a unique function of the numbers in the matrix. The
determinant is calculated from the elements of the matrix. By definition a determinant
of the nth order (n rows, n columns) stands for the sum of n! (n factorial) terms (n! 1 X

2x3 n) each of which is the product of the n elements, only one from each column,
and only one from each row. The signs attached to these products must satisfy the
following rule. If the number of interchanges in each permutation is even, the sign is +,
if the number is odd the sign is —.

example
A

an ai2 ai3
aai a22 a23

"31 a32 333

The six terms entering in the expansion of the determinant are :

order of rows

an a22 a33

an 333 323

a2i 312 a33

a2i a32 313

a3i ai2 a23

331 322 ai3

number
of
interchanges

0

1

1

2

2

3

sign

+
+

The determinant in expanded form thus is as follows:

A an ¦ a22 • a33 — an • 332 ¦ a23 — a2i • ai2 •

323

an • a22 • a33 — an ¦

- a3i • a22 " 3i3
333 + 321 • 332 - ai3 + a3l ¦ ai2 ¦

(10) The characteristic equation of a square matrix is formed by subtracting from the
diagonal elements of the matrix some value, which is chosen so that the determinant of
the new matrix is equal to zero.

example
|A-XI|

311 A aia 313

&21 a22 --X 323

a3i 332 a33

0

In expsnded form the determinant may be written as follows

(an — a) (a22 — X) (a33 — X) — (an — X) (asa) (a23)

aai aaa) (ai3 + (a3i) (aia)
sai) (aia) (a33 — X) +

a23) — (a3i) (a22 — X) (ai3) 0

The various non-zero X's, sre usually called roots, eigenvslues or latent roots. In plant
ecology the R matrix (matrix of correlation coefficients or covariances between species)
is symmetric and in the case of the matrix of correlation coefficients the diagonsl
elements sre all unity (l's) which simplifies the determinant considerably

1

IRI
ria
1

ri 3

I'23

1
ri 2

ri3 ra3

the characteristic equation now becomes

1—X ri2 ri3
ri2 1 X T23

ria T23 1—X

or (1 — X)3 — (1 — X) r232 — na2 (1 — X) +2 (na) M (na) — m2 (1 — X) =0
(11) Several methods are available for solving for the various nonzero roots or

eigenvalues (X's) of a polynomial of the third order. Consider the polynomisl X3 — aX2 + bX — c.

0
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a, b, and c are real coefficients. The 3 roots (X) for which the polynomial equals 0, are
desired. First the upper and lower limits of this polynomial are determined.

f (X) X3 — aX2 + bX — c 0

fi (X) 3X2 — 2aX + b X2 — 2/3aX + b/s 0

_
2a±V(— 2a)2 — 4-3-IT

_
/4a2 — 12b / _3b_X=

2a
1 ±fJ 4a^

1 ±J * ~ 17

thus the equation reaches a maximum value for

Xi 1 + / a2

Xa 1 — A-*and
/J a2

thus Xi for which X3 — aX2 + bX — c becomes 0, lays between — oo

/ 3b
and 1 — / 1

3b / 3b
Xa lays between 1 — /1 and 1 + /1

3b
and X3 between 1 + /1 and -f oo.

a2

Now trial values for X can be inserted in the equation and the roots found by
interpolation.

(12) For each eigenvalue found, there will be an associated vector, called the
eigenvector, V which satisfies the matrix equation A • V XV. If all the eigenvalues of
the matrix A are placed in the diagonal elements of a matrix A in which the off diagonal
elements all are zero, and the corresponding set of eigenvectors of the matrix A are
placed as columns in a matrix X the following matrix equation holds true A • X X • A

(13) The trace of a matrix is the sum of all the diagonal elements. The trace of matrix
A is identical to the trace of the matrix A ¦ fn other words the sum of the eigenvalues is

identical to the trace of the original matrix A.
As mentioned before the basic t3sk of principal component analysis firstly is to find

an axis (component, factor) in the original test space along which the variance is maximum,

then successively a number of axes along which the remaining variance each time
is maximum. This task can be accomplished by solving for a set of equations which are
the result of partial differentiation of the function to be maximized, subject to a restriction

due to the use of Lagrange multipliers.
This set of equations may be written as follows:

Vi(l—X) + Vana + Vnri„ 0

Virgi +Va(l— X) + Varan =0

Virni + V2r„ + V„ (1 — X) 0
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In matrix form these equations can be written as follows :

lirai - X) ria
(1-X)

rin
ran

Vu
Vai

Vnrm rna (1 — X)

or in matrix notation (R — Xil) ¦ Vj 0 (i 1, 2 n) in which R is the matrix of
the correlation coefficients. There are n nontrivial solutions in which each Vj represents
the coefficients (transformation vector) for converting the original data to one of the
uncorrelated scores of the new components (factors). For the nontrivial solutions the
determinant of the coefficient of V is zero. In matrix notation this can be written as
follows : R — XI =0. This is the characteristic equation for which there are n possible
solutions for X (if R is a correlation matrix with n column and n rows).

The vector Vj can be calculated for any corresponding eigenvalue by substituting the
eigenvalue in the set of equations mentioned before and solving for Vi. When the vectors
are normalized, the variance of each set of component scores is Xi. The eigenvector Vi
produces the principal component scores with the maximum variance, this variance is
the value of the largest eigenvalue. The sum of all the eigenvalues is equal to the sum of
the diagonal elements of R matrix, which is called the trace. Because the trace of the
R matrix is the total variance to be accounted for by the principal components (factors)
the sum of the eigenvalues, associated with the principal components retained, divided
by the trace of the matrix R is the proportion of the varisnce sccounted for. Numerical
example of the principal component analysis of the matrix of correlation coefficients
(hypothetical).

Let the matrix of correlation coefficients be

R
1

0.10
0.20

0.10
1

0.90

0.20
0.90
1

The task is then to find the eigenvalues and the associated eigenvectors. The
eigenvalues are the roots of the characteristic equation which may be written in the form of a
determinant as follows.

1—X
0.10
0.20

0.10
1—X
0.90

0.20
0.90
1—X

0

+ 0.018 — 0.04
.176 0

or in expanded form (a polynomial of the third order)

(1—X)3—(1—X) (0.902) — (0.102) (1—X) + (0.10) (0.90) (0.20) + (0.20)
(0.10) (0.90) — (0.20) (1 — X) (0.20) 0
1 — 3X + 3X2 — X3 — 0.81 (1 — X) — 0.01 (1 — X) + 0.018
(1 — X) — X3 + 3X2 — 2.14X + .176 - X3 — 3X2 + 2.14X -

We now determine the upper and lower limit of the roots

f (X) X3 — 3X2 + 2.14X — .176

f (X) 3X2 — 6X + 2.14 X2 — 2X + .7133
Xi2 1 ± -y/i — .7133 1 ± .535

Xi .465
X2 1.535

Inserting these values in the characteristic equation we find that X3 — 3X2 + 2.14X —
.176 reaches a positive maximum for X .465 and a negative maximum for X' 1.535

Also for X — X3 — 3X2 + 2.14X — .176 is negative
and for X + X3 — 3X2 + 2.14X — .176 is positive
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By inserting trial values and interpolating we now find :

Xi 1.948
X2 .958
X3 .0943

The trace of the R-matrix is 3 and the sum of the calculated eigenvalues is 3.0003.
The accuracy of the computations is thus very satisfactory. The first principal component
accounts for 1.948/3 X 100% 64.93%; the second component for 0.958/3 X 100%
31.93% and the third component for .0943/3 X 100% 3.14% of the total variance.
The first and second components together thus account for 96.86% of the total varisnce.
The third component hss such a low eigenvalue that for practical purpose it does not
need to be considered.

To find the eigenvectors, corresponding to these eigenvalues, the eigenvalues are
substituted in the set of equations.

Vi (1 — X) + Va ria + V3 n3 0

Vi na + Va (1 — X) + V3 r23 0

Vi ris + Va r23 + V3 (1 — X) =0
If Xi is substituted, this results in the following :

Vi (1 —1.948) + Va (0.1) + V3 (0.2) 9

Vi (0.1) + Va (1 — 1.948) + V3 (0.3) 0

Yi (0.2) + Va (0.3) + V3 (1 —1.948) 0

These equations can be solved for Vi, V2, and V3 with the use of determinants.

Vi V2 V3

0.1 0.2 0.2 (1 — 1.948) (1—1.948)
(1 — 1.948) 0.3 0.3 0.1 0.1

Thus Xi 1.948 has the following eigenvectors

Vi {(0.1) (0.3) — (—0.948) (0.2)} x .1926 x
For x 1, Vi 0.1926 and
V2 {(0.1) (0.2) — (0.3) (—0.948)} x .3044 x
For x 1 V2 0.3044
V3 {(—0.948) (—0.948) — (0.1) (0.1)} x 0.889 x
For x 1 V3 0.889

If X2 is substituted the corresponding eigenvectors are:

Vi V2 V3

0.1
(1 — 1.948)

0.1 0.2 0.2 0.042 0.042 0.1
0.042 0.3 0.3 0.1 0.1 0.042

Vi (0 OS- 0.0084) x 0.0216 x
For x 10, Vi 0.216
Va (0 02 — 0.01 26) x 0.0074 x
For x 10, Va 3.074
V3 (0.001764 — 0.01) x —0.0082 x
For x 10, V3 -.0082

With this the actual principal component analysis is complete.

It is easy to see that, with more than three variables, it is difficult to perform the
analysis with a desk calculator and it is very time consuming. With the help of an
electronic computer of sufficient capacity, however, the complete analysis takes only
minutes. The time required for an analysis depends on the size of the computer used,
the number of variables, and the accuracy required. In many cases, large institutions
make computertime available without cost for research purposes.
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