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WIRTSCHAFT UND RUSTUNG

Ersetzt generative kiinstliche
Intelligenz das eigene Denken?

Viele sprechen von einer Technologierevolution. Die generative
kiinstliche Intellgenz ist heute omniprasent und 6ffnet dank ihrer
Multimodalitat neue Perspektiven. Wissen wir, wie sie funktioniert?
Wie schiitzen wir uns vor Desinformation und Betrug? Das Forum
Sicherheit Schweiz ging solchen Fragen nach.

Peter Miiller

Mit der generativen kiinstlichen Intelligenz
hat sich der Mensch einen digitalen Partner
erschaffen. Riesige Datenmengen lassen sich
auf neue Art und in verschiedensten Bereichen
praktisch ohne Zeitverlust nutzen. Auf einer
einzigen Benutzeroberflache kdnnen Sprache,
Text und Bilder aufgenommen, verstanden
und ausgewertet werden. Die Effizienz-
steigerungen sind verlockend. Immer mehr
Menschen und Organisationen nutzen das
Werkzeug, meist ohne die dahinterstehende
Technologie zu kennen. Damit 6ffnen sich
Uberwachungs-, Manipulations- und Betrugs-
moglichkeiten. Das Forum Sicherheit Schweiz
(FSS) griff an seinem 18. Security Talk vom 26.
August in Bern diese Herausforderungen auf.

Die Leistung von Menschen
iibertreffen

Es war an Katharina Fulterer, im ersten Input-
referat zum Thema «den Teppich zu legen».
Kiinstliche Intelligenz (KI) sei heute in unse-
rem Alltag omniprasent und konne vielseitig
sinnstiftend eingesetzt werden. Als Beispiele
nannte sie die Routenwahl und -optimierung
mittels Navigationssystemen, unsere Fitness-
Tracker oder die Transaktionsiiberwachung
der Banken zur Betrugsbekdmpfung. Progno-
sen und Vorhersagen standen mittels Predic-
tive KI am Ursprung. Uber Machine Learning,
neuronale Netzwerke und Deep Learning
wurde die Technologie weiterentwickelt. Die
erst kiirzlich entstandene generative KI gene-
riere «komplett neue Outputs». Nun ver-
fligten wir tiber ein Medium, «das uns er-
laubt, in den Dialog mit kiinstlicher
Intelligenz zu treten».

Mittlerweile komme die KI tatsdchlich an
Leistungen von Menschen heran «oder iiber-
treffe diese sogar». Damit verbunden seien
nicht zu verkennende Gefahren fiir den Men-
schen (Nutzung personlicher Daten), die
Unternehmung (Datenabfliisse) oder die Ge-
sellschaft (Versorgungssicherheit). Dies seien

bloss ausgewdhlte Beispiele. Viele Unterneh-
men scheiterten im Moment noch an der
Komplexitdt der Implementierung wegen der
komplett neue Einflussfaktoren und der An-
bindung an bestehende Systeme. Elementar
sei, von Anfang an «sichere und vertrauens-
wiirdige Systeme konzipieren zu kénnen».

Wie konnen wir Vertrauen gewinnen?

Das Vertrauen in die kiinstliche Intelligenz
stand im Fokus des zweiten Inputreferats
von Stefan Preuss. KI funktioniere seines
Erachtens zu 95 bis 99 Prozent; aber sie
werde nie zu 100 Prozent ordnungsgemass
und reibungslos ablaufen. Deshalb miissten
wir in der Lage sein, diese restlichen Pro-
zente so abzufedern, «dass keine Schiaden
eintreten und insbesondere keine Personen
geschddigt werden.» Gingen Dinge schief,
so miisse man daraus lernen; momentan
ginge noch einiges schief. Letztlich gehe es
auch bei der KI um Vertrauen. Leider gebe es
keine Guardrails Content Policy, die vor-
geben, was erlaubt ist und was nicht.
Preuss sieht vier Dimensionen, wann wir
einer Technologie vertrauen kdénnen: Si-
cherheitsmechanismen sind impliziert und
ausgereift; die Firma pflegt Werte, welche
nicht nur der Gewinnmaximierung dienen;
das Bewusstsein der Reputation zum bereit-
gestellten Produkt ist vorhanden; und es
besteht eine sinnvolle Regulierung, die auch
«ein Bestrafungssystem fiir Fehlverhalten
und Versagen mitberticksichtigt». Im Hin-
tergrund miissten also gewisse Vorgaben
vorhanden sein. Und schliesslich brauche es
das Bewusstsein, dass sich nicht jedes Prob-
lem mittels KI 16sen lasse. Die Realitdt
«schreibe ihre eigenen Gesetze». Die Alter-
native zu KI sei immer noch Human Power.

Exponentielle Entwicklung
der Technologie

Dr.Thomas Rothacher rief als dritter Input-
referent die enorme Beschleunigung der
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Technologieentwicklung in Erinnerung:
Alles werde immer schneller, umfassender
und breitflachiger. Brauchte Netflix noch
dreieinhalb Jahre zur Gewinnung einer Mil-
lion Nutzer, benétigte ChatGPT dafiir ge-
rade einmal fiinf Tage. Bei der Handschrift-
erkennung bendtigte ein Algorithmus tiber
zehn Jahre, bis er besser war als der durch-
schnittliche Mensch; bei der Sprach-
erkennung dauerte der Prozess noch zwei
Jahre. Heute sei es die zivile Welt, welche die
Technologie antreibe, nicht mehr das Mili-
tar. Dieser Technologiewandel habe mehr
Einfluss auf unsere Kultur als wir wahr-
haben wollten.

Drohnen seien ein aktuelles Beispiel der
Anwendung von KI. Sie seien nicht mehr
unter menschlicher Kontrolle, sondern
suchten sich nach dem Prinzip «Fire and
Forget» mittels kiinstlicher Intelligenz ihr
Ziel selbst. Die Ukraine sei das erste Land,
welches eine unbemannte Einheit als eigene
Gattung eingefiihrt habe. Die Schweiz sei
heute im Bereich KI und Drohnen eine fiih-
rend Nation. Kiirzlich wurde eine Taskforce
Drohnen gegriindet, um die einzelnen
Player zu vernetzen und einen Beitrag fiir
die Sicherheit zu leisten. Geschwindigkeit
werde zu einem Schliisselfaktor. Und man
miisse sich anpassen kénnen, um zu tiber-
leben. Er befiirchte bisweilen, wir Schweizer
«wahnten uns in einer Bubble und nihmen
nicht wahr, was um uns herum geschehe».

Erleben wir eine
Technologierevolution?

In der Podiumsdiskussion wurde eine Reihe
von Fragen angesprochen; aus Platzgriinden
miissen wir uns auf eine Auswahl der Themen
konzentrieren. Und wir verzichten aus dem
gleichen Grund auf eine namentliche Zu-
ordnung einzelner Aussagen; die gemeinsame
Uberzeugung steht im Vordergrund.

Kiinstliche Intelligenz wird {iberein-
stimmend als Technologierevolution gewer-
tet; sie stelle einen dhnlichen Entwicklungs-
schritt dar wie Lesen, Schreiben, Rechnen
oder die Elektrizitdt. Die schiere Menge an
Daten stehe nun ausgewertet zur Verfiigung
und wir kdnnten diese praktisch ohne Zeit-
verzug nutzen. Firmen gingen dazu iiber,
anstelle eines reinen Produkts die neuen
Technologien als Dienstleistung (Services)
zur Verfligung zu stellen. Parallel dazu
steige der Bedarf nach Beratungsdienstleis-
tungen spiirbar. Das alles sei deutlich mehr
als ein voriibergehender Hype.
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Miissen wir die Funktionsweise kennen?

Die meisten Menschen nutzen heute dieses
neue Werkzeug ohne zu wissen, wie die zu-
grundeliegende Technologie funktioniert.
Der Gebrauch scheint verlockend. Damit
stehen zwei zentrale Fragen im Raum: Muss
man wissen, wie etwas funktioniert? Und
darf man nur anwenden, ohne kritisch zu
hinterfragen? Selbst Spezialisten geben zu,
dass sie nicht alles im Umgang mit kiinst-
licher Intelligenz verstehen. Wichtiger
scheinen gewisse Skills im Umgang mit
neuen Technologien: Kritisches Denken sei
essenziell wichtig. Das verlange auch nach
einem vorsichtigen und bewussten Einsatz
beispielsweise von ChatGPT. Wir miissten
ausprobieren und vergleichen. Beispiels-
weise schlage KI bei War Games oftmals
andere Losungen vor als der Mensch mit
seinen Erfahrungen wadhlen wiirde. Das
passe dann nicht in jedes Szenario. Der ge-
sunde Menschenverstand darf somit bei
allem technologischen Fortschritt nicht auf
der Strecke bleiben.

Verhinderung von Missbhrauchen
mittels Regelungen?

Der Meinungsbildungsprozess zu diesem
Thema scheint noch nicht abgeschlossen.
Die einen befiirworten eine «sinnvolle»,
jedoch geringfiigige Regulierung: Globale
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Vorschriften waren hilfreich, da heute
praktisch jedes Land anders vorgehe. Da-
durchdiirften jedoch Weiterentwicklungen
und Innovationen weder gehemmt noch
unterbunden werden. Wir hdtten es ver-
passt, das Internet und Social Media zu
regulieren und heute versuche man miih-
sam, diese Biichse der Pandora wieder zu
schliessen. Es brauche jedoch noch eine
gewisse Zeit, bis man die zu regulierenden
Objekte definiert habe. Und vor allem
miisse man zuerst verstehen, «wovon man
tiberhaupt spricht».

Andere dusserten sich — gerade auch im
militdrischen Bereich — skeptischer zu Re-
gulierungen: Alle Entwicklungen und Funk-
tionen, die mdglich seien, wiirden friither
oder spater ohnehin eintreten. Wichtiger
sei, sich Gedanken zu machen, «wie man
damit umgehen wolle». Einig war man sich,
dass die aktuelle Herangehensweise der EU
iiberschiesse. Zur Erinnerung: Das EU-Parla-
ment hat im Marz 2024 den Einsatz der
kiinstlichen Intelligenz in einem Gesetz ge-
regelt und damit das weltweit erste umfas-
sende KI-Gesetz verabschiedet. Es wird nach
24 Monaten in vollem Umfang anwendbar
sein. Auch kleine KI-Systeme mit geringem
Risiko miissen gemdss EU kiinftig bewertet
werden. Einig waren sich die Podiumsteil-
nehmer in folgendem Punkt: Fiir eine dis-
ruptive Technologie wie KI reichten Selbst-
deklarationen und -regulierungen nicht.
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Der Umgang mit kiinstlicher Intelligenz

Wenn man von Regelungen nicht allzu viel
halt und sich der Umgehungsmoglichkeiten
bewusst ist, dann tritt der Nutzer kiinst-
licher Intelligenz fast zwangsldufig in den
Fokus. So miisse beispielsweise bei der Nut-
zung von ChatGPT die Herkunft der Daten
kritisch hinterfragt werden: Wer fiittert das
System? Die Fragen seinen moglichst pra-
zise zu stellen, um das Antwortspektrum
einzugrenzen. Stets sollten Plausibilitdts-
tiberlegungen den Antworten folgen: Wie
realistisch ist das Ergebnis?

Mit der generativen KI (Beispiel
ChatGPT) ist eine neue Situation entstan-
den: Die Bots werden immer besser, deren
Lese-, Hor- und Schreibfihigkeit hat sich
stark verbessert. Folge davon ist: Die An-
wender konnen Bots teilweise nicht mehr
von Menschen unterscheiden. Beeinflus-
sungsmoglichkeiten analog echter Propa-
ganda sind damit nicht auszuschliessen.
Kritisches Denken erhdlt einen zentralen
Stellenwert!

Die Gesellschaft besser vorbereiten

Die Podiumsteilnehmer waren sich einig:
Viele Menschen aller Altersstufen sind von
der kiinstlichen Intelligenz betroffen, aber
nicht darauf vorbereitet. Schulen und Uni-
versitdten miissten einen anderen Umgang

Inputreferate von Katharina Fulterer, Stefan Preuss und Dr. Thomas Rothacher (v.l.n.r.). Bilder: FSS



tefan Preuss
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» 18. FSS SECURITY TALK

Inputreferenten und Podiumsteilnehmer:

mit KI pflegen. Die Grundschule greife das
Thema nicht auf, die Universitdten fliichte-
ten sich teilweise in Verbote. Das sei der
falsche Ansatz. Die Kinder miissten von
klein auf mit den neuen Technologien ver-
traut gemacht werden. Dann lernten sie
auch, Fakten zu validieren.

Kiinstliche Intelligenz biete grundsatz-
lich die schnelle Moglichkeit, die eigenen
Kompetenzen zu erweitern. Wissen sei
heute keine Schwierigkeit mehr; das Prob-
lem liege im Werten des Wissens. Bereits
Kinder und Jugendliche miissten lernen,
mit dem Thema umzugehen. So liessen sie
sich auch weniger von Deepfakes tauschen.
Kritisches Denken und kritisches Diskutie-
ren miissten gezielter geférdert werden.
Plausibilitdtsiiberlegungen erlangten einen
hoheren Stellenwert oder — wie das ein frii-
herer Riistungschef gerne zu sagen pflegte
— wir miissten wieder vermehrt mit «der
Agentur GMV» (gesunder Menschenver-
stand) zusammenarbeiten.

Sicherheitskontext und
militarisches Umfeld

Kiinstliche Intelligenz basiert auf bereits
vorhandenen Daten. Diese miissen in ge-
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« Katharina Fulterer, Partnerin Data & Al, Eraneos Switzerland AG

« Stefan Preuss, Leiter Emerging Technologies Audit, Die Mobiliar

« Dr. Thomas Rothacher, Leiter Wissenschaft und Technologie, Armasuisse
- Patrick Fontana, Digital & App Innovation Specialist, Microsoft

« Dr. Peter Friedli, Partner, Eraneos Switzerland AG

« Jennifer Scurrell, Doktorandin Center for Security Studies, ETH Ziirich

- Lisa Kontratieva (Key Take Aways), Head of Al, ti&m

« Fredy Miiller (Moderation), Geschéaftsfiihrer, Forum Sicherheit Schweiz

niigender Menge und vor allem geeigneter
Qualitdt vorliegen. Bei jeder Interaktion mit
ChatGPT fliesse eine grosse Menge an Daten
ab; dagegen helfe keine Firewall. Deshalb
wird empfohlen, dass Unternehmen eine
KI-Strategie erarbeiten. Darum ist Ver-
trauen in die Technologie wichtig. Und folg-
lich lohnt sich eine kritische Auseinander-
setzung mit den Resultaten.

KI werde in der Schweizer Armee bei-
spielsweise bereits in Stabsiibungen einge-
setzt: Szenarienentwicklung, Datenanalyse
bei fusionierten Lagebildern sowie Text-
und Bildanalyse seien Beispiele dazu. Die KI
helfe so, Entscheidungen zu treffen. Auch
hier stehe die Frage im Zentrum, wie ich das
System mit eigenen Daten fiittere. Und
wann komme der Mensch (noch) zum Tra-
gen? In diesem Zusammenhang wird gerne
auf das AEK-Prinzip verwiesen: Auswertung
und Erkenntnis erfolgten durch kiinstliche
Intelligenz, die Konsequenzen jedoch wiir-
den durch Menschen gezogen. So «bleibe
der Mensch noch immer im Loop drin».

Ein Lichtblick am Rande

Es wurde bereits erwdhnt: Die Armee ist
nicht mehr die technologische Treiberin.

FORUM
SICHERHEIT
SCHWEIZ

Sicherheit
geht uns alle
an!

<« Podiumsdiskussion mit
(von links) Dr. Thomas
Rothacher, Stefan Preuss,
Jennifer Scurrell, Fredy
Miiller (Moderation),
Patrick Fontana und Dr.
Peter Friedli. Bild: FSS

forum-sicherheit-schweiz.ch

Die (zivile) Schweiz befinde sich im Bereich
Forschung/Innovation auf einem Spitzen-
rang. In der Umsetzung hapere es jedoch
noch ein wenig. Und im Konfliktfall sei es
schwieriger, Produkte in der Schweiz herzu-
stellen und so einen Beitrag zur Ver-
sorgungssicherheit zu leisten. Deshalb sei es
gerade im Bereich KI wichtig, «das Oko-
system der Start-ups in der Schweiz naher
an die Riistungsindustrie heranzubringen
und dort Widerstdande zu brechen.»

Der kiirzlich durchgefiihrte vierte Inno-
vationstag der STA (siehe separaten Beitrag
in dieser Nummer) hat sehr viel mehr Start-
ups mit der Armee zusammengefiihrt als in
den vorhergehenden Jahren. Da tauchten
Namen und Vertreter von (Klein-)Firmen
auf, die bisher wohl nur einem kleinen Kreis
vertraut waren. Die Widerstande der Start-
ups, sich mit Riistungsvorhaben zu identi-
fizieren und generell die gegenseitigen Be-
rithrungsdngste scheinen abzuklingen. Die
gemeinsame Sicherheitsherausforderung
gewinnt an Bedeutung.

Der vorliegende Beitrag wurde vollig ohne kiinstliche
Intelligenz redigiert, jedoch mit Unterstiitzung von
Mitarbeitenden des Forums Sicherheit Schweiz. Danke!

Maj aD Peter Miiller
Dr. rer. pol.

Redaktor ASMZ
peter.mueller@asmz.ch
3672 Oberdiessbach
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