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Einsatz und Ausbildung

Kiinstliche Intelligenz -

eine Revolution ohne Ende

Kiinstliche Intelligenz - fiir die einen ist sie eine Chance, fiir die andern
ein Desaster. Unbestritten ist: Die Digitalisierung erobert immer mehr
Platz in unserem Leben. Kein Wunder, dass ein Roboter zum Trager des
Gottlieb-Duttweiler-Preises 2019 erkoren wurde!

Iréne Thomann-Baur*

Natiirlich ziehen auch militirische Sys-
teme Nutzen aus der Kiinstlichen Intel-
ligenz (KI). Was bedeutet dies fiir Armeen,
technologisch, ethisch? Diesen Fragen
ging eine Veranstaltung von « CHANCE
SCHWEIZ — Arbeitskreis fiir Sicherheits-
fragen» nach, sachlich, unvoreingenom-
men, fokussierend auf die Militirdok-
trin.

Der Mensch
muss Koordinator bleiben

Die technologische Entwicklung ist
Realitit und trifft alle Dimensionen un-
serer Gesellschaft und unseres Landes,
auch die Sicherheit. Neue Akteure wir-
ken auf dem Schlachtfeld: Drohnen, au-
tonome Systeme, Kampfroboter, Instru-
mente des Cyber-Raums, intelligente Mu-
nition. Dank KI werden Waffen schnel-
ler, priiziser, selbstindiger, erginzen oder
storen einander, agieren und reagieren.
Computer kommunizieren miteinan-
der, auch am Menschen vorbei. Sie erlau-
ben eine schnellere und umfassendere
Ubersicht und beschleunigen damit die
Entscheidfindung. Auf der Minusseite
stehen die Uberforderung bis hin zum
Chaos, ausgelost durch die riesige Daten-
menge und ihre unkontrollierte Verkniip-
fung, ferner Informationsiiberflutung und
Manipulation zwischen Fake und Wahr-
heit, eine nicht stufengerechte Einmi-
schung Top down, das Risiko des Fehl-
entscheids.

Angesichts dieser Erkenntnisse emp-
fiehlt Marc-André Ryter, Politologe und
Sicherheitspolitiker vormals im Armee-
stab, die Entwicklung und den Gebrauch
der KI richtig zu nutzen und zu iiben.
Mensch und Maschine sind komplemen-
tir, der Roboter muss dort zum Einsatz
kommen, wo er dem Menschen etwas
bringt. Das Heft muss dieser in der Hand
behalten.

Volkerrecht hinkt
hinter der Entwicklung her

Egal ob Fluch oder Segen, technologi-
sche Entwicklungen verindern den All-
tag der Armeen und machen Anpassun-
gen ihres Fihigkeitsspektrums nétig. Ge-
rade im Bereich der letalen autonomen
Waffensysteme (LAWS) darf man sich
nicht unreflektiert von der Entwicklung
iiberholen lassen, mahnte Dr. phil. Mar-
tin Krummenacher von der Militirdok-
trin im Armeestab.

Bis tatsichlich Kampfroboter oder voll-
autonome Drohnenschwirme in Kon-
flikten eingesetzt werden, mag noch eini-
ge Zeit vergehen. Da der technologische
Fortschritt jedoch viel schneller voran-
schreitet, als Politik und vélkerrechtliche
Massstibe ihn erfassen und reglementie-
ren diirften, braucht es zum Voraus defi-
nierte Prinzipien. Ethische Betrachtungen
liefern diese. Moglicherweise kann die
Armee ihre Aufgaben in Zukunft nur er-
fiillen, wenn sie fihig ist, Angriffe solcher
Systeme gegen unser Land und unsere Be-
volkerung mit eigenen LAWS abzuweh-
ren. Uber die ethischen Dimensionen muss
Klarheit herrschen, bevor man selber solche
Systeme einsetzt, ein Vorgehen, das beim
Einsatz von Nuklearwaffen vermutlich nur
ungeniigend bis gar nicht stattfand, wie
Krummenacher kritisch anmerkte.

Einen Konsens finden sollten die Ver-
antwortlichen zu drei Prinzipien:

* Zuverlissige Unterscheidung der Kom-
battanten von Zivilsten (was im Zeital-
ter der hybriden Kriegfiihrung nicht
nur der KI schwerfallen diirfte);

* Befolgen des Prinzips der Verhiltnis-
missigkeit (dazu fehlen dem Compu-
ter kognitive Fihigkeiten);

* Belangen der Einsatzverantwortlichen
im Fall des Versagens. Aber, entscheiden
diese tiberhaupt noch autonom, wenn
der Computer sie mit seinem Tempo
und seinen Schlussfolgerungen eigent-
lich iiberfordert?
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LAWS werden schon lange erforscht
und immer weiterentwickelt. Ein Verbot
bliebe wirkungslos, weil die Entwickler-
nationen sich der gegenseitigen und der
Kontrolle der Staatengemeinschaft ent-
ziehen wiirden, ist Krummenacher iiber-
zeugt.

Positiver Ausblick

Auf dem von Urs Gerber, Chefredak-
tor der Military Power Revue, sachkun-
dig moderierten Podium umriss Oberst i
Gst Daniel Krauer, Chef der Militirdok-
trin im VBS, aus schweizerischer Optik
vor allem drei Handlungsfelder: Die zivi-
le Anwendung, ferner Systeme zur Selbst-
verteidigung, — im Vordergrund stehen
dabei Logistik, Rettung und humanitire
Aktionen — und schliesslich LAWS mit
oder ohne menschliche Steuerung. Kon-
krete Riistungsbeschaffungen stehen nicht
an, die Foren werden beobachtet. In der
Fiihrung kénnte die Auftragstaktik noch
zentraler werden. Eckwerte fiir den ethi-
schen Rahmen erwartet Krauer von der
Gesellschaft und der Politik.

Der Wissenschafter Michael Haas (Cen-
ter for Security Studies der ETH) stellte
fest, dass die USA und China, ohne phy-
sisch anwesend sein zu miissen, nach der
militirischen Uberlegenheit auf der ope-
rativen Ebene streben. Dieser Wettbewerb
verhindert eine wirksame Kontrolle, da
die Konkurrenten ihre Karten nicht of-
fenlegen. Federfiihrend sind ohnehin pri-
vate Unternehmen, nicht die Streitkrifte.
Dariiber, wie weit Systeme Soldaten sub-
stituieren kénnten, herrschte keine Einig-
keit. Fiir Schlussfolgerungen ist es zu friih,
aber vom positiven Potenzial der Kiinstli-
chen Intelligenz zum Beispiel im Bereich
der Medizin oder der Energie soll man
profitieren, ohne die Risiken aus den Au-
gen zu verlieren. [ |

* Journalistin, Hptm, zuletzt im Info Rgt 1, ehemals

Generalsekretirin der SOG, Winterthur.
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