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Forschung und Lehre

«Autonome» Waffensysteme
aus juristischer und ethischer Sicht

Informationstechnologie und Robotik sind immer wichtigere Treiber der
Riistungsentwicklung. Gleichzeitig mehren sich die Befiirchtungen, gewisse
Waffen kénnten sich schon bald gdnzlich der menschlichen Steuerung
entziehen. Das komplexe Problem erfordert zwar keine Anpassung inter-

nationaler Rechtsnormen, wirft aber durchaus ethische Fragen auf.

Mauro Mantovani

Knappe Ressourcen, verbunden mit
dem Bestreben, eigene Verluste zu ver-
meiden und den Gegner zu iibertrump-
fen, haben immer die Riistungsentwick-
lung vorangetricben, die heute zuneh-
mend auf den Einsatz von Informations-
technologie und Robortik setzt und einen
immer héheren Grad an Autonomie der
Waffensysteme schafft. «Autonomie» be-
deutet letztlich die Fihigkeit eines Com-
puterprogramms, durch selbstindige Se-
lektion und Auswertung von Daten auf
eine sich verindernde Umwelt zu reagie-
ren. Im Fokus stehen dabei Anwendun-
gen von der Positionsbestimmung und
Navigation bis hin zu Zielerfassung und
-bekimpfung. Indem sie also unstrukeu-
rierte Umgebungen bewiltigen konnen,
unterscheiden sich autoneme von auto-
matischen Funktionen; letzteren ist ein
Standardablauf gemein: gegebene Inputs,
mechanische Regeln, determinierte Out-
puts. Der Nutzen autonomer Fihigkeiten
ist augenfillig: Entlastung des Operateurs,
Erhshung der Bereitschaft und Interope-
rabilitit des Systems, Verringerung von Re-
aktionszeit und von Fehlleistungen. Auto-
nomie treibt auch die Entwicklung unbe-
mannter Plattformen voran. Ein Beispiel
eines operationellen Systems mit hochgra-
diger Autonomie ist das israelische Rake-
tenabwehrsystem Iron Dome (vgl. Abb. 1),
ein Beispiel eines noch in Entwicklung ste-
henden Systems ist das Projekt CARACaS
der US Navy (vgl. Abb. 2). Besonders hoch
ist die Autonomie dieser Systeme deshalb,
weil sie nicht mehr von Menschen fernge-
steuett (remotely controlled) werden miis-
sen. Allerdings besitzen weiterhin Men-
schen ein Vetorecht bei deren Aktivierung.

Dasselbe gilt auch fiir Kampfdrohnen
und Reboter fiir den Kampf im urbanen
Gelinde, welche besonders die Befiirch-
tung gewecke haben, «Killerroboter» stiin-

den vor der Tiir, denen priventiv ein recht-
licher Riegel zu schieben sei, da Maschi-
nen fiir Fehlleistungen (natiirlich) nicht
zur Verantwortung gezogen werden kon-
nen.! Aber eigentlich verdienen diese Sys-
teme die Bezeichnung «autonome» Platt-
formen etc. ebenso wenig. Denn auch bei
ihnen gibt es stets einen «(hu)man-in-the-
loop», das heisst Menschenhand, die je-
derzeit in das Funktionieren dieser Syste-
me eingreifen kann. In Reali¢it sind auch
dies Systeme mit einzelnen autonomen
Funktionen. Goethes Zauberlehrling, der

Abb.1: Iron Dome, hier eine Abwehrbatterie,
kann einfliegende Raketen weitgehend auto-
nom bekdmpfen. Bild: www.algemeiner.com
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sich verselbstindigt — um sich schliesslich
sogar gegen seinen Erfinder zu wenden —,
bleibt eine Utopie.

Die Debatte um «lethal autonemous
weapons» weitete sich dennoch auf akade-
mische Foren aus und hat auch etwa das
IKRK und die Konferenz der UN-Kon-
vention iiber gewisse konventionelle Waf-
fen (CCW) erfasst, welche letztes Jahr
Expertentagungen und formelle Sitzun-
gen zum Thema abhielten. Ebenfalls 2014
ging das zweijihrige Forschungsprogramm
«Multinational Capability Development
Campaign» des Allied Command Trans-
formation zu Ende, an welchem auch Fach-
experten aus der Schweiz beteiligt waren.
Das Programm verabschiedete Empfehlun-




gen an die Politik zu verschiedenen Fra-
gen operationeller, juristischer und ethi-
scher Natur bei allen Finsatzarten von «au-
ronomen» Systemen (abgekiirze: «AxS»).?
Aus dieser «Policy Guidance» seien hier
die juristischen und ethischen Aspekte
herausgegriffen.

Rechtliche Beurteilung

Die Delegation von Funktionen an mi-
licirische Systeme ist rechdich weder ver-
boten noch eingeschrinkr, solange die-
se Systeme eingesetzt werden kénnen in
Ubereinstimmung mir den Verpflichrun-
gen unter dem Kriegsvilkerrechr (Inter-
national Humanitarian Law, ITHL). Dies
vor ihrer Einfithrung sicherzustellen, ge-
hért zu den Verpflichmungen aller Staaten.
Hinzu kommen eine entsprechende Aus-
bildung der Kommandanten und des Be-
dienungspersonals von AxS sowie Vorkeh-
rungen, damit im Einsarz volkerrechtlich
geschiitzte Personengruppen und Objek-
te auch tatsichlich verschont werden. In
Einsitzen unterhalb der Kriegsschwelle
gilt es, tédliche Gewalt nur im Hussers-
ten Notfall anzuwenden, nach Mass gabe
des Verhaltens der Zielperson(en). Wer-
den «autonome» Systeme dennoch miss-
briuchlich verwendet, so bestehen die in-
dividuelle strafrechtliche sowie die staat-

liche Verantwortung bzw. die Verpflich-
tung zur Strafverfolgung und zur Entschi-
digung. Nach Meinung der Mehrheit der
Rechtsexperten geniigen diese juristischen
Normen auch im Kontext zukiinfriger AxS
mit einem noch héheren Autonomiegrad.

Ethische Beurteilung

Soweit die autonomen Komponenten
eines Systems die Effizienz und Effekti-
vitit von Streitkriften in verschiedenen
Missionstypen gene-
rell stelgern, sind ent-
sprechende Entwick-
lungen kaum Gegen-
stand ethischer Be-
denken. Sind Militir-
einsitze zugunsten der
Zivilbevélkerung be-
troffen, so ist die mo-
ralische Beurteilung
ohnehin ungeteilt po-
sitiv.

Konrtrovers wird die
Debatte jedoch, SO-
bald es um die direk-
ten letalen Funkrio-
nen geht. Befiirworter

: swarm boats»).
eines Verbots vertre- )

Abb. 2: Das Projekt CARACaAS sieht unbemannte, bewaffnete
Schnellboote vor, die sich selbst koordinieren («autonomous
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raum von Waffen erkennbar sind. AxS
kénnten in solchen Fillen Verlangen, dass
die «militirische Notwendigkeit» eines
Waffeneinsatzes auf héherer Hierarchie-
stufe nochmals {iberpriift wird. Ob in
einer konkreten Situation allerdings Zeit
bleibt, auch die Vorselektion der Daten
durch AxS zu hinterfragen, erscheint der-
zeit als das zentrale ungeldste Problem.
Offen ist auch die Frage, wie weit die Ver-
breitung von AxS das militirische Berufs-
ethos verindert — zulasten von Werten wie

Bild: science.dodlive.mil

ten den Standpunkt,

dass AxS grundsitzlich «kognitivs un-
fihig seien zur Unterscheidung Freund/
Feind bzw. Zivilist/Kombarrant, so dass
man ihnen die Zielerfassung und -be-
kimpfung niemals iibetlassen diitfe. Denn
dies berge die Gefahr, dass die Hemm-
schwelle zu téten absinke und unverhilt-
nismissiger «Kollateralschaden» in Kauf
genommen werde. Dagegen wird argu-
mentiert, dass mit solchen Waffen indi-
reke eigene Menschenleben geschont wer-
den kénnen. Sodann wird auf den diirfti-
gen Leistungsausweis menschlicher Ent-
scheidungstriger bei der Erkennung le-
gitimer Ziele verwiesen: Allzu oft kommt
es zu tragischen Entscheidungen — an
denen die involvierten Personen mitun-
ter auch selber zerbrechen — aufgrund der
Komplexitit der Situationen, der zu kut-
zen Reaktionszeit und/oder kérperlicher
und psychischer Anspannung oder Er-
schépfung. AxS seien bereits heute zu-
verlissiger und kénnten in Zukunft so-
gar noch vermehrt hilfreich sein bei der
Vermeidung illegaler oder unethischer
Entscheidungen. Denn absehbar ist die
Entwicklung von Algorithmen, die einen
Kommandanten oder Operateur vor un-
erwiinschten Konsequenzen warnen, z.B.
wenn Frauen oder Kinder im Wirkungs-

Ehre, Mut oder der Beherrschung konven-
tioneller Gefechtstechniken.

Es bleibt damit umstritten, ob die zu-
nehmende Autonomie von Waffensyste-
men unter dem Strich zu mehr oder we-
niger ethisch vertretbaren Entscheidun-
gen fiihre. Und so haben die CCW-Staa-
ten weiterhin kein Verhandlungsmandat
beschlossen, sondern nur, weitere Exper-
tentreffen abzuhalren. |

1 Human Rights Watch, «Losing humanity —
The case against killer robots», 19.11.2012,
http:/ fwww.hrw.orgf reports/2012/11/19/losing-
hurmanity-0

2 Multinational Capability Development Cam-
paign (MCDC) 20132014, Focus Area «Role
of Autonomous Systems in Gaining Operational
Accessy. Policy Guidance. Autonomy in Defence
Systems, 29.10. 2014, heep:/iwww.academia.edu/
9347371/ Policy_Guidance_Autonomy_in_De-
fence_Systems. Aktive Teilnehmer waren Finn-
land, die Niederlande, Osterreich, Polen, die
Schweiz, Tschechien, UK und die USA.
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