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42¢ année

N°19

Samedi, le 22 Septembre 1951

BULLETIN

DE I’ASSOCIATION SUISSE DES

ELECTRICIENS

Uber den Begriff der Information und der Ubertragungskapazitit
in der Nachrichtentechnik

Vortrag, gehalten an der 10. Schweizerischen Tagung fiir elektrische Nachrichtentechnik vom 22. Juni 1951 in Solothurn,
von H. Weber, Ziirich

Es wird der Begriff « Information» erldutert und gezeigt, wie
die Menge der Information eines langen Textes berechnet werden
kann. Dazu wird Shannons Modell zur Herstellung eines redu-
zierten Textes gebraucht. Anschliessend folgt eine kurze Betrach-
tung des Begriffs « Ubertragungskapazitiit».

Die vorliegende Darstellung lehnt sich stark

an verschiedene Veroffentlichungen von Claude E.
Shannon an. Jhm kommt an der Schaffung der In-
formationstheorie zweifellos das grésste Verdienst
zu. Um nicht ungerecht zu sein, ist am Schluss ein
Literaturverzeichnis angegeben, das sehr inter-
essante Arbeiten von weitern verdienten Autoren
auffiihrt, ohne dass im Text besonders darauf Bezug
genommen wird.
_ Uberdenkt man die Begriffe «Information und
Ubertragungskapazitit», so kommt man zum
Schluss, dass beide Begriffe mit Energie etwas zu
tun haben miissen. Jede Information, die wir mit
unsern Sinnen aufnehmen, ist mit irgendeiner Ener-
gieiibertragung verkniipft. Es ergeben sich unmit-
telbar zwel Fragen:

1. Welche minimale Energie ist notwendig, um ein Infor-
mationselement sicher empfangen zu kénnen ?

2. Wie kann man die Mindestanzahl von Energiequanten,
die fiir eine Nachricht notwendig sind, angeben ?

Die erste Frage beriithrt die Ubermittlungskapa-
zitit, Infolge der stets vorhandenen Stérungen kann
eine Ubermittlung nicht mit beliebig kleiner Ener-
gie in beliebig kurzer Zeit stattfinden. Ausserdem
gibt es eine physikalische Grenze, die durch die
Quantisierung der Energie gegeben ist.

Zunichst wollen wir uns der zweiten Frage zu-
wenden, uns dabei aber auf den Fall beschrinken,
dass die Nachricht in Form eines schriftlichen
Sprachtextes vorliegt. Gegenitber dem gesproche-
nen Text weist der Schrifttext viel weniger Infor-
mation auf, denn Klangfarbe, Stimmlage, Betonung,
Tempo usw. sind nicht mehr vorhanden. Wir sind
lediglich auf den intellektuellen Inhalt des Textes
beschrinkt, den wir getreu nach dem allgemeinen
Schema der Fig. 1 iibermitteln wollen. Fiir die Uber-
mittlung wihlt man zweckmissig Dualzeichen,
d. h. Stromschritte und Pausen einheitlicher Zeit-
dauer, wie dies in vielen Telegraphiesystemen
iiblich ist. Ein solches Zeitelement, Stromschritt
oder Pause, kurz «Bit» genannt, dient nun gerade

621.392

Exposé de la notion de Uinformation et du mode de cal-
cul de la quantité d’information d’un long texte, en faisant
usage du modéle de Shannon pour Uétablissement d’un texte
réduit. Bréves considérations sur la notion de la capacité
de transmission.

als Grundeinheit der Information. Die zweite Frage
lautet infolgedessen: Welche Anzahl Bit sind pro
Textbuchstaben mindestens notwendig, um einen
vorliegenden Text zu iibertragen ? Mit 1 Bit lassen

NACH- NACH-
~ | RICHT sl RICHT [BESTIM-
CATE = ] M- 1 = | MiNes
RICHTEN - SENDER -
CHaEn PFANGER R

t

STOR-
QUELLE
Fig. 1
Schema einer Nachrichteniibertragung

sich 2 Begriffe iibertragen, mit 2 aufeinanderfolgen-
den Bit 4 Begriffe, mit 3 Bit 8 Begriffe, mit n Bit
2" Begriffe. Mit dem 5Ser-Code lassen sich 32 Be-
griffe iibertragen, d.h. 26 Buchstaben, Pause,
2 Indikatorzeichen, ob Buchstaben oder Ziffern zu

%

20

15

10

abcdefghijklmnopgrstuvwxyz

SEV18654

Fig. 2
Hiufigkeit der Einzelbuchstaben in der deutschen Sprache

drucken sind u. a. m. Es sei der Einfachheit halber
vorausgesetzt, dass in unserem Text nur Buchsta-
ben vorhanden sind. Auch die Wortzwischenriume
und Satzzeichen seien weggelassen. Im allgemeinen
hat diese Massnahme keine Einbusse an der Ver-
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stindlichkeit der Nachricht zur Folge. Wir miissen
also 26 Begriffe = 26 Buchstaben iibertragen. Dazu
braucht man 2" = 26, also

n = *log 26 = 4,7 Bit/Buchstabe

Nun aber kommen in einem Text nicht alle Buch-
staben des Alphabetes gleich hiufig vor (Fig. 2).
Dies hat schon die Pioniere vor hundert Jahren
dazu gefiihrt, den Telegraphencode der Hiaufigkeit
entsprechend zu wihlen, z. B. im Morsealphabet
E = Punkt, T = Strich, N = Strichpunkt usw.
Das Prinzip der bestangepassten Codierung lisst
sich sehr gut an einer Sprache mit nur 4 Buch-
staben mit den Hiufigkeiten !/,, 1/,, 1/, '/ illustrie-

5 8
2
% A
je P 4
i
1 8 5
2 q
(A) 1
(B) (qop] 8
Fig. 3
Codierungsmaoglichkeiten
(A) zweil Begriffe mit der Wahrscheinlichkeit 1/,;
(B) acht Begriffe mit gleicher Wahrscheinlichkeit 1/s;
(C) vier Begriffe mit ungleichen Wahrscheinlichkeiten

ren (Fig. 3C). Die nach rechts aufsteigenden Aste
bedeuten Pause oder 0, die absteigenden Aste
Stromschritt oder 1. Die Aufstellung in Fig. 4

zeigt, dass die angepasste Codierung im Durch-

Sprache mit 4 Lauten: ABCD
‘Wahrscheinlichkeiten 1/,, 1/,, 1/, /s
Text: ABACBAAD. ..
Codierung 1. System 2. System
A 00 0
B 01 10
C 10 110
D 11 111
Text codiert:
1. System  0001001001000011...
2. System  01001101000111...
Anzahl der dualen Einheiten pro Laut:
1. System 2 Bit
2.System 1,1 4 1/, -2 413+ 13 =13,

Fig. 4
Codierung einer Sprache mit 4 Buchstaben

schnitt weniger Bit beansprucht als die einheit-
liche Codierung. Diese letzte benétigt 2 Bit pro
Buchstabe, die erstere dagegen nur 13/, Bit pro
Buchstabe. Die Bedingung der eindeutigen De-
codierungsméglichkeit beim Empfinger ist dabei
gewihrleistet. Ordnen wir die Buchstabenhiufigkei-
ten unseres Alphabetes nach absteigenden Werten
(Fig. 5), so kionnen wir einen dhnlichen abgestuften
Code in Dualzeichen fur die Schriftsprache aufstel-
len (Fig. 6). Codiert man mit diesem Code einen sehr
langen Text, in welchem die angegebenen Hiufig-

keiten tatsichlich auftreten, so braucht man pro
Buchstabe durchschnittlich

2:pe+3:pat4-(pi+ps + pc + po)
+ 5 (Pa + Pa+ Pa+ Pu+ Pe + P+ Po)
+ 6 (po + pr+ Pu+ Po + pw + Px + P2 + pv)
+ 7-(pp + P+ Pa) + 8 (P« + py)
= 4,075 Bit
p Wahrscheinlichkeit der Einzelbuchstaben.

Yp=1

Die Codierung ist noch nicht ideal, da die Anzahl
Bit fur jeden Buchstaben ganzzahlig gewihlt wer-

Pi %
1/4 25

g 125
5 625
55 3125
54 1506
1pg 0753
256 9377
5, 0188

enisrtahduglcofmbwkzvpjgxy

Fig. 5
Geordnete Buchstabenhiufigkeit der deutschen Sprache
p Wahrscheinlichkeit der Einzelbuchstaben

SEVIBE5S

110110

Vp 1111100
| ! ')

| l/hq/"; Mo
8 48 32 ‘B4 128 856

Fig. 6
Dualcode, den Buchstabenhiufigkeiten angepasst
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den muss. Theoretisch ist eine Anpassung in Bruch-
teilen von Bit an die Hiufigkeit des einzelnen
Buchstabens denkbar. Die giinstigste Anpassung

ergibt sich durch 2% = i, wobei x; = Anzahl Bit
Pj

fir den Buchstaben j bedeutet. Die durchschnitt-

liche Anzahl H Bit pro Buchstabe errechnet sich

dann als Summe X1nq. * Pima.. Uber alle Buchstaben

erstreckt:

1
H =Y, %iad, © Prag, = ), Prd. * 210g< )
Plnd.

oder H = —} p;- *log (pj)

a

Bit/ Buchstabe

Fiir unser Beispiel der deutschen Sprache ausge-
rechnet, ist H = 4,00 Bit/ Buchstabe.

Dieser Wert H, Entropie genannt, ist der kleinst-
mogliche Wert, den man durch irgendwelche Codie-
rung der Einzelbuchstaben nicht unterschreiten
kann. H ist also ein Mass fiir die Information pro
Buchstabe, ausgedriickt in einer Zahl von Energie-
quanten. Es bestehen aber in der Sprache nicht nur

% e + Buchstabe

5

4

3

2

1

8 abcdefghijklmnopqrstuvwxyz
1 N o 0 | e, S
2 -

3 [

%
—— Buchstabe + e
Fig. 7
Hiaufigkeit der Buchstabenkombinationen (deutsch)
e + Buchstabe und Buchstabe | e

sehr verschiedene Hiufigkeiten der Einzelbuchsta-
ben, sondern auch sehr starke Bindungen zwischen
aufeinanderfolgenden Buchstaben. Fig. 7 zeigt fiir
den Buchstaben e die Hiufigkeitsverteilung nach-
folgender nach oben und vorausgehender Buchsta-
ben nach unten aufgetragen. Von insgesamt in 19,2
auf 100 Fille auftretenden Buchstaben e folgt die-
sem in 4,5 Fiallen der Buchstabe n nach. Auf den
Buchstaben ¢ folgt fast immer h. Ahnlich wie Ein-
zelbuchstaben kénnen die Buchstabenpaare (Bi-
gramme) entsprechend ihrer Hiufigkeit codiert
werden. Die theoretische Schranke ergibe dabei
3,5 Bit pro Buchstabe. Das gleiche fiir Buchstaben-
trios (Trigramme) ausgefiihrt, ergibe noch 3,0 Bit
pro Buchstabe. Die Sprachforschung hat aber auch
die Worthéaufigkeiten ermittelt. Nach Shannon
nimmt bei der englischen Sprache die Wahrschein-
lichkeit logarithmisch aufgetragen mit der loga-
rithmisch aufgetragenen Rangordnung linear ab
(Fig. 8). Die Summe der Wahrscheinlichkeiten muss
1 geben, infolgedessen werden nur etwa 8000 Worte

beriicksichtigt. Bei einer mittleren Wortlinge von
5 Buchstaben ergibe eine ideal angepasste Codie-
rung noch 2,62 Bit pro Buchstabe als mittlere In-
formation. Selbst zwischen Worten bestehen noch
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Fig. 8
Relative Worthiufigkeit in Abhingigkeit des Ranges
fiir die englische Sprache

starke Bindungen, die beriicksichtigt, eine weitere
Reduktion erwarten lassen. Bei (n-1) bekannten
Buchstaben eines Textes lisst sich die zusitzliche
Information des n-ten Buchstabens mathematisch
folgendermassen angeben:

Hy = — p (bi, j) - *log psi (j)
darin bedeuten

b: (n-1)-gramm (Buchstabenblock)

j n-ter Buchstabe, beliebig
p (bi, j) Wahrscheinlichkeit des n-gramms
pei (j)  Wahrscheinlichkeit dafiir,

dass j auf b; folgt.

Praktisch sind aber fiir grossere Buchstabenblécke
die Wahrscheinlichkeiten nicht bekannt. Ausserdem
ist die Summierung iiber sehr viele Glieder zu er-
strecken.

‘Shannon gelang es in einer neuern Arbeit [10]
dieses Jahres, die Bindungen innerhalb der Sprache
mit einem bedeutend einfacheren Verfahren zu
erforschen. Dieses Verfahren gestattet es, sich
einen Apparat auszudenken, der aus dem Original-
text einen reduzierten Text herstellt. Ein zweiter
Apparat beim Empfinger muss aus diesem wieder
den Originaltext rekonstruieren kénnen. Das Ver-
fahren von Shannon beruht auf folgendem Prinzip:

Bei Kenntnis eines Textes bis zum (n-1)-ten
Buchstaben den n-ten Buchstaben vorherzusagen,
gelingt in den meisten Fillen ohne Unsicherheit
sofort. In manchen Fillen ist es aber nicht der wahr-
scheinlichste, sondern der zweitwahrscheinlichste,

1000 2000 4000 10,000
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drittwahrscheinlichste usw. Buchstabe, den man
auf Grund des bereits bekannten Textes vorherzu-
sagen in der Lage ist. Jeder vorausgehenden Buch-
stabenfolge ist eine Aufstellung nach der Wahr-
scheinlichkeit des folgenden Buchstabens zugeord-
net. Es wird nun nicht mehr der Buchstabe iiber-
mittelt, sondern diejenige Ordnungszahl angege-
ben, die der Textbuchstabe in dieser Aufstellung
einnimmt. Wir bekommen damit eine Folge von
Zahlen, wobei die Zahl 1 als die weitaus hiufigste
Ordnungszahl erscheint.

Folgendes Beispiel illustriert das Verfahren bes-
ser als Worte:

Eine Person wiihlt einen beliebigen Text. Eine zweite Per-
son, die den Text nicht kennt, hat die Aufgabe, Buchstabe um
Buchstabe zu erraten. Die Anzahl der Vorhersagen eines Buch-
stabens bis zum richtigen Textbuchstaben wird unter diesen
aufgeschrieben. In den meisten Fillen stimmt die erste Vorher-
sage, so dass die Haufigkeit der Zahl 1 im Zahlentext sehr
gross ist.

AM 27 JANUAR JAHRT SICH ZUM
51 24 111111 141111 1111 111
50 MALE DER TAG AN DEM GIU
31 1111 111 121 11 111 4417
SEPPE VERDI GESTORBEN IST
21111 11111 111111111 111

Dieser dem Originaltext zugeordnete Zahientext kann nun
entsprechend der Hiufigkeit der vorkommenden Zahlen co-
diert werden. Schon eine Schiitzung zeigt, dass dies mit durch-
schnittlich weniger als 2 Bit/Zahl fiir den im Beispiel angege-
benen Text maglich ist.

Die Herstellung des reduzierten Textes mit einem
Apparat kann so gedacht werden (Fig. 9): Der Sen-
der besteht aus einem Vorhersagegerit mit einem
Speicher. In einem Vergleichsgerit wird die Wahr-
scheinlichkeitsaufstellung im Vorhersagegerit mit
dem Textbuchstaben verglichen, und der Rang, in

welchem dieser Buchstabe in der Vorhersagetabelle
erscheint, wird iibermittelt. Der Textbuchstabe wird
im Gedichtnis gespeichert. Gemiss dem gespeicher-
ten Text produziert der Vorhersageapparat die dem
Buchstabenblock entsprechende Hiufigkeitsaufstel-
lung des nichstfolgenden Buchstabens. Am Emp-

Original - _ | umgesetzter . Original -
Vergleich | Vorher- | = ° _| Vorher
Text Snge Text sulge Text
Speicher Speicher
SEVIBESS 2
Fig. 9

Modell zur Herstellung des reduzierten Textes und umgekehrt

fangsort ist eine genau gleiche Maschine vorhanden.
Der iibermittelte reduzierte Text sagt dem Vorher-
sagegerit beim Empfinger, an welcher Stelle der
Vorhersagetabelle der Textbuchstabe steht, und
dieser wird gedruckt. Auch hier wird der Original-
text gespeichert. Solange der Originaltext an beiden
Enden in den Speichern derselbe ist, solange wird
das Vorhersagegerit in beiden Apparaten die
gleiche Hiufigkeitstabelle prisentieren, d.h. am
Ausgang erscheint der Originaltext wieder. Auf eine
Besonderheit sei hier aufmerksam gemacht. Tritt
nidmlich ein Ubermittlungsfehler ein, so wird im
Empfinger ein falscher Buchstabe produziert, und
dieser falsche Buchstabe hat zur Folge, dass das
Vorhersagegerit beim Empfianger fir die folgenden
Buchstaben nicht mehr die gleiche Tabelle produ-
ziert wie dasjenige beim Sender. Von diesem Mo-
ment an wird der Text beim Empfinger unver-
stindlich.

Shannon hat nun mit eigenen Versuchen die Hau-
figkeitsverteilung des reduzierten Zahlentextes fest-

Hiufigkeitsverteilung des redu zierten Zahlentextes Tabelle I
n-ter Buchstabe, wenn (n-1) Buchstaben bekannt sind
Zahl
1 K 4 5 6 | 7 8 | 9 | 1 | | 12 | 13 | 14 15 100
= 1| 18,2 | 29,2 36 47 51 58 48 66 66 67 62 58 66 72 60 80
§ 2 | 10,7 14,8 20 18 13 19 17 15 13 10 9 14 9 6 18 7
‘g 3 8,6 | 10,0 12 14 8 5 3 5 9 4 7 7 4 9 5
S 4 6,7 8,6 7 3 4 1 4 4 4 4 5 6 4 3 5 3
3 5 6,5 7,1 1 1 3 4 3 6 1 6 5 2 3 4
% 6 5,8 5,5 4 5 2 3 2 1 4 2 3 4 1 2
I 1 5,6 4,5 3 3 2 2 8 1 1 1 4 1 4 ]
- 8 5,2 3,6 2 2 1 1 2 1 1 1 1 2 1 3
et 9 5,0 3,0 4 5 1 4 2 1 1 2 1 1
= ﬁ 10 4,3 2,6 2 1 3 3 1 2
Q811 31 | 2.2 2 2 2 1 1 3 1 1 2 1
=412 28| 1,9 | 4 2 1 1 1 2 1 1 1 1
o P13 2,4 1,5 i 1 1 1 1 1 1 1 1 1
£2 14| 23 | 1.2 1 1 1 1
fb"' 15 2,1 1,0 1 1 | 1 1 1
€E 16| 20 | 09 | 1 1 1
= .| 17 1,6 0,7 1 2 1 1 1 2 2
SEI18| 1,6 | 05 1
2119 16 | 04 1 1 | 1 1
=2 1,3 | 03 1| 1 1 | |
g1 21 1,2 0,2 | | ‘ i
El22] 08 | 01 |
§123] 03| 01 | |
S 24| 01 | 00 1 ;
2l2s| 01 | i ‘
w126 | 0,1 \ ‘
<21 01 | | I
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gestellt (Tabelle I). Betrachtet man den reduzierten
Text, so konstatiert man, dass zwischen aufeinan-
derfolgenden Zahlen keine Bindungen mehr existie-
ren. Berechnet man den giinstigsten Code fiir diesen
reduzierten Text gemiss dem erlauterten Prinzip,
so findet man eine Aufstellung fiir die Anzahl Bit
pro Buchstabe, die um so mehr abnehmen, je mehr
Text bereits bekannt ist (Fig. 10). Die ermittelte

Anzahl Bit pro Buchstabe kann als Maximalwert’

der Information pro Buchstabe angesehen werden,
da die von Shannon benutzten Vorhersagetabellen
nicht die optimalsten sein kénnen. Es ergibt sich
daraus die Folgerung, dass die Information unserer
taglichen Umgangssprache schriftlich niedergelegt
bei einem lingern Text mit etwa 1 Bit pro Buch-
stabe angegeben werden kann.

Was nun den Begriff der Ubertragungskapamtat
anbelangt, so ist es zweckmiissig, dass wir auch hier
die gleiche Einheit, nédmlich das Dualzeichen, als
Energiequant verwenden. Wir sind dann in der
Lage, anzugeben, wieviel Information im besten
Fall durch einen Nachrichtenkanal iibermittelt wer-
den kann. Es ist jedoch hervorzuheben, dass es dem
Nachrichtenkanal gleichgiiltig ist, ob in den iiber-

5

==
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w
s
-

BITS
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L 4— |l .
S = =t

> T — & s
[ i
LOWER BOUND-177 P~~~ ] P
1
SR |
0
0 4 10 1Al 12 13 14 15 100
SEVIGEGD NUMBER OF LETTERS
Fig. 10

Information des n-ten Buchstabens, obere und untere Grenze

mittelten Bit viel oder wenig Information steckt.
Die Tendenz ist heute sogar so, dass zu den nur not-
wendig ibermittelten Signalen noch Kontroll-
signale mitgesandt werden, um gewisse Unzuling-
lichkeiten des Ubertragungskanals unschidlich zu
machen. Um mit solchen Anlagen dieselbe Infor-
mation in der gleichen Zeit tibermitteln zu kénnen,
muss notgedrungen eine grossere Ubertragungs-
kapazitidt des Kanals vorhanden sein. Die grosst-
mogliche Ubertragungskapazitit eines Kanals ist
nach Shannon gegeben durch den Ausdruck
C = wlog—P—ﬂ Bit/s
N
w Frequenzbandbreite
P Maximale Nutzleistung
N Mittlere Storleistung
(Warmerauschen)

am Empfangsende

Das Zustandekommen dieses Ausdruckes kann
anschaulich folgendermassen erklirt werden:

Eine beliebige zeitliche Funktion, wie in Fig. 11
gezeigt wird, die auf den Zeitabschnitt ¢ beschrinkt
und auf einem Frequenzspektrum aufgebaut ist,

welches keine hohern Frequenzen als w enthilt,
kann durch 2 X t X w-Angaben vollstindig be-
schrieben werden, z. B. durch die Amplituden an

Wenn

allen Stellen im zeitlichen Abstand von §L .
w

nun dieser zeitlichen Funktion eine zufillige Sto-

/'\

L~

Fig. 11
Zeitliche Funktion, nur Frequenzen unter w enthaltend

rung, z. B. Gerduschspannung, iiberlagert wird,
kénnen beim Empfinger die Amplituden nicht mehr
exakt empfangen werden. Wir sind nur noch in der
Lage, Spannungsinderungen in der ungefihren
Grosse der Storspannung festzustellen. Da sich der
Einfluss der Gerduschspannung zur Nutzspannung
quadratisch addiert, so sind infolgedessen, wenn P die

grosste Nutzleistung ist, V# Energieniveaux

am Empfangsende mit einiger Sicherheit festzustel-
len. Die Gesamtmenge von méglichen Nachrichten

2w
in der Zeit t ist I/ —P—j]%,‘ll . Die Menge der Bit,

die es braucht, um diese Gesamtmenge zu iibertra-
gen, ist der Logarithmus zur Basis 2 von diesem
Ausdruck. Wenn nach der Leistung gefragt wird,
d. h. nach der Ubertragungskapamtat in Bit pro s,
so errechnet sich diese aus der Gesamtzahl der Bit,
dividiert durch die Zeit t. Damit erhilt man den
oben gegebenen Ausdruck. Allerdings bedeutet die-
ser eine theoretische Grenze, die nur dann erreicht
werden kénnte, wenn der Empfinger eine Speicher-
vorrichtung beséisse und die Nachricht sehr lang
wire, so dass mit einer Ausgleichsmethode die tat-
sidchliche Signalkonfiguration wieder herausgeschilt
werden konnte. Die praktisch erreichten Resultate
erheischen ein etwa zweimal grosseres Nutz-Stor-
Spannungsverhiltnis, als vorausgesetzt werden
miisste. Das kommt daher, dass bei der heutigen
Technik ein Nachrichtensignal ohne Verzug gepriift
und weitergegeben wird, ohne Bedacht auf die vor-
hergehenden und nachfolgenden Signale zu nehmen.
Wenn nimlich das Gerdusch statistisch zufillig ist,
so kann man das einzelne Signal durch statistische
Methoden verifizieren und, sofern die Nachbar-
elemente herangezogen werden, auch korrigieren.
Der Einbau eines Gedichtnisses hitte aber eine
starke Komplizierung der Empfangsapparaturen
zur Folge.

In den vorstehenden Ausfithrungen spielte die
Griosse der Energie keine Rolle. Bei der Be-
trachtung von aktuellen Systemen wird aber die
Energiefrage sehr wichtig. Abschliessend ist zu
den beiden Begriffen zu sagen, dass die Information
mehr den Physiologen und Physiker interessieren
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wird, withrend die Ubertragungskapazitit diejenige
Grosse ist, mit der die Nachrichten-Leute rechnen
miissen. Die Verwirklichung der Ubermittlung von
Sprache in ein Band von wenigen Hertz wird noch
lange Zeit eine Utopie bleiben miissen. Gerade in der
Ubermittlung der Sprache selbst spielen jene nicht
beriicksichtigten Elemente der Information, die wir
Gefiihlswerte nennen, unter Umstinden die Haupt-
rolle. Fiir die Ubermittlung grosser Informations-
mengen im intellektuellen Sinne bleibt die telegra-
phische Ubermlttlung in ihrer modernsten Form
allen andern iiberlegen, wenn von der Postbeforde-
rung abgesehen wird.

Die Einfithrung und Begriindung der beiden Be-
griffe «Information und Ubertragungskapamtat»
befruchteten die Nachrichtentechnik ausserordent-
lich; sie sind heute nicht mehr wegzudenken.
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Uber die Farbe ,,weisser Leuchtstoffrhren

Von E. Rohner und A. Stern, Ziirich

Die Farbeigenschaften «weisser> Leuchtstoffréhren wur-
dén gemessen und graphisch dargestellt. Es zeigt sich, dass
von verschiedenen Herstellerfirmen stammende Leuchistoff-
rohren der gleichen Farbgruppe erhebliche Farbunterschiede
aufweisen. Eine Normalisierung wire wiinschenswert.

Die neuere Entwicklung der Beleuchtungstech-
nik und Versuche, die Farbe von Leuchtstoffrohren
an die Bediirfnisse der Praxis anzupassen, zeigten,
dass fiir allgemeine Beleuchtungszwecke eine ver-
hilltnismissig kleine Auswahl von Farben bevorzugt
wird. Entsprechend dieser Erkenntnis beschrinkten
die Herstellerfirmen ihre Produktion auf eine An-
zahl mehr oder weniger genau umschriebener Farb-
typen. Immerhin zeigt die Beobachtung, dass zwi-
schen Réhren des gleichen Farbtypus, aber verschie-
dener Herkunft erhebliche Farbhdifferenzen fest-
stellbar sind. Infolgedessen ist es nicht immer ohne
weiteres moglich, defekte R6hren durch andere des
gleichen Farbtypus, aber verschiedener Herkunft,
zu ersetzen, da bei nebeneinander betriebenen Réh-
ren der Farbunterschied auffallend sein kann. Die
#m weitern beschriebenen Messungen wurden durch-
gefithrt, um die Farbe der heute verwendeten Roh-
ren zu bestimmen und auf die Notwendigkeit einer
gegenseitigen Anpassung, bzw. internationalen Nor-
mung hinzuweisen.

Zur Messung der spektralen Energieverteilung
wurde ein Monochromator (Fuess 139a) in Verbin-
dung mit einer Photovervielfacher-Rohre (RCA
1P22) und einem Spiegelgalvanometer verwendet.
Die Vervielfacherrohre wurde iiber ein hochstabili-
siertes Netzgerit gespiesen. Die Wellenldngeskala
wurde mit Hilfe einer Anzahl von Spektrallampen
geeicht. Zur Energieeichung wurden drei verschie-
dene Leuchtstoffrohren verwendet, deren spekirale
Energieverteilung im Kontinuum bekannt war (ge-
messen am Eidgenossischen Amt fiir Mass und Ge-
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Les caractéristiques de couleur des lampes fluorescentes
«blanches» ont été mesurées et reproduites graphiquement.
On s’est ainsi rendu compte qu’il existe de notables différen-
ces de couleur entre des lampes fluorescentes du méme
groupe de couleur, mais provenant de fabricants différents.
Une normalisation serait désirable dans ce domaine.

wicht). Diese Eichung wurde durch eine Gliihlampe
bekannter Farbtemperatur kontrolliert. Das durch
den Leuchtstoff bedingte kontinuierliche und das
von der Niederdruck-Quecksilberentladung herriih-
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Fig. 1
Relative spektrale Energieverteilung W von Leuchtstoffrohren
der Farbgruppe «Warmton»

A Wellenldnge; I General Electric «Standard warmwhite»;
* 2 Philips 29; 3 Sylvania «Warmtone»

rende Linienspektrum wurden separat ermittelt. Als
Bezugsgrosse wurde die Energie bei der Wellen-
linge 600 nm gewihlt, die gleich 100 gesetzt wurde.
Auch die Linienenergien wurden auf diese Grosse
bezogen.

Alle ausgemessenen Rohren hatten eine Nenn-
leistung von 40 W. Es wurden pro Farbtypus und
Herstellerfirma 2...6 Rohren untersucht und das Re-
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