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tion systématique des relevés par drone

et des scanners 3D, systématisation de

la numérisation de documents (dossiers
de candidature, courrier, factures), etc.

Le résultat est que la masse de

données à stocker croît de manière bien

plus rapide que la baisse de prix des

espaces de stockage. Cette dernière est

relativement linéaire, alors que
l'augmentation de la quantité de données a

tendance à suivre une courbe exponentielle.

La question de l'archivage de ces

données devient donc très rapidement
une nécessité économique: il n'est pas
du tout raisonnable ni viable à long
terme de conserver toutes ces données,

ce d'autant plus que la majorité de ces

données ne sera bientôt plus lisible si

aucune politique de préservation n'est
mise en œuvre. Ces données devien¬

dront donc parfaitement inutiles, mais
leur stockage continuera de coûter!

Ainsi, sans prendre de mesures de

gestion de la vie des documents, cette

entreprise va donc dépenser des

fortunes pour stocker du vent. Si elle

veut proposer des prestations meilleur
marché et rester concurrentielle, elle

doit impérativement maîtriser ce type
de charges!

Gérer la vie des documents dès

maintenant pour maîtriser les charges

Que faire alors? Un bon plan d'archivage

repose sur une gestion de la vie des

documents! Et c'est un informaticien
qui le martèle!

Il est indispensable de penser sur
le long terme et de prévoir une organisation

des documents qui permette leur
archivage intelligent: par exemple le

passage d'un dossier actif de client en
mode archive figée qui nécessite moins
de ressources de stockage (car moins de

duplication des données), la suppression

des documents devenus inutiles
dans le cadre de tel contrat, la conservation

des documents essentiels sous

un format PDF/Archives stable ou
encore la conservation d'un minimum de

sources brutes.
Nous sommes conscients que la

gestion de cette problématique n'est

pas aisée, elle est de surcroît chrono-

phage. Se faire aider d'un professionnel
en gestion documentaire allège
singulièrement ce travail et évite les écueils
habituels. C'est maintenant qu'il faut y

penser, pas dans dix ans!

Contact: luc.schneider@practeo.ch

Le plaisir de tout conserver sans modération:
une question de taille?

Arnaud Gaudinat,

adjoint scientifique, HEG Genève

Pourquoi jeter lorsqu'on peut conserver?

Exit le papier physique et les mètres
linéaires. L'ère du numérique a tout chamboulé.

L'espacedans les nuages est infini,
c'est la promesse de la loi Kryder qui

prédit empiriquement le doublement de

la densité de stockage tous les ans depuis

60 ans. Mais conserver l'information

c'est bien, la retrouver c'est encore mieux

et indispensable. Google trouve plutôt
bien son chemin parmi plus de iooq
milliards de documents décentralisés. Alors

pourquoi devrions-nous perdre du temps
à trier, archiver, sélectionner, effacer nos

centaines d'emails, de photos et autres

documents? Ici sont présentés quelques

idées, repères et exemples relatifs à la

problématique de la conservation de

toute l'information numérique plutôtque
de son élimination.

Tous archivistes
Dans nos sociétés modernes, nous

sommes tous des archivistes Des

archivistes plus ou moins efficaces.

Nous sommes bien entendu tous
confrontés à la gestion de nos
nombreux documents administratifs. Et

tout comme des archivistes chevronnés,

nous nous devons de faire des

classements et, de temps en temps, de décider

de nous séparer de certains
documents pour retrouver un peu d'espace
dans nos rangements. Nous sommes
encore des archivistes lorsque nous
décidons de mettre nos photos numériques

sur un support optique, de les

étiqueter, d'en imprimer certaines ou
carrément d'en effacer d'autres, car
elles sont légèrement floues. Bien
entendu, l'analogie s'arrête ici, car l'archi-

vistique professionnelle s'occupera au
sein d'une entreprise ou d'une institution,

entre autres, du cycle de vie du
document, mais aussi d'archiver les

documents de façon pérenne sur du
très long terme. Cependant, cette question

de l'élimination qui touche l'archiviste

professionnel est universelle dans

notre monde moderne. Elle se doit
d'être mise en perspective, par rapport

à l'état de l'art du stockage et du traitement

des données. À noter que l'élimination

de données pour des aspects
légaux, de confidentialité et de droit à

l'oubli, ainsi que la conservation à long
terme des documents numériques ne
seront pas considérées ici. Cependant,
en ce qui concerne la conservation à

long terme, les principes de bases
présentés dans cette revue semblent aussi
valables (pour des coûts supérieurs). Et

certaines solutions flexibles liées au
cloud computing semblent aussi
prometteuses1'2 pour traiter ce problème.

1 Steven. C. Horii, «Archiving, Chapter io:
Future Storage Trends and Technologies» [en

ligne], <http://siim.org/?page=archiving_

chapterio> (consulté le 22.07.2016)

2 Rosenthal. David, «The Future of Storage»

[en ligne], 2016, <http://blog.dshr.

org/20i6/o5/the-future-of-storage.html>

(consulté le 22.07.2016)
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Type de données Approximation de la taille Par rapport à i To

Tweet' 2.5 Ko 400 millions (moins d'un
jour de tweets)

Livre Entre 256 Ko et 1 Mo 1 à 4 millions de livres

DVD 4 Go 250 DVDs

Encyclopédie Web, Wiki-
pedia en anglais, en 2016 50 Go 20 encyclopédies Web

11 millions d'ouvrages
présents à la BNF en 2015

10 To 10% de la BNF

Capture vidéo pendant un
an (selon Gurrin 2014)4

32,8 To 3%

Capacité du plus gros
serveur de l'équipe fouille
de données serveur à la
HEG en 2013

100 To 1%

CommonCrawl' (moissonnage

publique du Web en
2015)

168 To 0,6% de Common Crawl

Archive.org6, site web,
images, et vidéo en 2014
selon archive.org

50000 To 0,002% de archive.org

Estimation du trafic
Internet en 1 jour, en juillet 1 556 000 To (1,5 Eo)
2016 selon internetlivestats7

Tableau i: La taille de la donnée en 2016 et comparée à 1 To.

0,00006% du trafic
mondial

Année 1 Co Capacité pour ioo CHF

1956 26000000.00 CHF 3,8 Ko

1973 3 000 000.00 CHF 33 Ko

kO
00 0 100 000.00 CHF 1 Mo

M k£)
00 M 40 000.00 CHF 2,5 Mo

I995 800.00 CHF 125 Mo

2002 2.00 CHF 50 Go

2007 0.28 CHF 357 Go

2015 0.05 CHF 2 To

2020
(selon loi de Kryder)

(estimation) 64 To

2025
(selon loi de Kryder)

(estimation) 2 Po

Tableau 2: 60 ans d'évolution du stockage et capacité pour CHF ioo.- (source pcworld.com).

Taille de l'information, de quoi
parle-t-on?
Dans le monde numérique, l'espace se

compte en bits, la plus petite unité
d'information. Avec un simple bit par
exemple, on peut indiquer que l'on rend
visible des millions de documents dans

une interface ou pas, plutôt que de les

effacer définitivement. L'octet, l'unité
de base de l'informatique, qui représente

8 bits, permet lui de coder 256
informations. Mais que représente par
exemple 1 To (téraoctet) de données,
taille moyenne en 2016 des disques
durs dans nos ordinateurs portables?
Selon le Tableau 1, il est possible
actuellement de stocker dans 1 To de 1 à 4
millions de livres, 250 DVD, approximativement

10% des ouvrages présents à la

Bibliothèque nationale de France

(BNF), ou 0,6% de Common Crawl. Et

ainsi de conclure qu'un ordinateur
actuel permettrait de stocker au format

numérique la plupart de nos
bibliothèques, sauf les plus grandes. Et qu'in-
ternet une fois de plus pose de

nouveaux défis.

Pour arriver à stocker autant de

données dans nos ordinateurs, il s'est passé
60 ans d'évolution et de défis
techniques8 (voir Tableau 2) qui ont donné
naissance à la loi de Kryder9 (du nom

3 Valeski. Jud, «Handling High-Volume,

Realtime, Big Social Data», 2011, <https://

blog.gnip.com/tag/data-collection/>

(consulté le 22.07.2016)

4 Gurrin, Cathal, Smeaton, Alan F., & Doherty,

Aiden R.. «Lifelogging: Personal big data».

Foundations and trends in information

retrieval, 8(i), 1-125. A- R- 2014.

5 Merity, Stephen. «Common Crawl» [en ligne],

2016, <http://commoncrawl.org/> (consulté

le 22.07.2016)

6 «PetaBox» [en ligne]. 2014, <https://archive.

org/web/petabox.php> (consulté le

22.07.2016)

7 «Internet lives stats» [en ligne]. 2016,

<http://www.internetlivestats.com/>

(consulté le 22.07.2016)

8 Cocilova, Alex, «The astounding evolution of

the hard drive» [en ligne]. 2013, <http://www.

pcworld.com/article/2048232/the-astoun-

ding-evolution-of-the-hard-drive.html>

(consulté le 22.07.2016)

9 Walter, Chip. «Kryder>s law». Scientific

American, 293(2), 32-33. 2001.

de l'ingénieur chez Seagate qui identifie

cette loi en 2005). Cette loi empirique

(similaire à la fameuse loi de

Moore) indique que la densité de

stockage est multipliée par deux tous les ans

pour un coût deux fois moindre. Et

même si un certain ralentissement de

la croissance de stockage dans les zones
de stockage personnelles est constaté

ces dernières années, le développement
des zones de stockage dans le cloud
devrait continuer dans les prochaines
années à garder la même croissance.
Cette croissance devrait permettre donc

théoriquement de pouvoir stocker les

ouvrages de la BNF en 2015 dans nos
zones de stockage personnelles dans

cinq ans.
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La dernière colonne du tableau donne
aussi la capacité qu'il est possible
d'acheter pour CHF 100.-. Ainsi, si en

2015 il est possible d'obtenir 2 To pour
CHF 100.-, pour le même prix en 1973

nous obtenions 33 Ko seulement.

Pourquoi désherber?

Si on reprend les six objectifs de la
méthode de désherbage CREW10, on trouve
1 Gagner de l'espace,
2 Gagner du temps,
3 Rendre la collection plus attractive,

4 Améliorer la réputation de la

bibliothèque,
5 Adapter la collection aux besoins,
6 Avoir un retour sur les forces et

faiblesses de la collection.

L'espace et le temps semblent en effet
essentiels. Cependant, éliminer les

données permet aussi de diminuer le

bruit lors de la recherche.

Ainsi, l'objectif numéro 1 du dés-

herbage est de récupérer de l'espace.

Qu'il soit physique ou numérique,
l'espace est forcément fini (en tout cas avec

nos connaissances scientifiques
actuelles) et a de facto un coût proportionnel

à sa taille. Si le coût de l'espace
physique a tendance à croître dans le temps,
inversement le coût de l'espace numérique

a tendance à diminuer et ce de

manière importante (voir Tableau 2).

C'est pourquoi on peut se poser la question

sérieusement: dans le monde
numérique, devrait-on tout conserver plutôt

que de passer du temps (objectif 2)

à sélectionner ce que l'on doit éliminer?
Le gain d'espace n'est certainement

pas le seul objectif de l'élimination. Il
est aussi d'éviter de se retrouver
submergé par l'information lors de la

recherche d'information. Car, comme

Qu'il soit physique ou numérique,
l'espace est forcément fini et a de facto un

coût proportionnel à sa taille.

WÊÊÊÊÊÊÊÊIÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊIÊÊEÊ^^^K^n^^^^n

mentionné précédemment, conserver

l'information c'est bien, la retrouver
c'est encore mieux et surtout indispensable.

Google nous montre la voie en

indexant plus de 1000 milliards de

documents déjà en 2008. Bien entendu,

nous ne sommes pas Google, mais

la bonne nouvelle est que la plupart des

solutions efficaces de traitement de

données massives sont des logiciels
«Open Source». Par exemple, l'indexation

des 26 millions de documents de

Medline (citations de la littérature
scientifique médicale) dans un logiciel
tel que Elasticsearch" prend moins de

dix heures sur un ordinateur portable
datant de 2012.

Les objectifs 3 à 6 peuvent être
réalisés aussi sans avoir besoin d'éliminer
définitivement les documents, mais en
les catégorisant comme tels pour les

rendre moins visibles (mais encore
accessibles) et aussi en les enrichissant

automatiquement d'informations
d'usages (objectif 6).

La sélection, une certaine forme
d'élimination délétère?

La sélection permet le gain de place,
mais ce gain de place ne se fait-il pas au
détriment de la qualité de l'information
lorsque le but du stockage de données

est de procéder à des analyses? Cette

question s'avère très importante lorsque
l'on commence à vouloir faire parler les

données éphémères. Prenons l'exemple

Dans le monde numérique, devrait-on

tout conserver plutôt que de passer du

temps à sélectionner ce qu'on élimine?

WÊÊlÊÊIÊÊÊIÊÊÊÊlÊKÊBÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊÊKÊÊÊÊiÊÊÊÊÊÊÊÊÊÊÊÊtÊÊS

récent du projet GeoTweet12. Ce projet
avait comme objectif premier la

cartographie des tweets géolocalisés dans le

seul grand Genève pendant une période
de sept mois (voir Illustration 1).

La collecte des tweets, limitée par
l'API (Interface de programmation)
offerte par Twitter, se faisait en définissant

une fenêtre de capture rectangulaire.

Dans GeoTweet, la fenêtre de

capture utilisée pour couvrir le grand
Genève alla arbitrairement de Culoz en
France à Fribourg en Suisse. Le grand
Genève s'arrête bien entendu avant
cette zone, mais l'avantage de ce choix
a permis d'étudier de façon pertinente
les différences de tweets entre Genève

et Lausanne, alors que ce n'était pas
prévu au départ. À noter que dans ce

cas, les informations en dehors du
rectangle de capture sont actuellement
perdues, à moins de disposer d'un budget

conséquent pour utiliser les services
de GNIP (entreprise permettant d'accéder

à la totalité des tweets émise depuis

III. i: Comparaison des zones de points chauds

des tweets en 2015 entre Genève et Lausanne

(sur geotweet.hesge.ch).

les débuts de Twitter). Ainsi, une
collecte de données plus large permettra
de répondre à plus de questions,
surtout si des questions additionnelles
intéressantes apparaissent en cours
d'analyse de données.

Le mouvement lifelogging et

quantified-self
Pour certains, la question de tout
conserver l'information ou non ne se

pose déjà plus. Bien que singulier, le

mouvement du lifelogging - le fait
d'enregistrer sa vie de manière la plus continue

possible - est déjà lancé et trouve
de plus en plus d'adeptes grâce aux
nouvelles technologies4. Son origine
date de 1945 par Vannevar Bush et la

vision Memex (une sorte de bureau qui
capture l'activité de son utilisateur).
Aujourd'hui, ce mouvement est représenté

par Gordon Bell et son projet
MyLifeBits13. Quant au quantified-self, il
est déjà en partie démocratisé grâce aux

capteurs de nos téléphones portables,
aux balances connectées et surtout aux
bracelets permettant entre autres de

mesurer son activité physique, sa position

GPS ou son sommeil.

10 Larson, Jeanette. «Crew: A weeding Manual

for Modern Libraries», [en ligne], 2008,

<https://www.tsl.texas.gov/sites/default/

files/public/tslac/ld/pubs/crew/crew-

methodo8.pdf> (consulté le 22.07.2016)

n «Elasticsearch» [en ligne], 2016, <https://

www.elastic.co/> (consulté le 22.07.2016)

12 Banfi, E., Béguelin, F., & Gaudinat, A.

«GEoTweet» (No. TRMASID 7). Haute école

de gestion de Genève. 2016.

13 Bell, C. G., & Gemmell, J. «Total recall: How

the e-memory revolution will change

everything». Dutton.
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La promesse de mémoriser sa vie
mieux que sa propre mémoire fait
définitivement partie du mouvement
transhumaniste. L'objectif est de pouvoir
conserver toutes nos interactions avec

nos outils (ordinateur, portable) et
objets connectés (voiture, vélo, frigidaire,
verrou de porte) et surtout, tout
l'environnement visuel et audio proche pour
pouvoir les analyser et les consulter a

posteriori. Les valeurs du Tableau 3

représentent la taille réelle des captures
typiques du lifelogging suivant les
différentes sources4. Bien entendu, elles

Un critère d'élimination qui vaut
aujourd'hui ne vaut pas forcément demain.

sont dépendantes de la personne et sont
ici données à titre indicatif. Par ce biais,
il est possible d'enregistrer un an de

données audio sur une carte mémoire
SD de 2016 de 512 Go. D'ici cinq ans, il
sera possible en théorie d'enregistrer
les données de la durée d'une vie sur le

disque dur de son ordinateur portable.
La capture totale des données nécessite
la sauvegarde de toutes ces sources
simultanément et, mise à part les
données vidéo qui sont beaucoup plus
lourdes, le stockage ne semble pas être

une limitation. Dans le cas du stockage
des données vidéo, le Tableau 2 indique
que ce sera probablement possible dans

une dizaine d'années.

Pour avoir une illustration du lifelogging,

je ne peux que conseiller de voir
l'épisode d'anticipation «The entire
history of you» de la série Black Mirror de

Charlie Brooker où les dérives d'un tel

dispositif sont mises en exergue.
D'un point de vue technique, tous

ces capteurs vont générer énormément
de données qu'il faudra stocker, analyser,

archiver, indexer afin de pouvoir les

14 Matt, Raymond. «How tweet it is! Library

acquires entire Twitter archive» [en ligne],

2010, Library of Congress Blog, <http://
blogs.loc.gov/loc/2010/04/how-tweet-it-is-

library-acquires-entire-twitter-archive/>

(consulté le 22.07.2016)

15 Zimmer, M. «The Twitter Archive at the

Library of Congress: Challenges for information

practice and information policy». First

Monday, 20(7). 2015.

rendre utiles pour l'utilisateur final.
Ceci offre de nouveaux défis en termes
de traitement de données hétérogènes,
de stockage, de recherche et de visualisation.

Dans le cadre du lifelogging,
aucune donnée n'est éliminée, car
même si elle n'est jamais utilisée, toute
donnée est potentiellement utile.

Les big data et la valeur de la donnée

Aujourd'hui, tout le monde parle des

big data ou données massives et de la
valeur de la donnée. Les grandes
entreprises d'internet (par exemple Google
et Facebook) l'ont bien compris en nous
offrant des services gratuits dans le
cadre desquels chacun d'entre nous
offre ses données «idiotes» en surfant
sur internet, utilisant telle ou telle
application, etc. Ces données mises bout
à bout et multipliées par le nombre
d'utilisateurs ont une valeur considérable

pour qui sait les faire parler. Faut-

il éliminer de l'information? Ces

entreprises ont déjà choisi et répondu clairement

que non.
Si on prend comme exemple Twitter,

application dans laquelle les utilisateurs

publient des messages de 140 ca-

Même si conserver le document, c'est
bien, conserver la vie du document,
c'est mieux!

ractères maximum (les tweets), ceux-ci
contiennent en réalité 20 fois plus
d'informations (2,5 ko par tweet en
moyenne3). Chaque tweet qui est échangé

dans le monde contient à chaque
fois, en plus du message proprement
dit (les 140 caractères), la description
de l'émetteur (pseudo, langue, origine
géographique, etc.), le contexte (date,

géolocalisation si activée) et l'historique
des retweets.

Ceci a l'avantage d'offrir une grande
transparence, mais montre clairement
qu'on essaie de garder toutes les
informations disponibles, y compris le

contexte (si cher aux archivistes).
Aucune information n'est éliminée a

priori. Pourtant, avec 500 millions de

tweets par jour, soit 1,25 To, on pourrait
faire pas mal d'économies d'espace de

stockage en évitant la redondance de

l'information.
Pour continuer avec ce fameux mi-

cro-blog, la Bibliothèque du Congrès
des États-Unis semble avoir compris
l'intérêt d'archiver des données sans
faire de désherbage. Et ce malgré le fait

que le contenu de beaucoup de tweets

peut paraître a priori peu intéressant et

peu pertinent (par exemple «il fait bo ce

matin»). En effet, ils ont décidé en avril
2010 de s'associer avec Twitter et
d'archiver la totalité des tweets'4 émis à ce

jour et d'en offrir l'accès gratuit. Cependant,

après six ans de bonnes intentions,

les tweets ne sont toujours pas
disponibles et Zimmer'5 semble indiquer

aussi bien des problèmes
techniques et juridiques que commerciaux.

Le critère d'élimination diachronique
Les critères d'élimination utilisés de

nos jours sont adaptés à nos connaissances

et usages d'aujourd'hui. Un
critère d'élimination qui vaut aujourd'hui
ne vaut pas forcément demain. Pour
faire un parallèle avec un domaine très

différent, la sauvegarde de la biodiversité

a aussi son intérêt et ces critères.
L'exemple du rat-taupe nu du Kenya est

emblématique. Ainsi, si le seul critère
de la sauvegarde de l'animal était la
beauté (voir Illustration 2), le pauvre
n'aurait aucune chance d'être sauve-

Contenu capturé Volume/an En un an En une vie (85 ans)

Localisation 3,9 millions de points GPS 0,01 Go 0,85 Go

Accélération 21 millions d'entrées 0,05 Go 4,25 To

Log de lecture Dépend de l'utilisateur 1 Go 85 Go

Photo 1,65 millions 3O,2GO 2,6 To

Audio (mono 22khz) 5840 heures 227,8 Go 19,4 To

Vidéo 5,840 heures 32,8 To 2,65 Po

Tableau 3: La taille des données du lifelogging selon Currin 2014.
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III. 2: Le rat-taupe nu (Heterocephalus glaber) est un petit rongeur remarquable non seulement pour

son apparence physique. (Roman Klementschitz, Wien - travail personnel, CC BY-SA 3.0)

gardé en tant qu'espèce. Par contre, des

recherches de 2005 ont montré que
l'animal pouvait vivre jusqu'à 50 ans,
qu'il était insensible à la douleur et
surtout qu'il avait une forte résistance aux
maladies cancéreuses. Cela l'a remis de

facto sur le podium des animaux suscitant

l'intérêt des humains. Par analogie,
effacer une donnée aujourd'hui ne veut

pas dire qu'elle n'aura pas d'importance
à l'aulne des critères du futur. Et si les

coûts sont inférieurs ou équivalents,
pourquoi éliminer l'information?

Conserver la vie numérique de la

donnée
Une première tendance en informatique

est de garder un historique le plus
précis possible des applications et de la

vie du document. La seconde tendance

est la redondance et la distribution de

l'information. Ainsi, même si conserver

le document, c'est bien, conserver
la vie du document, c'est mieux! Pouvoir

avoir la trace de la naissance du
document, des premiers mots de son

Ne pas éliminer l'information ne veut

pas dire ne pas filtrer l'information.

auteur. Pouvoir voir qui a contribué à

tel ajout ou à telle élimination (mais
toujours réversible) de manière non
ambiguë. Pouvoir voir que plusieurs
copies du document ont évolué de leur
côté, alors que le document original de

l'auteur reste inchangé.
Les historiens l'ont rêvé, les

informaticiens l'ont créé: un système de
gestion des versions pour le développe-

Vom Vergnügen, alles zu behalten: eine Frage des Volumens?

Wieso etwas wegwerfen, wenn man es aufbewahren kann? Weg mit dem physischen

Papier und den Laufmetern; die digitale Ära hat sowieso alles aufden Kopf gestellt. Der

Raum in den «Wolken» ist unendlich, das verspricht Kryders Gesetz, das eine jährliche

Verdoppelung der Speicherkapazität seit 60 jähren voraussagt. Information aufzubewahren

ist gut, aber sie wiederzufinden ist noch besser und unverzichtbar. Google

findet seinen Weg durch die mehr als 1000 Milliarden dezentralisierten Dokumente

ziemlich gut. Wieso also sollen wir Zeit verlieren mit Triage, Archivierung, Auswahl,

dem Löschen von Hunderten von E-Mails, Fotos und anderen Dokumenten? In diesem

Beitrag werden einige Ideen und Beispiele bezüglich der Problematik der Aufbewahrung

sämtlicher digitaler Informationen anstelle ihrer Vernichtung präsentiert.

ment informatique (dit «versionning»).
L'outil le plus abouti et populaire à

l'heure actuelle est le dépôt GitHub,
interface web collaborative basé sur Git.
Il est principalement utilisé pour la
gestion des codes source, mais l'est aussi

pour du texte ou des sites web. Ici, c'est
l'auteur du document qui décide de la

granularité des versions, mais toutes
ces informations et bien d'autres sont
conservées et donnent une grande
valeur à ce dépôt. De plus, la pérennité de

ces données semble assurée, car l'IN-
RIA vient d'annoncer l'initiative
«software heritage»'6 qui a pour objectif
d'être l'archive universelle de l'open
source.

Un autre exemple contemporain et
intéressant est celui du bitcoin,
cryptomonnaie la plus populaire et controversée.

Il est actuellement utilisé pour des

échanges commerciaux non contrôlés

par un établissement bancaire ou
étatique. Le bitcoin est basé sur une base
de données distribuée qui se nomme la

blockchain (ou chaîne de blocs) et qui a

pour particularité de conserver toutes
les transactions financières effectuées

depuis sa création. Elle fait actuellement

plus de 70 G017 (juillet 2016),
existe en copie sur les ordinateurs de

plus de 100 000 «mineurs» - ceux qui
minent les bitcoins (comme on minerait

de l'or) - et gère de facto les
transactions. Dans le blockchain, qui est

une archive des transactions, tout est
conservé (et partagé) et à valeur de

preuve.

Conclusion
À l'heure du numérique et des données

massives, il est, dans la plupart des cas,
inutile d'éliminer l'information, car
d'une part le coût du stockage continue
de baisser énormément et d'autre part
les algorithmes de recherche de
données structurées et non structurées
sont taillés pour gérer plusieurs
milliards de documents plus ou moins
hétérogènes. Lifelogging, quantified-self,
blockchain et big data sont autant

16 «Software Héritage» [en ligne], 2016,

<https://www.soflwareheritage.org/>

(consulté le 22.07.2016)

17 «Taille de la blockchain» [en ligne], 2016,

<https://blockchain.info/fr/charts/blocks-

size> consulté le 22.07.2016)
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d'exemples où le choix de la conservation

de toutes les données a déjà été

effectué et ce malgré la masse considérable

d'informations.
La tendance en informatique est à

la conservation des données pour des

raisons de traçabilité, de transparence
et pour pouvoir reconstruire l'histoire
du document. Néanmoins, ne pas
éliminer l'information ne veut pas dire ne

pas filtrer l'information. Ainsi, sans
faire disparaître l'information
définitivement, l'intérêt de classer, catégoriser,
voire d'enrichir, a encore tout son sens.

L'espace physique est fini. L'espace

numérique, qui est in fine physique,
l'est tout autant. Cependant, le numérique

est, sans aucune comparaison ou
mesure, le champion de la compression
d'espace physique. Les exemples et
idées développés ici montrent que les

limites actuelles et surtout futures sont

plutôt le fait d'utilisation extrême tel

l'archivage du Web ou des expériences
du CERN avec leurs tailles de stockage
de plus de 200 Po (soit 200 000 To).

Paradoxalement, si la conservation
et la diffusion sont facilitées par les

technologies, il est urgent de trouver
des moyens de mieux collecter
l'information publique, voire l'information
privée (courriels, réseaux sociaux
fermés, photographies et films produits en

masse comme autant de souvenirs qui
ne dureront pourtant guère, faute de

réflexion), car des millions de

documents disparaissent tous les jours. Sur
le web par exemple, la durée de vie
d'une page est estimée entre 50 et

100 jours en moyenne selon Brewster
Kahle, fondateurprincipal de 1' « Internet
Archive».

Mais la bonne nouvelle, c'est que
la page Wikipédia du rat-taupe nu du

Kenya est bien à l'abri parmi les Peta

données d'archivé.org et ne «souffre»
d'aucun risque d'élimination!

L'auteur remercie Esther Bettiol pour sa

relecture.
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Big Data: Den digitalen Wandel aktiv gestalten

Beat Estermann, Wissenschaftlicher
Mitarbeiter, Berner Fachhochschule

Vordem Hintergrund der zunehmenden

Digitalisierung von Wirtschaft und
Gesellschaft und als Antwort auf Entwicklungen,

welche gemeinhin unter dem

Oberbegriff «Big Data» zusammenge-
fasst werden, hat der Bundesrat im April
2016 die Strategie «Digitale Schweiz»
verabschiedet. Der vorliegende Artikel

gibt einen Überblick über die
Implikationen für Gedächtnisinstitutionen
und gibt Denkanstösse, wie diese den

digitalen Wandel aktiv gestalten können.

Ein aktuelles Forschungsprojekt
zeigt auf, dass die Chancen für
Gedächtnisinstitutionen vor allem bei der
verbesserten Sichtbarkeit der Institutionen
und der Bestände liegen sowie bei der
zunehmenden Vernetzung und der Neu-

gestaltungder Beziehung zu den Nutzerinnen

und Nutzern. Allerdings legen
die Forschungsergebnisse auch nahe,
dass die Schweizer Institutionen im
internationalen Vergleich Aufholbedarf
haben.

Vor dem Hintergrund der zunehmenden

Digitalisierung von Wirtschaft und
Gesellschaft hat der Bundesrat im April
2016 die Strategie «Digitale Schweiz»
verabschiedet. Sie dient dem Zweck, die

digitale Entfaltung der Gesellschaft zu
fördern, indem die digitale Transformation

und der damit verbundene
Strukturwandel proaktiv und vernetzt
gestaltet werden. Der Bundesrat
reagiert mit der neuen Strategie unter
anderem auch auf Entwicklungen, welche

gemeinhin unter dem Oberbegriff
«Big Data» zusammengefasst werden.

Der vorliegende Artikel gibt einen
Überblick darüber, was es mit Big Data

auf sich hat, welche Chancen und Risiken

für Gedächtnisinstitutionen damit
verbunden sind und wie sich die Stoss-

richtungen der bundesrätlichen Strategie

auf den Bereich der Bibliotheken
und Archive übertragen lassen.
Anhand der Ergebnisse einer Umfrage
unter Gedächtnisinstitutionen in zehn

Ländern wird aufgezeigt, wo die

Schweizer Institutionen mit Blick auf
die digitalen Transformationsprozesse

im internationalen Vergleich stehen.

Den Abschluss bilden einige Denkanstösse

und Handlungsempfehlungen,
um in der Debatte über Bewahren versus

Ausscheiden den Blick aufs
Wesentliche nicht zu verlieren: die aktive

Mitgestaltung des digitalen Wandels.

Chancen und Risiken von Big Data

Im Auftrag des Bundesamts für
Kommunikation hat die Berner Fachhochschule

2015 eine Studie durchgeführt,
um die Chancen und Risiken von Big
Data zu erörtern und den kollektiven
Handlungsbedarf aufzuzeigen (Jar-

chow/Estermann 2015). Grundlage der
Studie waren qualitative Interviews
sowie eine quantitative Erhebung bei
über 800 Personen in der Schweiz, welche

mit Daten zu tun haben - sei es

privat, beruflich oder im Rahmen ihres
politischen oder zivilgesellschaftlichen
Engagements.

Wie aus der Studie hervorgeht, ist
Big Data - definiert als «Praktiken, welche

sich dadurch kennzeichnen, dass

grosse Datenmengen aus sehr unter-
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