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Syntax und Semantik des Biindnerromanischen — Sprachsysteme
und Sprachverarbeitung
FLORENTIN LUTZ & JURGEN ROLSHOVEN (Universitit zu Koln)

Abstract

La considerabla diversitad linguistica dils idioms dil romontsch ei ina sfida per
saver descriver quei lungatg a moda holistica e per saver transponer quella de-
scripziun en la linguistica computaziunala per la translaziun maschinala. La
contribuziun suandonta applichescha metodas innovativas per tractar sintaxa
e semantica dil romontsch e metta en evidenza lur muntada per descripziuns
linguisticas. La contribuziun remplazza in model da cumpetenza static che
vegn buca da declarar che ins sa capir in lungatg era incumplet e cun sbagls.
Quei fa la metoda presenta cumbinond proceders sintactics e semantics che ein
dinamics e che san divergir. Ultra da quei muossa quella contribuziun co resursas
linguisticas san vegnir tratgas a nez.

sintaxa | syntax — semantica / semantics — semantica vectoriala / vector semantics — emprender
automatic / machine learning - translaziun automatica / machine translation

1. Das Biindnerromanische in systemlinguistischer Sicht
1.1. Anmerkungen zur Linguistik des Biindnerromanischen

Sprachliche Systeme sind — wie das Biindnerromanische und seine Idiome
eindriicklich zeigen — dynamisch. Eine Dynamik setzt ein System voraus,
das in der Prozessierung ein gewisses Mass an (Fehler-)Toleranz besitzt.
Das erfordert den Abschied von einem hochgradig statischen Kompetenz-
modell, das nur grammatisch vollstindige Strukturen erkennt und ver-
arbeitet. Gefordert ist hingegen die Fihigkeit, Ungrammatikalitit zu er-
kennen und gleichwohl zu prozessieren. Akzeptierte und prozessierbare
Fehlertoleranz ist eine Voraussetzung fiir die Moglichkeit der Restruktu-
rierung des sprachlichen Systems und seiner Evolution.

Dies aber ist nur ein Aspekt eines toleranten Systems, eines Systems,
das unvollstindigen Input zu analysieren vermag. Ein anderer Aspekt ist
der eines nicht vollstindigen Systems, das gleichwohl aufgrund seiner To-
leranz sprachlichen Input zu verarbeiten vermag, der aufgrund begrenz-
ten linguistischen Wissens nur partiell strukturell beherrscht wird. Das
befihigt ein maschinelles System dazu, auch solche sprachlichen Ausse-
rungen zu verarbeiten, die sein linguistisches Wissen tiberschreiten. Da-
mit dhnelt es einem Sprecher mit begrenzter Fremdsprachenkompetenz,
der trotz fremdsprachlicher Unzulinglichkeit in der Lage ist, Ausserun-
gen zu verstehen.

Ein pragmatisches Vorgehen ist fiir Kleinsprachen (und deren regio-
nale Varietiten) auch insofern geboten, als die Zahl von Spezialisten, die
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vollstindige syntaktisch-semantische Beschreibungen liefern konnten,
cher klein ist.

Der vorliegende Beitrag fokussiert auf die fertiggestellten Module eines
sprachverarbeitenden Systems; das System ist im Prinzip lauffihig, be-
darfaber zu einer praktisch brauchbaren Nutzung einiger Erginzungen,
ist also work in progress.

1.2 Ein hybrider holistischer Ansatz

Der vorliegende Ansatz ist holistisch: Dank dynamischer Verfahren wird
nicht nur unvollstindiger Input beherrscht, sondern auch der Umgang
mit unvollstindigem linguistischem Wissen. Der Ansatz ist hybrid, inso-
fern er Syntax und Semantik nicht starr vollsymbolisch, sondern durch
spezielle Algorithmen und Datenstrukturen dhnlichkeitsbasiert prozes-
siert.

1.3 Sprachpraktische Folgerungen

Als ein Seiteneffekt eines validen linguistischen Ansatzes ergibt sich die
maschinelle Ubersetzung. Allerdings unterscheiden sich die hier vorge-
schlagenen Verfahren von pragmatisch erfolgreichen maschinellen Uber-
setzungen wie DeepL, Google Translator, Machine Translate of European Lan-
guage Technology oder fiir das Biindnerromanische (Rumantsch Grischun)
Textshuttle der Ziircher Gruppe um Martin Volk. Im Gegensatz zu den er-
wihnten Systemen sind wir in der Lage, linguistisches Wissen explizit zu
formulieren und somit im Sinne von Karl Popper falsifizierbar zu halten.
Unsere Verfahren erzeugen vollsymbolische Reprisentationen, wohin-
gegen das linguistische Wissen z. B. bei DeepL und Textshuttle subsymbo-
lisch in den neuronalen Netzen verborgen bleibt.

2. Dynamiken des Sprachsystems
2.1Semantik
2.1.1 Probleme traditioneller Semantik

Traditionelle Semantiken sind in formaler Sicht unbefriedigend, da sie
ein sprachliches Vorverstindnis voraussetzen. Merkmalssemantiken ver-
wenden sprachliche Merkmale, z. B. ‘menschlich’ fiir Kind’, Prototypen-
semantiken verwenden Prototypen, die sprachlich benannt sind (z.B.
‘Spatz’). Beide funktionieren fiir menschliche Nutzer, nicht aber formal
oder maschinell. Letzteres zeigen die langen Misserfolge maschineller
Ubersetzung, die an Problemen lexikalischer Semantik scheiterten.
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Ein weiterer Mangel der genannten Semantiken liegt daran, dass sie hin-
disch erstellt werden miissen. Es erwies sich als praktisch nicht méglich,
auf diese Weise konsistente umfangreiche Semantiken zu erstellen; Ahn-
liches gilt fiir relational orientierte Wortsemantiken.

Die aufgeworfene Problematik lisst sich nur dann 16sen, wenn die
semantische Beschreibungssprache auf ein anderes als ein sprachliches
semiotisches System zuriickgreift. Auf ein anderes beschreibendes Sys-
tem zuriickzugreifen ist ein in den Naturwissenschaften tibliches Verfah-
ren. In der Chemie wird Kohle nicht durch Kohle (oder durch Nicht-Eisen)
beschrieben, sondern durch ein differentes, nicht materielles semioti-
sches System, das wesentliche Eigenschaften von Kohle widerspiegelt.
Sicherlich ist diese Situation nur begrenzt mit der hier aufgeworfenen
semantischen Problematik vergleichbar; in der Chemie wird ein materiel-
les System durch ein semiotisches beschrieben, wihrend in der Semantik
ein semiotisches System durch ein (anderes) semiotisches System zu be-
schreiben ist. Es ist festzuhalten, dass die beiden semiotischen Systeme
different sein miissen.

2.1.2 Vektorsemantiken

Dazu werden hier nun zwei Verfahren vorgestellt. Das erste wurde be-
reits Ende der 1960er-Jahre von Gerard Salton vorgeschlagen (cf. Salton &
McGill 1987), das zweite geht auf Mikolov et al. (2013) zurtick.

Es handelt sich um Vektorsemantiken, die auf Gebrauch und Distri-
bution in Textkorpora fussen.! Dieser Ansatz erfiillt nicht nur die For-
derung nach einem differenten semiotischen Beschreibungssystem. Er
ermoglicht es auch, Semantiken maschinell zu erzeugen.

Aus dem Vergleich semantischer Vektoren lassen sich semantische
Ahnlichkeit und semantische Unschirfe berechnen — als Cosinusihn-
lichkeit. Dabei ergeben sich Werte zwischen 1 (Identitit) und o (maximale
Unihnlichkeit).

Einfiithrend wird das Modell von Salton & McGill (1987) in stark ver-
einfachter Form anhand des folgenden artifiziellen Korpus vorgestellt:
Maria conta ina canzun. Maria legia in cudisch. Maria legia ina gasetta. Giusep
legia in cudisch.

Daraus wird eine Matrix erstellt, in deren erster Zeile und erster Spalte
die Worttypen des Korpus alphabetisch sortiert eingetragen werden. In
die Matrix wird nun eingetragen, wie oft unterschiedliche Worter im glei-
chen Kontext — hier im gleichen Satz(kontext) vorkommen.

1 Einfiihrend zu Vektoren z. B. SCHIROTHEK & SCHOLZ 2005: 51.
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Maria und legia kommen z.B. gemeinsam im zweiten und dritten Satz
vor, insgesamt also zweimal.

canzun conta cudisch gasetta Giusep  in ina  legia  Maria
canzun 0 1 o o o o 1 o 1
conta 1 o o o o o 1 o 1
cudisch o o o o 1 2 o 2 1
gasetta o o o o o o 1 1 1
Giusep o o 1 o o 1 o 1 0
in o o 2 0 1 0 0 2 1
ina 1 1 0 1 0 0 0 1 2
legia o o 2 1 1 2 1 o 2
Maria 1 1 1 1 0 1 2 2 o

Tabelle 1: Matrix des Korpus

Daraus ergibt sich fiir z.B. conta der Vektor 10 000 0101, fiir legia der
Vektorooz2112102.

Mit dem Ansatz von Salton sind zwei Probleme verbunden. Wegen der
alphabetischen Sortierung der Worttypen ist der Ansatz sprachabhingig
bzw. priziser signifiant-abhingig; fiir andere Sprachen ergeben sich nim-
lich auch bei gleichen Inhalten wegen anderer Worttypen (~ Signifiants,
z.B. deutsch Baum vs. surselvisch plonta) andere Sortierungen und somit
andere Vektoren. Ferner enthalten grosse Korpora sehr viele Worttypen,
und da die meisten nicht in gleichen Kontexten auftreten, enthalten die
Matrizes viele Nullen. Die Vektoren werden auf diese Weise wenig prig-
nant. Dieses Problem wird in der Literatur als sparse data problem bezeich-
net.

Diese beiden Probleme wurden durch das WordzVec-Verfahren von
Mikolov et al. (2013) gelost. Word2Vec begrenzt die Zahl der Komponen-
ten eines Vektors (seine Linge) auf 100—1000 (oftmals 300). Der grosste
Vorteil von Word2Vec (im Vergleich zu dem Verfahren von Salton) liegt in
der Signifié-Orientierung der Vektoren, d.h. unterschiedliche Signifiants
(aus unterschiedlichen Sprachen) wie oben deutsch Baum und surselvisch
plonta haben gleiche (oder zumindest sehr dhnliche) Vektoren, welche ein
gemeinsames Signifi¢ ausdriicken. Dartiber hinaus lassen sich grundle-
gende semantische Beziechungen aus dem Cosinusvergleich der Vektoren
ableiten, z.B. paradigmatische semantische Bezichungen, Hyponymie,
Hyperonymie oder Meronymie. Zusammengefasst: Aus Korpora auch un-
terschiedlicher Sprachen werden fiir gleiche oder dhnliche Bedeutungen
dhnliche Vektoren erzeugt. Damit wird Word2Vec zu einem wertvollen
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Werkzeug fiir formale Semantiken und maschinelle Sprachverarbeitung.
Die rezenten Erfolge maschineller Ubersetzung (z. B. DeepL, TextShuttle),
aber auch die semantische Suche von Suchmaschinen (Google) beruhen
auf Vektorsemantiken.

Die vorliegende Untersuchung fokussiert im Folgenden die Bereiche
lexikalische Semantik? und Polysemie, Valenzrahmen, thematische Rol-
len und Subkategorisierung und leitet zu syntaktischen Fragestellungen
tiber.

Aus der Analyse der Formen semantischer Ahnlichkeit ergibt sich die
Moglichkeit der Aufdeckung von Polysemie. In den Kontexten des sursel-
vischen Verbs magliar ‘essen’/ “fressen’ finden sich Formen wie um, vacca,
affon, femna, nuorsa, tgaun. Ordnet man diese Kontextformen in einem
Clusterverfahren nach semantischer Ahnlichkeit, so ergeben sich zwei
Cluster: um, femna, affon und vacca, nuorsa, tgaun.

Das Stichwort Kontextanalyse fiihrt zu lexikalisch festgelegten Kon-
texten, zu Subkategorisierungen, Valenzrahmen oder auch thematischen
Rollen. Anstelle hindisch gesetzter Merkmale (z.B. ‘menschlich’) wird
hier der Vektor fiir einen prototypischen Reprisentanten gesetzt, im Falle
von ‘menschlich’ fiir das Surselvische der Vektor fiir femna oder um. Bei
der Auswahl von Kontexten in einer syntaktischen Sprachverarbeitung
ist dann der Kontext mit der geringsten semantischen Differenz auszu-
suchen. Falls es nur grosse Differenzen gibt, kénnte es sich um einen me-
taphorischen Kontext handeln — und somit das Problem der maschinellen
Verarbeitung von Metaphern 16sen.

Semantische Vektoren kénnen nach dem Word2Vec-Verfahren auch
mit Hilfe von Open Source Software aus Textkorpora erzeugt werden
oder vorhandenen Vektorsammlungen (cf. Grave et al. 2018) entnommen
werden. Fiir das Blindnerromanische und seine Idiome sind beide Vor-
gehensweisen kritisch zu betrachten, da zum einen hinreichend grosse
Textkorpora zur Erfassung eines grosseren Vokabulars fehlen, zum an-
deren die vorhandene Vektorsammlung auf der vergleichsweise kleinen
Wikipedia (in Rumantsch Grischun) beruht.

2 Hier sei kurz auf weitere Potentiale vektorsemantischer Methoden verwiesen. Aus
einer vollstindigen Auswertung eines etymologischen Worterbuchs lassen sich
durch den vektoriellen Vergleich der Semantik der Etyma und der resultierenden
Wortformen diachrone und diatopische semantische Dynamiken holistisch auf-
decken. Damit ist ein etymologisches Worterbuch nicht lediglich die Summe seiner
Etyma, sondern ein Instrument zur Aufdeckung von semantischen Dynamiken im
Sprachsystem.
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Allerdings verfiigen das Biindnerromanische und seine Idiome tiber eine
grosse, zum Teil auch digitalisierte? Sammlung von Worterbtichern, in
denen die Bedeutung der Lemmata durch Aquivalente (meist in Deutsch)
aufgefiihrt sind. Den Bedeutungen der Aquivalente werden aus der oben
genannten aufgefiihrten Vektorsammlung des Deutschen die entspre-
chenden Vektoren entnommen. Werden fiir eine Lesart eines biindner-
romanischen Lemmas mehrere Bedeutungsnuancen im Deutschen ange-
geben, so wird der biindnerromanische Vektor durch Mittelwertbildung
der Vektoren der deutschen Bedeutungsnuancen rekonstruiert.

Die aus dem Wordz2Vec-Verfahren folgende Signifié¢-Orientierung hat
einen weiteren, unseres Erachtens bemerkenswerten Seiteneffekt: Sie
macht zweisprachige Worterbticher tiberfliissig. Sie ermdglicht es, zwei
einsprachige Worterbiicher tiber die dhnlichsten semantischen Vektoren
dynamisch zu verkniipfen. Damit wird der lexikographische Aufwand,
der sich fiir die Erstellung von zweisprachigen Worterbiichern gerade
tiir Kleinsprachen mit einer grosseren Zahl regionaler Varietiten ergibt,
stark reduziert. Weitere Sprachpaare — etwa surselvisch-spanisch oder
engadinisch-katalanisch, surmeirisch-englisch — lassen sich mit gerin-
gem Aufwand hinzufiigen.

2.2 Syntax

Ein distributionelles Verfahren wie Word2Vec ist seiner Natur nach von
Kontexten abhingig. Dies gilt fiir die Erstellung von Vektoren, aber auch
fiir deren Nutzung, wie oben fiir Valenzrahmen und Subkategorisierung
angedeutet wurde. Semantik und Syntax tiberschneiden sich. Dabei stellt
sich die Frage, ob die durch Vektorsemantiken gewonnene Flexibilitit
und Dynamik auf Syntax und syntaktische Verarbeitung iibertragen
werden kann, nicht zuletzt auch vor dem Hintergrund der einleitend
aufgeworfenen Fragen zur Statik und Inflexibilitit eines zu strikten
Kompetenzmodells.

Aussagen werden in einem solchen Modell oftmals in Gestalt von
wenn-dann-Beziehungen gemacht, z.B. in der Form:

Wenn eine Kategorie A ein Merkmal x und eine Kategorie B ein Merkmal y
trigt, dann fiihre eine Aktion Z durch.

3 Liegtein Worterbuch als PDF vor (z. B. DECURTINS 2001 oder DECURTINS 2012), SO
kann mit Hilfe von Open source Software daraus ein XML-Dokument gewonnen
werden. Ein solches Dokument spiegelt das Layout des Worterbuchs in Gestalt einer
Baumstruktur wider. Daraus werden die Makro- und Mikrostruktur leicht zugreifbar.
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Formal entspricht der Wenn-Teil einer Konjunktion von Pridikaten, die
zur Erfiillung der Aktion alle nach (logisch) wahr evaluiert werden miis-
sen. Ist das nicht der Fall, so misslingt der Aufbau einer Struktur.

Letztlich wird auf diese Weise Sprache als eine Menge von Sitzen
verstanden, die nur streng regelbasiert erzeugt oder verstanden werden
kann. Im Sprachgebrauch zeigt sich jedoch, dass auch in dieser Sicht un-
grammatische Sitze verstanden werden. Die aufgeworfene Problematik
kann nicht dartiber abgetan werden, den Sprachgebrauch auszuklam-
mern. Vielmehr bedarf es einer abweichungstoleranten Sprachverwen-
dung; ohne sie ist Sprachevolution nicht erklirbar — wire dem nicht so,
wire noch heute Latein die Umgangssprache Romanischbiindens.

Im Folgenden wird ein abweichungstoleranter Ansatz auch fiir die syn-
taktische Verarbeitung des Biindnerromanischen skizziert; die Grund-
idee einer dynamischen und dhnlichkeitsorientierten Semantik wird fiir
die Syntax und ihre Verarbeitung tibertragen.

Eine schrittweise, quasi atomare Prozessierung wird dabei durch eine
holistische Parallelverarbeitung substituiert. Dies kommt auch Ideen
massiv-paralleler Verarbeitung im menschlichen kognitiven Apparat
niher.

In unterschiedlichen syntaktischen Theorien werden Strukturbiume
oder Stemmata verwendet, um Hierarchie und Reihenfolge auszudrii-
cken. Fiir eine flexible und abweichungs- oder fehlertolerante Prozessie-
rung ist es notwendig, Strukturen oder Teilstrukturen auch nach Ahn-
lichkeit zu vergleichen.

Baumgraphen sind allerdings zweidimensional, und zweidimensio-
nale Strukturen sind schwierig zu vergleichen. Hingegen sind eindimen-
sionale Strukturen — z. B. Zeichenketten — leichter zu vergleichen. Daher
liegt es nahe, Baumstrukturen in Zeichenketten zu verwandeln, d. h. in
Klammerstrukturen (cf. unten Abb. 1).

Fiir den Vergleich von Zeichenketten gibt es drei wesentliche Algo-
rithmen, die mit unterschiedlichen Zielsetzungen verbunden sind. Der
Levenshtein-Algorithmus eignet sich am besten fiir einen globalen Ver-
gleich; er notiert die Zahl der Abweichungen in den beiden verglichenen
Zeichenketten. Der Needleman-Wunsch-Algorithmus notiert global die
Ubereinstimmungen von zwei Zeichenketten, der Smith-Waterman-Al-
gorithmus hingegen die lokalen Ubereinstimmungen (cf. Gusfield 1997:
216).

Fiir die Prozessierung von Sprache — sei es die Analyse oder die Pro-
duktion eines Satzes — ist der Vergleich von gegebenen Teilstrukturen
mit vorgegebenen Mustern hilfreich (cf. unten Abb. 1 und 2). Es ist fest-
zuhalten, dass die Muster keinesfalls vollstindig sein miissen; vielmehr
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reicht es, im Falle von alternativen Mustern (z. B. fiir Haupt- oder fiir Ne-
bensatz) den niedrigsten Abweichungswert fiir die gewiinschte Struktur
zu erzielen. Der vorliegende Ansatz operiert sowohl mit unvollstindigen
(auch im Aufbau befindlichen) Eingaben als auch mit unvollstindigen
Mustern.

Bei der analytischen Prozessierung von Sitzen sind Eintrige im Lexi-
kon mit aufzubauenden Strukturen abzugleichen. Das dient u.a. dazu,
bei einem Verb beispielsweise die richtige Lesart im Lexikon zu finden
und dann fiir den Aufbau von Strukturen zu nutzen. Auch dafiir bedarf
es des Vergleichs von Strukturbiumen. Es gibt den oder die (rudimenti-
ren) Strukturbiume fiir die Lesarten des Verbs in einem Lexikon, die mit
dem zu verarbeitenden Satz verglichen («gematcht») werden (cf. unten
Abb. 3, 4und 5).

Abschliessend sei kurz darauf verwiesen, dass sich der Levenshtein-
Algorithmus fiir die Erkennung komplementirer Strukturen wenig eig-
net, da er globale Ahnlichkeit erfasst.+

2.3 Syntax und Semantik

Es liegt nahe, die flexible und dynamische Prozessierung von Syntax
und Semantik nicht mehr linger isoliert durchzufiihren, sondern zu
vereinen. Dies ist einfach umzusetzen. In den durch Zeichenketten re-
alisierten Strukturbiumen werden die lexikalischen Eintrige durch die
zugehorigen Vektoren ersetzt. Beim Vergleich der Zeichenketten durch
die oben genannten Algorithmen werden nun nicht nur Symbole — z. B.
Kategorien und Klammern — auf Gleichheit oder Ungleichheit unter-
sucht, sondern zusitzlich Vektoren. Fiir den Cosinusvergleich der Vekto-
ren werden Schwellwerte definiert, bei deren Erreichen Gleichheit oder
Ungleichheit gesetzt wird.

Der Vorteil dieses Vorgehens ergibt sich beispielsweise bei der Auswer-
tung von Strukturen des Lexikons.

Enthilt das Lexikon fiir das Lemma schlachten das Beispiel der Bauer
schlachtet die Kuh, so werden die Eintrige Bauer und Kuh durch ihre Vek-
toren ersetzt. Diese Vektoren sind aber den Vektoren von Metzger und
Schwein im Beispielsatz der Metzger schlachtet das Schwein hinreichend dhn-
lich, quasi prototypisch. Das konkrete Vorkommen des Lexikons wird
also zu einem prototypischen Strukturmuster.

4 Komplementir distribuierte Strukturen (z. B. surs. Maria cumpra oz in niev cudisch vs.
Oz cumpra Maria in niev cudisch) lassen sich hingegen durch sukzessive Anwendung des
Needleman-Wunsch-Algorithmus erkennen, der schrittweise die beste lokale Uber-
einstimmung liefert.
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3. Ressourcen, Prozessierung und Potentiale

Es wurde einleitend darauf verwiesen, dass der vorliegende Ansatz work
in progress ist. Er integriert eine grossere Anzahl bereits bestehender
Module. Zu den Vorteilen modularer Softwarearchitekturen zihlen die
Moglichkeiten der Wiederverwendung von Bausteinen in anderen Kon-
texten. Dank der syntaktischen und semantischen Flexibilitit diirfte es
relativ einfach sein, Suchmaschinen fiir Korpora zu bauen, die prototy-
pische syntaktische und semantische Muster enthalten. Dies diirfte die
Produktivitit von Hypothesenbildung, -verifikation oder -falsifikation
steigern. Sicherlich ist zu berticksichtigen, dass die zum Einsatz kom-
menden Algorithmen in einem Informatiksinn komplex — d. h. mit einer
sehr hohen Zahl von Rechenschritten verbunden —sind.

Dies ist aber insofern unproblematisch, als aufwindige Berechnun-
gen dank Verlagerung auf Graphikkarten von PCs parallelisiert werden
koénnen. Damit werden Rechenkapazititen zuginglich, die vor einem
Jahrzehnt Grossrechner erforderten.

Abschliessend wird das praktische Potential des vorliegenden Ansatzes
an dem Beispielsatz Heute liest das Kind die Zeitung und seiner Ubersetzung
schrittweise demonstriert. Im Prinzip besteht das Vorgehen aus zwei
Schritten, der Analyse (Parse) des quellsprachlichen deutschen Satzes und
der Erzeugung des entsprechenden zielsprachlichen surselvischen Satzes.

Fiir den deutschen quellsprachlichen Satz (nach Abgleich mit einem
Lexikon des Deutschen in folgender Form: [ADV Heute| [V liest] [D das|
[N Kind] [D die] [N Zeitung]) ist zu kliren, ob es sich um einen Haupt- oder
um einen Nebensatz handelt, d. h. ob das Verb an zweiter oder an finaler
Position steht. Daher wird ein Abgleich eines Musters fiir einen Haupt-
satz mit der (noch) unvollstindigen Eingabe vorgenommen, als Beispiel
tiir die oben beschriebene (abweichungs)tolerante syntaktische Prozessie-
rung. Dabei zeigt sich, dass das Hauptsatzmuster am besten passt. Hier
ist darauf zu verweisen, dass der vorgenommene Vergleich der syntakti-
schen Strukturen deren Umwandlung in Zeichenketten voraussetzt.

C
/\
ANY C

/\

v T

Abb. 1 : Muster als Baumstruktur
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Als Zeichenkette ergibt sich daraus: [C[ANY] [C [V] [T]]]5.
Fiir das Vorkommen gilt: [ADV Heute] [V liest] ...

Der Zeichenkettenvergleichsalgorithmus (Levenshtein) ermittelt fiir die
Hauptsatzverbstellung eine niedrigere Abweichung als fiir die Neben-
satzstellung (hier nicht aufgefiihrt). Daher wird fiir das Verb die zweite
Position angenommen (cf. unten die vollstindige Struktur Abb. 6).

Levenshtein

c ANy | [ v ] [T ] ] |
[ADV 1 1 b 3 4 5 6 i 8 9
Heute 2 2 2 3 4 5 6 7 8 o]
] 3 3 2 3 4 5 5 6 7 8
[V 4 3 3 3 4 5 6 6 7 8
liest 5 4 4 4 4 5 6 7 7 8
] 6 5 4 5 5 5 5 6 7 7

Abb. 2: Strukturmuster und Strukturvorkommen im Zeichenkettenvergleich
(Levenshtein-Algorithmus)

Die lexikalische Disambiguierung war lange eines der Hauptprobleme
der maschinellen Ubersetzung. Im Folgenden wird die Losung dieses
Problems durch Vektorsemantiken demonstriert.

Ein Verb wie lesen hat zwei Bedeutungen, wie Biicher lesen und Weintrau-
ben lesen zeigen. Die Bedeutung von lesen hingt also von dem selegierten
Objekt ab. Im Lexikon wird das selegierte Objekt durch dessen seman-
tischen Vektor reprisentiert, im vorliegenden Fall durch den Vektor von
Buch, unter Nutzung von dessen quasi prototypischer Ahnlichkeit zu den
Vektoren von Zeitung, Zeitschrift u.a.m. Das Lexikon enthilt als Muster
einen Teilstrukturbaum, der die Beziehung des Verbs zu seinem Objekt
widerspiegelt. Dies ermdglicht wiederum den Einsatz eines zeichenket-
tenvergleichenden Algorithmus, der zusitzlich vektorielle Ahnlichkeit
(konkret: Cosinusihnlichkeit) berechnet. Im Folgenden zunichst das
Muster im Lexikon und die Teilstruktur der syntaktischen Analyse:

5 ANY istein kategoriales Stellvertretersymbol, das fiir jede (vollstindige, d. h. maxi-
male) Kategorie steht. Es sei darauf verwiesen, dass bei einem flexiblen Abgleich von
Strukturen durch Zeichenketten auf Angabe von Tochterknoten verzichtet werden
kann.
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\
N

D A%
‘VktBuch’ ‘lesen’

Abb. 3: Lexikoneintrag® als Baumstruktur

\Y
T

D \
‘VktZeitung’ ‘lesen’

Abb. 4: Teilbaum der syntaktischen Analyse

Levenshtein

V. [D Vkt | [V lesen | |

Buch

[V o 1 2 3 4 5 6 7
[D 1 o 1 2 4 5 6
VktZeitung 2 1 o 1 2 3 4 5
] 3 2 1 o 1 2 3 4
[V 4 3 2 1 o) 1 2 3
lesen 5 4 3 2 | o} 1 2
] 6 5 4 3 2 1 o 1
] 7 6 5 4 3 2 1 042

Abb. 5: Zeichenkettenvergleich syntaktischer Strukturen

Nach Umwandlung der Strukturbdume in Zeichenketten wird die Lesart
Biicher lesen selegiert, da die Vektordifferenz von Zeitungund Buch geringer
ist als die des alternativen Eintrags von lesen mit dem Vektor fiir Traube’.

6 ‘VktBuch’steht fiir den Vektor von Buch, einen Vektor mit 300 Komponenten.

7  Die Vektorihnlichkeit wird erst in dem dussersten unteren Kistchen der Matrix
notiert; dies hingt damit zusammen, dass Vektorihnlichkeit nur fiir zwei Vektoren
(cf. Vkt-Symbole), nicht aber zwischen einem Vkt-Symbol und einem anderen Symbol
(Klammer oder Kategorie) notiert wird. Die Vektordhnlichkeit wird als Cosinus zweier
Vektoren berechnet. Vektoren sind identisch oder sehr ihnlich, wenn der Cosinus-
Wert 1 oder nahe1liegt, z.B. 0.9 oder 0.88 (im vorliegenden Fall). Da der Levenshtein-
Algorithmus jedoch fehlerorientiert ist und Abweichungen durch eine 1, Gleichheit
durch einen o-Wert notiert, wird fiir den Cosinuswert fiir semantische Vektoren von
tsubtrahiert, so dass sich 0.12 als Wert ergibt, der starke Ahnlichkeit ausdriickt.
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Als Ergebnis der Analyse ergibt sich insgesamt folgende Struktur:

C
/\
Adv C
‘Heute’ Py
C T
‘liest’ /\
D T
D-"\N
‘das’ ‘Kind” —"
Adv T
/\
T vP
/\
D vP
|
Adv vP
‘ /\
vP \Y%
/\
D \%
PN

‘die’Zeitung’ ‘

Abb. 6: Strukturbaum Quellsprache

Aus dem quellsprachlichen Baum wird nun der zielsprachliche Baum er-
zeugt; dabei wird der quellsprachliche Baum traversiert, um das Haupt-
verb zu finden (cf. Abb. 6, Kategorie V rechts unten, Ursprung der Bin-
dungslinie).

Anschliessend werden — im Baum von unten nach oben vorgehend —
die Mitspieler des Verbs, Aktanten und Zirkumstanten, gesucht (und
gegebenenfalls wiederum deren Mitspieler). Fiir jede aufgefundene lexi-
kalische Kategorie wird der semantische Vektor im einsprachigen quell-
sprachlichen Worterbuch aufgesucht. Im (gleichfalls einsprachigen) ziel-
sprachlichen Worterbuch wird als lexikalische Entsprechung der Eintrag
mit dem dhnlichsten Vektor ermittelt.?

8 Dank einer dynamischen Suche von Ubersetzungsiquivalenten in einsprachigen
Worterbiichern entfillt die Notwendigkeit von Transferlexika, deren Zahl ja mit
verschiedenen Quell- und Zielsprachen stark wichst. Die Vektoren fiir das ziel-
sprachliche surselvische Worterbuch kénnen nicht aus digitalen Korpora gewonnen
werden, da diese nicht die notige Grosse besitzen. Daher werden sie aus den Vektoren
der deutschen Aquivalente zweisprachiger Worterbiicher berechnet.
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Mit den fiir die Erstellung der Wortfolge nétigen Bindungen entsteht fol-
gende Baumstruktur, fiir die sich durch Auslesen der terminalen Knoten
folgender zielsprachlicher Satz ergibt:

Oz legia igl affon la gasetta.

C
/\
Adv C
‘OZ’
/\
C T
‘legia’
/\
D T
D \N
‘igl” faffon’ "
Adv T
/\
T vP
/\
D vP
‘ T
Adv vP
‘ /\
vP \%
/\
D \%
D NN
‘1’ ‘gasetta’ ‘

Abb. 7: Strukturbaum Zielsprache
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