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LES NOTIONS DE LOI

ET D'HYPOTHESE PROBABILISTES
PAR

Lucien FEKADI)
(Avec 1 fig.)

1. Introduction.

Lorsqu'on se propose de passer de la theorie mathematique
des probabilites — ou, en termes plus elementaires, du calcul
des distributions — ä l'experience ou ä l'observation dirigee,
on apergoit rapidement que ce passage de la branche pure ä la
branche appliquee est essentiellement fonde sur les notions
de loi et d'hypothese probabilistes. Ce sont les seules notions
vraiment fondamentales dans toute theorie probabiliste: ce qui
est en complet parallelisme avec la place que tiennent ces

notions en dehors des probabilites.
II s'agit, dans ce qui suit, d'indiquer une voie qui donne

acces ä ces deux notions fondamentales, de montrer que cette
voie peut rester elementaire et qu'il suffit de prendre ä son

point de depart des experiences extremement simples et meme,
si on le desire, quelques experiences de cours, parmi les plus
communes.

Loi et experience. — Dire que 1'on connalt « une loi qui regit
un phenomene » equivaut ä dire que Ton est en mesure d'annon-
cer le resultat que donnerait une experience, si eile venait ä etre
realisee. Quelques commentaires ecarteront tout malentendu.
Dans le langage courant et meme dans le langage scientifique,



192 LES NOTIONS DE LOI

on designe par « experience », au singulier, tantot une realisation
entierement precisee et tantot toutes les realisations qui se sont

produites, qui se produiront et meme que l'on imagine pouvoir
se produire dans certaines conditions (dites les « conditions de

1'experience »): pour le premier sens, nous emploierons « realisation

effective de 1'experience » ou simplement <> realisation de

1'experience » et pour le second « classe d'experiences ». Ainsi,
en revenant sur la signification d'une loi, nous remarquons que
la loi n'est pas enoncee pour une realisation mais pour une
classe d'experiences et nous pouvons dire d'une maniere plus
precise: la connaissance d'une loi permet de passer des conditions

de 1'experience ä son resultat sans recourir ä aucune
realisation effective 1.

Par exemple, dire que la circulation d'un courant electrique
est regie par la loi d'Ohm equivaut ä dire que, lorsque sont
donnees les mesures de deux des trois grandeurs, difference de

potentiel U, intensite I, resistance R, on peut affirmer, sans

aucune realisation experimentale, que la troisieme a la mesure
qu'impose la relation U IR. La loi d'Ohm permet done
d'« economiser» 1'operation experimentale qui donnerait la

mesure de la troisieme grandeur: au lieu d'effectuer cette
operation, on calcule la valeur d'une variable en resolvant une

equation. Ceci est valable quelles que soient les valeurs de U,
I, R, entre certaines limites, e'est-a-dire dans un certain
domaine.

On aperijoit tres vite, dans les sciences experimentales, qu'il
ne s'agit presque jamais de mesures exactes mais seulement de

mesures approchees et qu'en realite, la loi remplace une operation

experimentale, dont le resultat pourrait etre represents par
la position d'un point R sur un axe (pour fixer lesidees), par le

calcul d'un intervalle E de telle sorte que l'on puisse, non pas
designer la position de R, mais seulement affirmer que R est

compris dans E. II y a naturellement interet ä ce que E soit

1 II ne s'agit pas ici, bien entendu, de decrire le role, important
et complexe, de la notion de loi au sein d'une theorie mais seulement
de mettre en evidence un processus caracteristique, par lequel on
passe necessairement toutes les fois que l'on applique une loi ä une
classe d'experiences.
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aussi petit que possible; la loi exacte est le cas particulier oü E

se reduit ä un point. En definitive, on peut. ramener ä un seul

enonce (R compris dans E) les conclusions auxquelles on arrive
lorsque la loi est formulee par une equation ou un Systeme

d'equations (loi exacte) et lorsqu'elle est formulee par un
Systeme d'inequations (loi approchee).

Hypothese et critere. — L'hypothese ne differe de la loi que

par le doute dont eile reste chargee. L'elimination de ce doute,
c'est-ä-dire la transformation de l'hypothese en loi, l'admission
de l'hypothese ä la «dignite de loi» est un processus fort
complexe. Toute realisation d'une experience de la classe

consideree infirme l'hypothese ou, au contraire, elle la confirme.

Lorsqu'elle la confirme, c'est une « verification de l'hypothese ».

La confrontation de l'hypothese au resultat d'une realisation
effective est un « critere pour la verification de l'hypothese ».

Dans l'exemple ci-dessus, le critere consiste dans la confrontation

de la mesure de R obtenue par une operation experi-

mentale (U et I etant donnes) ä la valeur calculee par R ~ : le

critere resulte immediatement de l'enonce de l'hypothese.

Loi certaine et loi probabiliste. — Rien de ce qui concerne les

probabilites n'est intervenu jusqu'ici: les lois dont nous avons

parle sont des lois certaines ou encore non probabilistes. II est

dans l'usage d'omettre toute epithete^tant qu'il ne s'agit pas
de marquer la difference avec'l'autre type de loi qui va etre
caracterise. Nous aurons done ä distinguer deux types de lois

que nous appellerons respectivement les lois non probabilistes
et les lois probabilistes. Nous ne nous proposons pas, ici, d'ana-

lyser, d'un point de vue epistemologique 1 la distinction entre
les deux types; nous nous contenterons de montrer, sur des

exemples, ce qu'est une loi probabiliste. A la notion de loi
probabiliste se rattachent Celles d'hypothese et de critere

probabilistes que nous envisagerons aussi.

1 Cette analyse epistemologique est l'objet d'un article en cours
d'impression: «Experimentation et deduction probabiliste».
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2. Une seule variable.

Nous considerons, dans ce paragraphe, des classes d'expe-
riences dont le resultat ne depend que d'une variable, c'est-

ä-dire, nous supposons que le resultat auquel conduit une
realisation effective peut etre indique (repere) par un seul

nombre, en d'autres termes, la connaissance du resultat equi-
vaut ä celle de la valeur d'une seule variable x.

Lorsque Ton dit que le phenomene (la classe d'experiences)
adrnet une loi probabiliste, le plus souvent, on ne veut affirmer
rien d'autre que l'opportunite d'associer aux resultats des

realisations une «distribution1 ä une variable » bien deter-
minee. II arrive meme que l'on confonde la loi probabiliste
avec la distribution et que l'on dise, par exemple, qu'« un
phenomene admet la loi de Laplace ».

En etudiant de plus pres la loi probabiliste, on y distingue:

A. Une distribution dont on associe la variable aux resultats

de la classe d'experiences, soit X j cette

distribution.

B. Une premiere regle imposant un « degre de probability » a.

G. Une seconde regie determinant, pour X et a donnes, une
seule position de l'intervalle V (ou de l'ensemble d'inter-
valles) qui sera declare vide de points representatifs des

resultats, ou simplement, vide de resultats, ou meme,
intervalle vide.

C'est ce que vont mettre en evidence quelques exemples.

Exemple 1. — La classe d'experiences est l'operation qui
consiste ä mesurer une grandeur. On sait que cette operation

1 La definition d'une distribution est purement mathematique.
On pourra se contenter ici de la definition restreinte suivante: une
distribution ä une variable est la reunion d'une variable x et d'une
fonction f(x), jamais negative, continue, qui est dite «fonction de
frequence ». Au lieu de « distribution » on emploie aussi « variable
aleatoire ».
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donnerait, ä chaque realisation, le nombre a s'il n'y avait pas
d'erreurs accidentelles — ce qui n'est qu'une maniere (intuitive)
d'afiirmer l'opportunite d'associer aux resultats de la classe

d'experiences, la distribution (de Laplace):

On suppose connue, en plus de a, la « dispersion de 1'erreur »,

c'est-a-dire le parametre a: pour fixer les idees, nous prendrons
a 1. La distribution X est alors bien determinee. Jusqu'ici
n'a ete formulee que la proposition A, il reste ä enoncer les deux

propositions ci-dessus designees B et G. Nous prenons

pour B un degre de probabilite oc 0,01
et pour C nous convenons de « placer » V de telle sorte qu'il

soit complementaire (sur la droite indefinie) d'un intervalle V
symetrique par rapport k a.

La loi probabiliste ainsi completee aboutit ä une conclusion

unique bien determinee: «l'intervalle V est vide de resultats ».

Cet intervalle V est defini par les limites a — I, a + l de V et

par la valeur de I que l'on tire de

La valeur de I se lit immediatement dans une table:

Formulee comme nous venons de le faire, la loi probabiliste
aboutit done ä la conclusion suivante: 1'operation donne un
resultat compris entre a — 2,57583 et a + 2,57583.

Cette conclusion est unique lorsque les regies B et C ont ete

explicitement formulees. Elle depend naturellement de ces

deux regies. La regle C apparait dans la conclusion elle-meme.

II n'en est pas de meme de la regle B et e'est pourquoi on la

rappelle en ajoutant «au degre de probabilite 0,01» (on dit
souvent « avec la probabilite 1 — 0,01 0,99 »).

a~l

I 2,575829
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Exernple 2. — II a pour but de rappeler que le choix d'un
intervalle V (a — I, a -\- I), admettant la meme symetrie que
la distribution, s'il est habituel, n'est nullement necessaire. On

peut, en effet, reprendre 1'exemple 1 en ne modifiant que la
proposition C ä l'enonce de laquelle on substitue le suivant:
l'intervalle V sera le complementaire d'un intervalle V defini

1
ipar a — a + '

Par l'equation
a+l lr-n)2

f A/2 tz
I

dx 1 — 0,01

on obtient 2,32... On arrive ainsi ä la conclusion sui-

vante: l'operation donne un resultat compris entre a — 2,33 et

a + 4,66.

Exemple 3. — On peut encore inverser les positions de V et
de V: stipulons par la regle C que V lui-meme est un intervalle
a — I, a + I-

Par l'equation

a/1 a (x-af
I —;= e ~ dx 1 — 0,01

./ a/2 *
a-1

on obtient I 0,012533... d'oü l'on tire la conclusion: l'operation

ne donne aucun resultat compris entre a — 0,01253 et
a + 0,01253.

On pourrait envisager bien d'autres exemples puisque rien
ne limite le choix de V determine par la regle C si ce n'est la

possibilite de calculer ses limites — on pourrait notamment
admettre pour V un ensemble d'intervalles separes. Mais les

exemples qui precedent suflisent ä mettre en evidence le jeu
des trois propositions que nous avons designees A, B, C, et nous

permettent de faire sur la signification et le role de la loi
probabiliste les constatations suivantes.

Le plus souvent, on dit qu'« une loi probabiliste est enoncee »

des que l'on a formule une proposition A. A un deuxieme point
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de vue, l'enonce d'une loi probabiliste comprend une proposition

A et une proposition C. En fait, il arrive frequemment que,
sans etre formulee, la proposition C est sous-entendue, impli-
quee par la nature de la question, dans son titre, par exemple.
Enfin, on peut s'astreindre ä enoncer les trois propositions A,
B, C: dans ce dernier cas nous dirons que la loi probabiliste
est completement formulee.

En resume, les lois probabilistes se presentent sous trois
formes que distingue le contenu de leur enonce: une proposition

A seule, une proposition A et une proposition C, les trois
propositions A, B, C. En d'autres termes, on peut considerer

une loi enoncee par A et C comme une famille ä un parametre
(le degre de probabilite a) de lois completement formulees et
une loi enoncee par A seule comme une famille plus generale de

lois completement formulees qui dependent non seulement du

parametre a mais encore de la position de l'intervalle V.
Sur les exemples qui precedent, nous constatons qu'une loi

probabiliste completement formulee aboutit ä une conclusion

unique (un intervalle determine V ne contient aucun resultat).
La loi probabiliste completement formulee conserve done une

propriete essentielle de la loi non probabiliste. De meme que
celle-ci, eile dispense de recourir ä la realisation de l'experience,
elle remplace cette realisation. II n'en est plus du tout de meme

lorsque la loi probabiliste n'est pas completement formulee:
elle ne peut alors aboutir ä une conclusion univoquement
determinee.

Ainsi, pour qu'une loi probabiliste joue le meme role qu'une
loi non probabiliste, il faut et il suffit qu'elle soit completement
formulee. Pour qu'une veritable analogie puisse etre etablie,
e'est la loi probabiliste completement formulee (et elle seule)

qui doit etre mise en regard de la loi non probabiliste.
Si, au lieu de lois, on considere des hypotheses, ce sera l'hypo-

these probabiliste completement formulee, e'est-a-dire l'admis-
sion d'une loi probabiliste completement formulee qu'il faudra
mettre en parallele avec 1'hypothese non probabiliste. Nous

avons vu, au premier paragraphe, que le critere qui permettait
de verifier une hypothese non probabiliste, resultait immediate-
ment de l'enonce de celle-ci. II en est necessairement ainsi
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toutes les fois que l'hypothese qu'il s'agit d'admettre (ou de

rejeter) aboutit ä une conclusion unique: eile est ä rejeter si la
realisation infirme cette conclusion et a accepter (sous reserve
de ce que donneront les verifications ulterieures) dans le cas

contraire. II en sera done de meme pour l'hypothese probabi-
liste completement formulee et pour la meme raison, parce
qu'elle conduit — si eile est admise — ä une conclusion unique.

L'hypothese est a rejeter si la realisation effective de l'expe-
rience donne un resultat

non compris entre a — 2,57583 et a + 2,57583 dans

l'exemple 1,

non compris entre a — 2,33 et a + 4,66 dans l'exemple 2,

compris entre a — 0,01253 et a + 0,01253 dans l'exemple 3.

Ainsi, il existe un critere evident et un seul pour la
verification d'une hypothese probabiliste completement formulee,
de meme que pour la verification d'une hypothese non
probabiliste. Au contraire, pour une hypothese probabiliste non
completement formulee, on devra choisir, en general, parmi une
infinite de criteres. Le choix du critere est alors l'objet d'une

discussion, il pose un nouveau probleme: e'est ce qui a donne
naissance ä une theorie des criteres connue sous le nom de

« theorie des criteres statistiques ».

Nous terminerons ce paragraphe en remarquant qu'une loi
probabiliste complete n'admet pas qu'un seul enonce: en

modifiant la distribution introduite par la proposition A et

en meme temps, s'il y a lieu, la regie imposee par la proposition

C on peut conserver la signification de la loi tout en

alterant sa forme.

Exemple 4. — Pour le montrer, reprenons l'exemple 1 en

posant \ — • Un simple changement de variable

etablit que H, admet la distribution « semi-normale »
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Par la regle C, convenons de definir l'intervalle V par une

inegalite telle que c >
Par l'equation

4« 1

I —U $""2 dl 1 — 0,01
J V rc
0

on determine — 3,318 et Ton arrive done ä la conclusion

suivante: aucune operation ne donnera pour -—^— un resul-

tat superieur ä 3,318. On arrive ä une conclusion equivalente ä

celle de l'exemple 1 (3,318 ~ ,(2,5^583) ^ ]jien qUe pon goit

parti d'un enonce different.

3. Plusieurs variables.

Dans toutes les experiences considerees jusqu'ici, le resultat
de chaque realisation effective pouvait etre indique (repere)

par un seul nombre. Dans d'autres experiences, il est neces-

saire, pour indiquer le resultat d'une (seule) realisation effective,

de donner une suite de nombres, e'est-a-dire un point d'un

espace ä plusieurs dimensions. En d'autres termes, la connais-

sance du resultat equivaut ä celle des valeurs d'une suite de

variables xv x2, xn.
Tout ce qui a ete dit au paragraphe 2 s'etend sans difficulte:

dans la proposition A, il s'agit maintenant de distributions ä

plusieurs variables (de variables aleatoires ä plusieurs dimensions),

dans la proposition C, on substitue « region » ä « inter-
valle ». II sufflt done de donner quelques exemples. Auparavant,
nous ferons une remarque simple mais importante.

Pour les experiences du paragraphe 2, il arrive que l'on ait ä

considerer non une seule realisation de l'experience mais toute
une suite de realisations (e'est meme ce que l'on est habitue ä

rencontrer en statistique). Lorsque les diverses realisations sont

independantes (les conditions de l'experience sont invariantes)
ou meme lorsqu'elles sont dependantes mais que leur depen-
dance est connue (les conditions de l'experience varient mais

Archives. Vol. 27. — SepLembre-Octobre 1945. 14
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leur variation est connue) on peut considerer toute suite de n
realisations effectives comme une seule realisation effective de

l'experience que constitue la repetition (n fois) de l'experience
initiale: son resultat se represente par un point d'un espace
ä n dimensions. Ainsi, une experience du paragraphe 2, repetee
n fois, peut etre regardee comme un cas particulier d'une

experience du present paragraphe 3.

Exemple 5. — Reprenons l'exemple 1 mais en supposant
maintenant qu'il s'agisse de repeter n fois l'experience et que
cette repetition ne modifie en rien ses conditions. La proposition

C n'est pas changee. L'intervalle V, vide de resultats,
reste le complementaire d'un intervalle a — I, a + I. Pour

simplifier l'ecriture, nous prenons a 0, ä quoi un changement
de variable peut toujours amener.

D'apres la remarque qui precede, la loi probabiliste relative
ä n repetitions de l'experience envisagee ä l'exemple 1 s'enonce

d'abord, en introduisant, par la proposition A, la distribution
ä n variables

et ensuite, en imposant, par la proposition G pour region vide
de points representatifs des resultats, l'exterieur de l'hyper-
cube ä n dimensions ayant pour centre de symetrie l'origine,
ses aretes paralleles aux axes et 21 pour longueur d'arete. Nous
arreterons encore, par la proposition B, ä 0,01 le degre de

probabilite a.

Pour fixer les idees, voici les conclusions auxquelles on
arrive pour n 2 et n 10.

Pour n — 2

-i

donne I — 2,81...
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Conclusion1: Aucun resultat dans le carre de demi-cote
l 2,82.

Pour n 10

donne l 3,28...
Conclusion: Aucun resultat dans l'hypercube de demi-arete

Exemple 6. — L'exemple 5, par son interpretation dans

l'espace ä n dimensions, conduit tout naturellement ä concevoir
d'autres formes de la region V vide de resultats.

L'exemple le plus simple est celui oil Ton prend pour V
l'exterieur d'une hypersphere de centre l'origine et de rayon p.

Le probleme est le meme que dans l'exemple 5 mais on subs-

titue une hypersphere ä l'hypercube.
Encore avec a 0,01 et pour n 2 et 10 respectivement,

on obtient 2:

Pour n 2

o

donne p 3,0347...
Conclusion3: Aucun resultat dans le cercle de rayon 3,035.

1 Voir le graphique m fine.
2 Le calcul est facile, mais en outre on sait que la forme

admet la distribution semi-normale G (<p 1, y
3 Voir le graphique in fine.

-1

3,29.
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Pour n 10

2"

I xi e x dx — 1 — 0,01

0

donne p 4,82...
Conclusion: Aucun resultat dans l'hypersphere de rayon 4,83.

Exemple — Avec les deux premieres propositions (A et B)
introduites dans les exemples 5 et 6, on prend souvent une

proposition C qui definit comme region V la portion d'espace

comprise entre les deux hyperplans paralleles 1ixi —Mt,
Mx. Dans ce cas on emploie, en general, le langage sui-

vant qui n'apporte rien de nouveau au raisonnement. La
^xiforme lineaire m (que Ton appelle la moyenne et qu'il

ne faut pas confondre avec la moyenne a de la distribution que
nous avons supposee nulle) admet la distribution de Laplace

de moyenne nulle et d'ecart quadratique moyen — soit

admet done la distribution de Laplace reduite (de moyenne
nulle et d'ecart quadratique moyen egal ä l'unite).

II suit de lä — 2,57583 < p. < 2,57583 et, en consequence:

Pour n 2

Conclusion1: Tons les resultats sont representes par des

La forme lineaire

/— -°i
[j. m \ n ——

V n

— 11,643 < xx + x2 < 3,643

1 Voir le graphique in fine.
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points de la bände comprise entre les deux paralleles ä la
deuxieme bissectrice x + y T 3,643.

Chacune de ces droites est a la distance 2,57583 de l'origine.

Pour n 10

— 8,146 < Exi < 8,146

Conclusion: Tous les resultats sont representes par des

points de la region comprise entre les deux hyperplans paralleles

llxi — T 8,146. Chacun de ces deux hyperplans est ä la
distance 2,57583 de l'origine.

Dans tous ces exemples, la loi probabiliste est completement
formulee et eile aboutit ä une conclusion unique. Si on la consi-

derait comme une hypothese, le critere pour sa verification
serait done, de meme qu'au paragraphe 2, bien determine et

immediatement en evidence.

4. Le cas d'cs parametre ignorable.

II est curieux de remarquer que la propriete de la loi probabiliste

completement formulee, sur laquelle nous avons attire
l'attention, qui lui permet et lui impose d'aboutir ä une conclusion

unique, peut etre conservee alors meme que la distribution

X introduite par la proposition A n'est pas entierement
determinee.

Deux exemples classiques vont montrer que l'on obtient une
conclusion unique dans deux cas oü la distribution X renferme

un parametre indetermine. L'unicite de la conclusion sufiit,
ainsi que nous l'avons dit plus haut, pour que le critere per-
mettant de verifier 1'hypothese resulte immediatement de son

enonce. En consequence, les deux cas que nous allons etudier
seront assimilables ä celui d'une hypothese probabiliste
completement formulee et le parametre qui, sans inconvenient,
reste indetermine, pourra etre dit « ignorable ».

Exemple 8. — De meme que dans l'exemple 5, considerons

n repetitions (dans des conditions qui restent invariables) de
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1'operation experimentale qui consiste ä mesurer une grandeur,
mais ne supposons plus connue la «vraie valeur» a.

Definissons comme suit la loi probabiliste:

A. Au resultat de n operations de mesure on associe la
distribution ä n variables

x1: x2, Xn

(2 *)
A i^-a)2 \

oil a represente la vraie valeur de la grandeur (qui n'est pas
connue): c'est le parametre ignorable.

On sait que la forme quadratique

1
+

2
S

admet la distribution « semi-normale »

i
*

<3(4., 1, V) - i —! Jv"1.-+ • > 0

h(^)
oü r est la fonction eulerienne de deuxieme espece.

B. a 0,01.

C. En utilisant la distribution de la forme <\i qui vient d'etre
rappelee, on adopte, comme regie pour la determination de V,
une inegalite telle que ij; > c'est-a-dire on choisit pour V
l'exterieur de l'hypercylindre d'equation

1 I ^xt\2
2Wi~—

On obtient ainsi:

Pour n 2

Oo 1
/-» |

3,3175 par I —j= x 2 e x dx 1 — 0,01
J V w



et d'hypothese probabilistes 205

Conclusion1: Tous les resultats sont representes par des

points de la bände comprise entre les deux paralleles ä la

premiere bissectrice

x — y — 3,643 (3,643 ~ 2 \/3,3175 ~ 2,57583 y/2)

Cette bände est symetrique de celle qui a ete obtenue dans

l'exemple 7.

Pour n 10

Conclusion: Tous les resultats sont representes par des

points ä l'interieur de l'hypercylindre de revolution, d'axe la
premiere bissectrice et de rayon 4,655 (4,655 ~ \/2. -\/l0,833).

Exemple 9. — L'experience est la meme que dans l'exemple 5:

n repetitions de l'operation experimentale qui consiste ä mesu-

rer une grandeur, supposee connue, dans des conditions qui
restent les memes de la premiere ä la derniere des repetitions.
La loi probabiliste est analogue ä celle de l'exemple 5 mais on
ne suppose plus que l'ecart quadratique moyen est egal ä

l'unite: soit er sa valeur. Nous allons faire jouer ä er le role d'un
parametre ignorable.

Enonfons les trois propositions de la loi probabiliste.

A. En prenant a 0, de meme qu'ä l'exemple 5 (pour
abreger l'ecriture), introduisons la distribution

t]j0 10,833 par

On sait que le rapport

t \/n (n — 1)
Sl; 1

1 Voir le graphique in fine.
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(dit de Student) admet la « distribution de Student» que nous
noterons

w '1 +
1) r(" ~ d)

B. a — 0,01.

C. En utilisant la distribution du rapport de Student, qui
vient d'etre rappelee, on adopte, comme regie pour la
determination de V, une double inegalite de la forme 111 > t0,

c'est-a-dire on choisit pour V Vinterieur de l'hypercone d'equa-
tion

n— 1 ,v ,2 2 „/ s*i\2
(Sad 4.5*:— —n 1 0 \ ' n

On obtient ainsi:

Pour n 2

4 to

t, 63,657 par f ± 1 - 0,01

-to

Conclusion 1: Aucun resultat entre les deux droites issues

de l'origine, symetriques par rapport ä la premiere bissectrice,

comprenant un angle 0 egal ä un deux-centieme de la circon-

ference: 0 2 grades (tg | '

Pour n 10

Conclusion: Aucun resultat ä l'interieur de l'hypercone de

revolution ä deux nappes, de sommet l'origine, d'axe la pre-

1 Voir le graphique in fine.
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miere bissectrice, d'angle solide — (en prenant pour unite la
0

totality de l'espace) et dont le demi-angle au sommet est

defini par tg| ^.
Sur ces deux exemples, on constate qu'il existe, bien qu'un

parametre reste indetermine dans la distribution X, des regions

qui sont independantes du dit parametre et qui « contiennent

une probability» qui est aussi independante du parametre: celui-
ci pourrait alors etre appele «parametre ignorable». Tout ce qui
a ete dit sur la loi ou l'hypothese probabiliste completement
formulee subsiste done dans le cas d'un parametre ignorable.

Remarque. — Dans chaque cas e'est la determination des

limites d'integration d'une integrale, ä partir de la valeur de

l'integrale, qui constitue la partie importante du calcul nume-

rique: eile est grandement facilitee si l'on dispose des tables

qui ont ete etablies pour chacune des integrales usuelles en

statistique.
Appendice.

Dans le cas n 2, toutes les regions V sont planes, par suite,
faciles ä representer. Dans le graphique ci-apres, les frontieres des

regions V que nous avons determinees sont figurees comme suit:

Exemple 5

Exemple 6

Exemple 7

Exemple 8:

Exemple 9:

earre de demi-cöte 2,82.
cercle de rayon 3,035.
bände parallele ä la deuxieme

bissectrice,
bände parallele ä la premiere

bissectrice.
angle ä l'origine d'ouverture

2 grades.

dont les frontieres
sont ä la distance
2,57583 de l'origine.

Chacune des regions V « contient» une probability 0,01. On

voit immediatement, sur le graphique, qu'aucune des regions
complementaires V n'est entierement interieure ä une autre;
il en est evidemment de meme pour les regions V elles-memes 1.

1 Dans le cas n 10, la meme constatation resulte immediatement

des inegalites

2,57583 < 3,29 < 4,655 < 4,83 et 4,655 < 3,29 \/lÖ
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