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°ü | z11 < j z2 [ sont les deux points singuliers de l'equation
differentielle, solutions de l'equation

fn + en-z + Sn-* 0 • (*<>)

Dans certaines conditions tout ä fait determinees, il est
1

possible de faire tendre en vers — (1 — -y/l — 4<p).

Le rapport:
D,.

tend alors vers

|n| +1

^InF

Z2

Ainsi, pour que le theoreme de Fuchs soit directement
applicable avec utilite, il faut que les deux points singuliers
Zx et Z2 soient du meme cöte du cercle de rayon unite dans le

plan des Z. En effet, supposons | Z1 j < 1 et Z2 > 1, la serie

entiere en Z divergera pour | Z | > 1/1 | done pour une
valeur reelle de x et la serie entiere en 1/Z, pour j Z | < | Z2 |

done de nouveau pour une region interessante.
Toutes les series obtenues par cette methode seront done en

general divergentes dans la region interessante, si la condition
dejä exprimee n'est pas remplie. II faudra alors employer une
autre methode moins directe pour resoudre l'equation. Elle
fera l'objet de notre seconde communication.

Ainsi, le theoreme de Fuchs peut tres facilement etre applique

rapidement aux equations ä coefficients periodiques et
donne des resultats dans un tres grand nombre de cas, mais,
malheureusement, pas dans tous les cas.

Jean Patry. — Une methode numerique pour resoudre les

equations lineaires ä coefficients periodiques.

La methode analytique que nous avons exposee dans notre
derniere communication ne permet pas de resoudre toutes
les equations differentielles lineaires ä coefficients periodiques.
Nous allons alors considerer une methode numerique developpee

par Ince, Wannier et Extermann pour les equations de Mathieu,
et nous chercherons a la generaliser. Elle consiste aussi ä
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developper la solution en serie de Fourier. Les Systeme

algebrique, dit «fondamental» est alors etudie directement.
Soit done:

S rfk u
^(eh + fhe~ix + gkejx)d-4 0 (1)

fc=0 dx

et effectuons la substitution

+ co

u 2 Dnei(!i+n)x (2)

71 -»

Le developpement est, en general, infini dans les deux sens,

car le theoreme de Fuchs n'est pas suppose applicable. Nous

avons vu que le Systeme «fondamental» s'ecrit:

A (p. + m) Dm_j + B (p + to) Dm + C (p + to) Dm + 1=0 (3)

avec
s

A(p + to) ^ ih(p + to — i)kgk
k=0

S

B([j. + m) ^ + m)kek
k 0

s

C(p + m) 2 •

k 0

Le Systeme ainsi obtenu est infini. Sa resolution directe est

alors tres difficile. II existe cependant un moyen de tourner
cette difficulte: II est toujours possible de resoudre un Systeme
du meme type, done homogene, mais ne comprenant qu'un
nombre fini d'equations. Les resultats ainsi obtenus devront

converger vers une limite determinee si le nombre des equations
resolues tend vers l'mfini. Cette limite donnera le resultat
cherche.

Considerons done un Systeme forme des (2N — 1) equations

(3) pour lesquelles | m | < N et des deux equations

B (p - N) D_x + C (p - N) D4_n 0 (4)

A(p + N)DK_t + B(p + N)Dn =0.
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Supposons, de plus, l'existence d'un parametre c, qu'il
s'agit de determiner en fonction de jx, en general donne par les

conditions aux limites. Le Systeme ä resoudre etant homogene,
son determinant doit s'annuler. II en resulte une relation entre c

et p., dont il est facile d'obtenir une premiere approximation
en developpant le determinant. Cette methode n'est cependant

pas pratique et surtout ne permet que tres difficilement d'exa-
miner la convergence des resultats.

Nous allons alors employer une methode par approximations
successives basee sur le principe dit d'echo: Considerons les

deux systemes inhomogenes formes avec les equations oü m

est positif d'une part, et negatif, d'autre part. Pour chaque
valeur numerique de c et de fx, il sera possible de determiner
la valeur correspondante de:

^ et •

D„ D0

Pour que le Systeme homogene complet soit resolu, il faut,
que l'equation de contröle soit satisfaite:

A (ix, C)^ + B([x, e) + C((x, c)5l 0

Si cette equation n'est pas satisfaite, il est possible de calculer

une valeur de c qui se rapproche beaucoup de la valeur exacte

qui la satisfait. II sera ainsi possible de calculer c([x) avec
toute la precision desiree. Le calcul des Dn est alors immediat.

La resolution de ces deux systemes homogenes s'effectue
de la maniere suivante: soit

zm — A (n + m) et Sm — C ([X + to) -^t-1 (5)
m m

Une equation quelconque du Systeme (3) peut s'ecrire: soit:

A ((X + to) C ([X + to — 1)
zm ~ ~

soit:

B((X + TO— 1) — sm_t
(6)

» A ((X + TO + 1) C ([X + to)
m ~ B(n + TO + l)-8m+1
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L'equation de contröle prendra, par contre, la forme:

B ([x, c) £0 + S0 • (7)

Enfin, les relations (4) montrent que l'on peut poser e _N
SN 0

dans (6). II est done possible de calculer ainsi s0 et §0. Si la
fonetion B( ;x, c) est resoluble par rapport ä c, on aura alors

une equation de la forme

c c'(c) (8)

qui se resoud facilement par la methode des approximations
successives.

La question de la convergence des resultats n'a pas encore
ete envisagee. Pour l'etudier, posons tout d'abord:

A([x + m) G (fx + to — 1) fsSs^ + ~ B([x + m) B(|x + m — l) 9

il vient:

Em 9 (|x + m) 9 ([x + to — 1) 9 ((x + m — 2)

B ([x + xre) _ 1— 1— 1— \ I

et

9 ((x + m + 1) <p (jx + m + 2) 9 (p. + m + 3)
B ([X + TO) 1 1 — 1

Si le Systeme comprend un nombre infini d'equations, ces

deux fractions continues seraient infinies. II faut done etablir
leur convergence. Considerons une fraction continue majorante
en remplagant <p (n ± m) par une valeur plus grande que toute
valeur j cp ((x + m) | pour | m | > n. On sait alors que la fraction

continue:

/ Vr=^4?) (io>

converge toujours si 9' < 1/4.
Si done, ä partir d'une certaine valeur n donnee, tous les

cp ([x ± m) sont inferieurs ä 1/4, les fractions continues envisages

convergent. On en arrive ainsi ä la condition d'application
de la methode:

fs^s 1
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On peut montrer que, dans ce cas, une erreur sur s_x ou sur
donne lieu ä une erreur sur s0 et S0, que l'on peut rendre aussi

petite que l'on veut en choisissant N suflisamment grand. 11 est
done possible d'obtenir les resultats avec la precision desiree.

II faut cependant que la serie obtenue converge absolument,
ce qui reduira un peu le domaine d'application:

Nous avons:

Dl«l+1 1

D|n| 2

dI-M 1

D-[n| 2

(l — Vi — 49) lim
®

- A
A 2g,

(l _ Vi — 4«p)

(l — Vi — 4<p)

Soit alors | z± | < | z2 j, les deux points singuliers de l'equation
differentielle, solutions de l'equation:

011 constate que

et

fe + esz + «s*2 0

D,

(12)

|n| + l
D.

1

|22|

D1—\n\
D

[n|

Ainsi, ces deux points singuliers doivent se trouver de part et

d'autre du cercle unite jz| 1. Cette condition est exaete-

ment l'inverse de la condition trouvee pour l'applieation du

theoreme de Fuchs. Ainsi, les deux methodes seront toujours
applicables dans les conditions suivantes:

\fs
fs + es + gs ,e2lx ^ 0 et <

cette derniere condition n'etant pas necessaire.

En terminant, nous nous permettons de signaler que ce sujet
fera l'objet d'une publication ulterieure plus detaillee.

En seance particuliere, MUe Anne-Marie Du Bois et M. Jean

Patry sont elus Membres ordinaires.
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