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THE THEORY OF GROBNER BASES

by Franz PAUER and Marlene PFEIFHOFER

INTRODUCTION

Let R be a principal ideal domain (for example the ring of integers
or a field) and R[X] = R[X,, .., X, ] the polynomial ring in n variables
over R.

Let us mention some questions related to a subset F of R[X]:

1) Let PeR[X]. How can we decide (in a finite number of steps)
if P is an element of the ideal generated by F?

2) How can we find exact solutions to the system of algebraic equations
corresponding to F?

3) If F’' is another subset of R[X], how can we decide if F and F’
generate the same ideal ?

An answer to these questions can be given by the method of so-called
“Grobner-bases”. 1)

A “basis” of an ideal in R[X] is a subset which generates this ideal.
If we choose a strict ordering on N”, we can (analogous to the one-variable
case) define the degree and the initial term of polynomials in R[X]. A
“Grobner basis” is a finite ideal basis, such that the initial terms of its
elements generate the ideal generated by all initial terms of polynomials
in the given ideal (see 1.5.).

In the first section we arrange some notations and give the definition
of a Grobner basis.

Then we present a division algorithm, which generalizes the usual division
of univariate polynomials, and we give a characterization of Grobner bases
in terms of this division.

In the third section we explain how to construct a Grobner basis from
a given finite ideal basis.

) Wolfgang Grobner, 1899-1980, tyrolean mathematician.
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Finally, we apply the method of Grobner bases to systems of algebraic
equations and to a geometric problem:

Using the “lexicographic ordering” on N”, a Grobner basis of an ideal
immediately yields ideal bases of the corresponding elimination ideals (see 4.3.).

If X is an algebraic subset of the affine n-space, a Grobner basis with
respect to the “inverse lexicographic ordering” permits to obtain an ideal
basis of the homogeneous ideal, which defines the Zariski-closure of X in the
projective n-space (see 5.).

The method of Grobner bases was introduced by B. Buchberger in 1965.
For the history of the theory and for further applications see [B].

Our aim is to give a short and self-contained introduction to the theory
of Grobner bases. In this form it could be part of a second or third
year algebra course. The results written down in this article can be found
elsewhere, but we present short proofs.

We do not enter into questions of implementation or complexity of the
algorithms (see for instance [B], [E], [K1], [T]).
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on the first version of this article.

1. NOTATIONS AND DEFINITIONS
The notations introduced here will be valid throughout this article.

1.1. We denote by R a principal ideal domain (for example: Z, a field,
the polynomial ring or power series ring in one variable over a field)
and by R[X] the polynomial ring over R in n variables X,,.. X,.
Sometimes we make tacitly the additional assumption that we can compute
a greatest common divisor of two elements in R.

If S is a subset of R[X], we write <S> for the ideal generated by S
in R[X].

Recall that R[X] is a noetherian ring, this means that every strictly
ascending sequence of ideals in R[X] is finite.

For a = (o, ..., &,) € N" we abbreviate X $* X% ... X~ by X
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12. Let < be a strict ordering on N® which has the following two
properties:
Vae N" — {0}, 0 <a;
Vo, B, yeN", (a<P=a+y<B+7y).
Well-known examples for such orderings are:

the lexicographic ordering (o < B:<> there is a je {1,..,n} such that
L

the graded lexicographic ordering

(< Bres (Y, oci<._ilBi) or ((.glociz'iBi) and o < B),

L

the graded inverse lexicographic ordering (a < B:< () o;< > B;) or
GIL =1 =1

(Y o = .Zl B;) and there is a j e {1, .., n} such that oy, = B if k > j and

i=1
o > By))
Examples: 0,2,0) < (1,0,0) < (1,0, 1)
L L

(1,0,0) < (0,2,0) < (1,0, 1)
GL GL

(1,0,0) < (1,0,1) < (0,2,0)

GIL GIL

As usual, we write o < B instead of (x < B or a = P).
All expressions like maximum, minimum, smaller, ... refer to this ordering.

1.3. LemMMA. a) Each o€ N" is the smallest element in
o+ N':={o+v|yeN}.
In particular: if X* divides XP, then o < B.

b) Every strictly descending sequence in N" s finite. In particular, any
subset in N" contains a smallest element.

Proof.
a) O <yimpliessaa =0+ a < vy + a.

b) Let o1) > o(2) > ... be a strictly descending sequence in N”. Consider
the corresponding sequence X*), X*?, .. of monomials. By a) the sequence
of ideals <X*M> c <X*M, X*“®> < .. is strictly ascending, hence finite.
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14, With ) ¢, X* or ) c¢,X* we always tacitly mean that only finitely

acN”

many of the coefficients c, are different from zero.
Let 0 # P = ) ¢, X* € R[X]. Then we define

deg(P): = max {a. € N*| ¢, # 0}  (“the degree of P”),
Ic(P): = Cgegep) (“the leading coefficient of P”) and
in (P): = Ic (P)Xd&® (“the initial term of P”).

If A,B< N, then A + B: ={a + B|aeA4,peB}
For a subset F < R[X] we define

deg (F): = {deg(P)| Pe F — {0}}, 9(F):=deg(F)+ N" and
in(F): = {in(P)| Pe F — {0}}.

1.5. Let J be an ideal in R[X], J # {0}.

Definition. A finite subset G of J — {0} is a “GrObner basis of J”
iff in (G) generates the ideal <in (J)>.

Remarks and examples.

1) Let R be a field. Then a finite subset G of J — {0} is a Grdbner
basis of J iff deg(J) = 2(G) (=deg(G)+N").

2) Grobner bases always exist: Choose a finite generating subset M < in (J)
of <in(J)>. Then any finite subset G of J with in(G) =2 M is a Grobner
basis of J.

3) Not every generating subset of an ideal is a Grobner basis: Consider
the graded lexicographic ordering on N2 Let P,:= XX, + X, and
P,:= X X3 be elements of Q[X,, X,]. Then {P,, P,} is not a Grobner
basis of J:= <P;,P,>, since XX, = X,P, — X;P,eJ, but X, X,
¢ <X32X,, X, X3> = <in(P,),in(P,)>.

4) Any finite subset of J — {0} containing a Grdbner basis is a Grobner
basis.

5) Let J be a principal ideal. Then any finite subset of J which contains
a generating element of J is a Grobner basis of J.

6) Any set of monomials {c,X*®, .., X*®} = R[X] is a Grobner basis
of the ideal generated by them.

1.6. Let J be an ideal in R[X], J # {0}.
The set in (J) is determined by a “weight-function”
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w:deg(J) » R
o — w(d),

where w(d) is a generating element of the (principal) ideal
<lc(P)|PeJ,deg(P) = 6> .

So for n = 2 we can visualize in(J) by a figure of the following form:

wr () w(3)

wyp  |wd)

FIGURE 1.

For example, to <2X,,3X,> < Z[X,, X,] corresponds figure 2.

3 1 )
3 1 4 .o
3 1 4 4

2 2 2

FIGURE 2.
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If R is a field, then w:deg(J) > R is a “weight function”.
o1

So the corresponding figure is of the form

—

A 1 A oo .
A ! o |s
A 1 {
FIGURE 3.

2. THE DIVISION ALGORITHM
Let F be a finite subset of R[LX] — {0}.

2.1. Definition. An “admissible combination of F” is an expression of the
form L: = > ¢y, P)X"P, c(y, P) € R, such that

veN", PeF
deg (L) = max {deg(X"P) | c(y, P) # 0} .

Example. Let P,Qe R[X] and let o, p e N". Then X*P — XPQ is an
admissible combination of {P, Q} iff X*-in(P) # X®-in(Q).

Remark. For every Q € <in(F)> there is an admissible combination L
of F such that in(L) = in(Q). L can be calculated in the following way:

Let F': = {PeF|deg(Q) — deg(P)e N"}. Then
Qe <in(F)> and Ic(Q)eg<lc(P)|PeF > .
For P € F’ we calculate elements ¢(P) € R such that Ic(Q) = }: c(P) lc (P).
Bet L: = » e{Ppx s@—e=fip, -

PeF’
Example: F:={5X, + 1,3X,+2}, Q:=X1X3.
Then L = — X, X3(5X,+1) + 2X2X2(3X,+2).
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22. PROPOSITION. Every Qe R[X] — {0} may be writtenas Q = L + 0
with the following properties : <

If in(Q)¢ <in(F)>, then L =0 and Q = Q.
If in(Q)e <in(F)>, then L is an admissible combination of F with
in(L) = in(Q), and either Q = 0 or in(Q)¢ <in(F)>.

L and Q can be found in a finite number of steps by the following
algorithm :

Qo:=0Q;

For k € N assume that Q, has already been defined. If in (Q;) € <in (F)>,
we define Q,,,: = Q. — L;, where L, is an admissible combination of F
with in (L,) = 1n (Qy).

k—1 _
IfQ, = 0orin(Q,) ¢ <in(F)>,then L: = ), L;and Q: = Q.
=0

Proof. We only have to show that there is a number k€ N such that
in(Q,) ¢ <in(F)> or Q, = 0.

If in (Q;) € <in(F)>, then deg(Q;) > deg(Q;,), so the assertion follows
from the lemma 1.3.

2.3. Definition. The algorithm above is called “division by F”, the poly-
nomial Q (or, more precisely, QF) is “a rest of Q after division by F”.

Remarks.

1) Even if the strict ordering < is fixed, O depends on the choice of the

LJs in the algorithm. Hence Q is in general not uniquely determined by Q
and F.

2) If a rest of Q after division by F is zero, then Q belongs to the ideal

generated by F. In general the inverse is not true.

2.4. Example. Consider the graded lexicographic ordering and
P :=2X1+X,X,, P,:=3X3+X,€Z[X,X,].
Let F be {P;, P} and let Q: =2X37X3 + X,X,. Then Q, = Q.
Ly: = 2X3X,P, — 2X,X3P,,
Q,:=00— Ly = —2X1X5+2X1X, + X, X,.
Li:= —2X32X3P, + 2X5P,,
Q,: =0, —L; = —2X,X; +2X1X, + 2X3X% + X,X,.
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Now in(Q,) ¢ <in(F)>, therefore Q = L, + L, + 0, .

See figure 4.
3 3
X
o
3 3 1
e
&
3 3 1 4
A
Q
‘3 3 1 4 1
2 2 2
"2. 2 2
FIGURE 4.

But if we choose Ly: = X, X3P, , then

Q1:=Qo— Ly = _X%X;f‘*‘Xle,
0y:=0y—L) = - X, X3+ X3}X3+ X,X,,

therefore Q = Ly + L + Q5.

So @, and Q/, are rests of Q after division by F and Q, # Q.

2.5. PROPOSITION. Let J be anideal in R[X] containing F. Then the
following conditions are equivalent :

(1) F is a Grobner basis of J.
(2) For every QelJ, each rest of Q
(3) For every QelJ, a rest of Q

after division by F is zero.

after division by F is zero.

Proof.
(1) = (2): Division of Q € J by F yields Q = L + Q with Q = 0 or in(Q)
¢ <in(F)>.Now Le J and Q € J imply Q € J. Since <in(J)> = <in(F)>,
O must be zero.
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(2) = (3): trivial
(3) = (1): By (3) we have in(Q) e <in(F)> for every Q € J — {0}. Hence
<in(J)> = <in(F)>.
2.6, COROLLARY. Let F be a Grobner basis of an ideal J < R[X].
1) F generates J.
2) Let QeR[X]. Then QeJ iff arest of Q after dividing by F

IS zero.

Proof. Obvious.

2.7. Another caracterisation of GrOobner bases can be given as follows:

We shall say that a set {L,|a e Z(F)} of admissible combinations of F
(with pairwise different degrees) is an “F-admissible set”, if for all o we have
deg(L,) = o and lc(L,) generates the ideal

r<lc(P)| Pe <in(F)>,deg(P) = a> .

Any F-admissible set is R-linearly independent.
If R is a field the condition on lIc(L,) is superfluous.

PROPOSITION. Let J be an ideal in R[X] containing F. Then the
following conditions are equivalent :

(1) F is a Grébner basis of J.
(2) There is an F-admissible set which is a R-basis of J.
(3) Every F-admissible set is a R-basis of J.

Proof. Let {L,| o€ 2(F)} be a F-admissible set.

(1)=(3): Let Q be an element of J — {0}. Division of Q by {Lgego}»
of its rest Q by {Lgegq)}, - yields in a finite number of steps an expression
of Q as R-linear combination of L’s.

(3) = (2): trivial.

(2) = (1): Suppose that {L,|oe€P(F)} is a R-basis of J. For every
Qe J — {0} the initial term of L.y, divides in (Q), hence in (Q) € <in (F)>.

3. CONSTRUCTION OF GROBNER BASES

3.1.  Definition. Let P, Q be elements of R[X],let o, B € N" and let a, b € R.
Then the polynomial
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S(P, Q): = aX*P — bX*Q
is called a “S(ubtraction)-polynomial of P, Q” iff
o + deg(P) = B + deg(Q) = min(2({P})n2({Q}))
and Ic(P)-a = 1c(Q)+-b = a least common multiple of Ic(P) and Ic(Q).

3.2. Example. Consider the graded lexicographic ordering on N? and

P::6X:]5_X2+1, Q:ZSXIX%+3X1X2+X2€Z[X1,X2:|.

Then

4X,P — 3X3Q = — 9X3X, —3X3X, +4X, and — 4X,P + 3X3?Q
are S-polynomials of P, Q.

See figure 5.
8
+
s
FIGURE 5.

3.3 Remark. For P,Q e R[X], S(P, Q) as defined above is unique up to
multiplication by an invertible element of R. Therefore we shall call it
“the” S-polynomial of P, Q. :

34. LemMmA. Let Py,.., P e R[X], Ci, s C € R such that deg(P,) = ..
k .

= deg(P,) =:8 but deg(),c;P;) # 8.
i=1

k
Then ), ¢;P; is a R-linear combination of the S-polynomials S(P;, P;),
i=1
1 <i,j<k

Proof. By induction on k.
k

Let [;: =1c(P;),1 < i < k.- Then ) ¢l; = 0.

i=1
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It is sufficient to prove the existence of a;;, b;; € R such that

jo

it
1<i, i<k

k
'Zl ¢P;= ) (a;Pi—b;P;) and ayl, = byl;, 1<ij<n.

For k = 2 we have ¢,P, + ¢,P, = ¢, P; — (—c¢,)P, and c;l; = (—cy)l;.
k = 3: Let | be a greatest common divisor of /,, [,, l5. Since c,l, = — ¢;l;
— ¢3l5, a greatest common divisor of I, and [ divides c,l. Hence there are
elements x,, x5 € R such that ¢,/ = x;l; + x3l5.

Then di: = (—x{,—cl)/l, dy: = (—x41y)/l, d5: = (x3l,)/| are elements
of R. Furthermore, we have
(ci+d)l; = dyl,
(cra+dy)l, = dsl;y
(C3+d3)l3 == dlll and

3
__21 ¢;P; = [(c;+d)Py—d,P,] + [(c;+d,)Py—dsP5]

+ [(c3+d35)P3—d P,].
k k
k>3:LetQ:= ) ¢;P;, and m:= Y ci.
i=3 i=3
If m = 0, we can apply the induction hypothesis to Q.
It m # 0, by the k = 3 case there are d, , d,, d5 € R such that
ciPy + Py + Q = [(c; +d)Py—d,P,] + [(c; +d3)P,—d; Q]
+ [(1+d5)Q—d, P,]
and (Cl+d1)ll = dzlz, (Cz+d2)lz = d3m, (1+d3)m - dlll .

k
Therefore, we can apply the induction hypothesis to (c2+dy)P, — D dac;P;
i=3

k
and to — d;P; + ) (14d;)c;P; and thus terminate the proof.
i=3

Remark. If R is a field, the proof is trivial: Let l;:=1c(P;) and
k
Pir=(Py/l;),1 <i<k then Y ¢P, = c (P —P%)

i=1

k-1
+ (eili+coly) (PY—PY) + .. + (Z ¢il;) (Pr—1—Py).
i=1
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3.5. THEOREM. Let J be an ideal of R[X] generated by a finite subset
F < R[X] — {0}.

Then the following assertions are equivalent :
(1) F is a Grébner basis of J.
(2) Forall P,QeF arest of S(P,Q) after division by F is zero.

Proof.

(1) =(2): Let P,QeF. Then S(P, Q) and its rest after division by F are
elements of J. Therefore, this implication is a special case of proposition 2.5.,
1) = @)

(2)=(1): Let AeJ — {0}. We have to show that in(A)e <in(F)>.
Since J i1s generated by F, there are elements c(y, P)e R such that

A= Y cy, P)X'P.
PeF,yeN"
Let : = max {y + deg(P)|c(y,P) # 0yand L: = >  c(y, P)X"P.
YyP
Y, deg(P) =25

By lemma 1.3. we may assume that ¢ is minimal, i.e.:
ifA= > d(y, P)X"P then § < max {y + deg(P)|d(y, P) # 0}.

PeF,yeN"
Suppose that deg (L) < 8. Then the lemma above yields
L= Y a(P QX*S(P,Q), aloP,Q)eR

P, QeF,acN"

(note that for B, y € N" there is an o € N" such that S(XPP, X"Q) = X“S(P, Q)).

But according to (2) the S-polynomials are admissible combinations of F
and clearly the same holds for the X*S(P, Q)’s. Since their degree is smaller
than 9§, this is a contradiction to the minimality of 6. Hence deg(L) = o.
But then in (4) = in(L) € <in(F)>.

3.6. THEOREM. Let J be the ideal generated by F. Then a Grobner
basis of J can be constructed (in a finite number of steps) by the following
algorithm :

Fo:=F
Firp:=F,0({S(P, Q)| P,QeFi} — {0})

(S(P, Q) is a rest of S(P, Q) after division by F;). If F, = F;,,, then
F; is a Grobner basis of J.

4
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Proof. By the preceding theorem we only have to show that there is a
k € N such that F,, = F,,,.

If F; ¢ F;, then <in(F;)> < <in(F;,{)>. Since the strictly ascending
sequence <in(F,)> < <in(F,)> < .. must be finite, there is a k € N with
Fr = Fiyy.

3.7. Example. Consider the graded lexicographic ordering on N? and
F:={P,:=2X,X}—-X,,P,: =3X3X, — X,} < Z[X,, X,] .
Then
Fo=F and S(P,,P,) = 3X,P, — 2X,P, = — 3X? + 2X?2
= S(Py, P;) = : P;.
So

Fy ={P;,P,,P3} and S(P;,P,)" =0,
S(PI,P3)F1:4X‘21—3X%::P4, S(Pz,P3)F1 = 2X2_X2=:P5.

Therefore F, = {P;, P,, P5, P,, Ps} and all rests after division by F, of
S-polynomials are 0. Hence F, is a Grobner basis of the ideal generated by F.
See figure 6.

-3

FIGURE 6.
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3.8. Remark. Let G be a Grobner basis of an ideal J. We shall say that G
is “simplified” if all P € G fulfill the following two conditions:

Ic (P) generates the ideal x<Ic(Q)| Q € J, deg(Q) = deg(P)>
and
in(P) ¢ <in(G—{P})> .

It is easy to see that the elements of a simplified Grobner basis have
pairwise different degrees.

If R is a field then G is simplified iff the elements of G have pairwise
different degrees and deg(G) is the set of minimal elements (with respect
to the natural partial ordering on N”) in deg (J).

If G is not simplified, then in the following way we can construct
(in a finite number of steps) a simplified Grobner basis of J:

For every P € G choose an admissible combination P’ of G such that
deg (P) = deg(P’) and lc (P’') generates the ideal

r<Ic(Q)| Qe J,deg(Q) = deg(P)> .

Then G': = {P’| P € G} is a Grobner basis of J, since <in(J)> = <in(G)>
c <in(G)> < <in(J)>.
If there is a P' € G' with in(P') e <in(G'—{P'})>, then G' — {P'} is a
Grobner basis, since then <in(G'—{P'})> = <in(G)> = <in(J)>.
Replace G' by G' — {P'}. After finitely many eliminations of this kind we
obtain a simplified Grobner basis.

In example 3.7. the Grobner basis F, is not simplified, since in(P,)
Grobner basis of the ideal generated by F,.

4. APPLICATION TO SYSTEMS OF ALGEBRAIC EQUATIONS
Let J be an ideal in R[ X7, generated by a subset F # {0}.

4.1. We may consider F as a system of algebraic equations in n variables.
We denote by K an algebraic closure of the quotient field of R.

Let Z(F) (resp. Zg(F)) be the set {z € R" (resp. K") | P(z) = O for all P € F}
of common zeros in R" (resp. K") of the elements of F. Clearly Z(F) = Z(J)
and Zy(F) = Zg(J).
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4.2. PROPOSITION. Let G be a Grobner basis of J.
1) ZyJ)y= @O iff GoR # Q.
2) The set Z{J) is finite iff N" — 2(G) is finite. In this case the
cardinality of Z(J) is smaller than or equal to the cardinality of N" — 2(G).
Proof.

1) By Hilbert’s Nullstellensatz we know:

Z(J) = @ iff J n R # @. Therefore Z(J) = @ implies 0 € deg(J), hence
GnNR# Q.

2) Let I be the ideal generated by J in K[X]. Then F is a Grobner
basis of I, too. Again by Hilbert’s Nullstellensatz the dimension (as
K-vector space) of K[X]/I is an upper bound for the cardinality of
Z(J) = Zi(I), and this dimension is finite iff Z,(J) is so. Since G is a
Grobner basis of I, one easily verifies that the residue classes X* + I,
ae N" — Z(G), form a K-basis of K[ X]/I. This proves the proposition.

4.3. PROPOSITION. Let G be a Grobner basis of J with respect to the
lexicographic ordering (see 1.2.).

If JnR[X,,..,X,] # {0}, then
G.:=Gn R[X,, .., X,]
is a Grobner basis of
Ji:=J o R[X,, .., X,];
in particular, Gy generates the ideal J, < R[X,, .., X,] (1<k<n).

Proof. Let Q € J,. For any P e R[X] with deg(P) < deg(Q) we have
P e R[Xy, .., X,], since < is the lexicographic ordering. By 2.2. and 2.5.
there are c(o, P) € Rsuch that Q = )" ¢(a, P)X*P and ¢(o, P) # 0 implies

PeG,aeN"
deg (X*P) < deg (Q).

Hence we have X°P e R[X,, .., X,] for c(a, P) # 0, and, by 2.5. again,
Gy 1s a Grobner basis of J, .

44. Now we can apply the theory of Grobner bases to find the solutions
to the system F of algebraic equations. Consider the following algorithm :

First we construct a Grobner basis G of J with respect to the lexico-

graphic ordering (see 3.6.). As in 4.3. we write Gy for G n R[X,, .., X,],
l<k<n



230 F. PAUER AND M. PFEIFHOFER

Compute the greatest common divisor P, of the (univariate) polynomials

in G,. Find a zero a,e R of P,. If P, has no zero in R, then Z(J) = Q.
~ Letke {1, .., n—1}. Suppose that a;, {, ..., a, € R have already been found.

Let Gyag+y, - a,) S R[X,] be the set of polynomials in one variable X,
obtained from G, by substituting everywhere g; for X;, k + 1 <j < n

Compute the greatest common divisor P, of the polynomials in
Glax+q5 - a,). Find a zero a, € R of P,. If P, has no zero in R, we have
to go back to G, and to find another sequence a,,, ..., a4 -

If we obtain (a,,..,a,) by this algorithm, it is an element of Z(/J).
By 4.3. all elements of Z(J) can be computed in this way.

Suppose that Zg(J) is finite (ie. N"—2(G) is finite) and that we are
able to solve univariate polynomial equations in R (which is the case for
= Z). Then the algorithm above yields Z(J) in a finite number of steps.

4.5. Example. Let F be the subset

2XT+3X3X, X, — X X3+5X,-3X3-5X,X;—2X;+41,
AXT+6X3X,X,—2X , X5+10X,+3X3+5X,X;+2X3—11X3+19X;+25,
6X35+10X, X3 +2X3—11X3+21X;—40} of Z[X,,X,,X,].
By the algorithm 3.6. we get a Grobner basis G of the ideal generated by F:
G = {2X3—-11X3+17X,-6,
3X3+5X,X,+2X,—17,
2XT+3X3X,X,— X, X53+5X,+24}.

Now Z(G3) = {2,3}, Z(G,(2)) = {1}, Z(G,(3)) = @ and Z(G,(1,2)) = {—2}.
So Z(F) = {(—=2,1,2)}.

5. APPLICATION TO A (GEOMETRIC PROBLEM

51. For PeR[X] let P be the homogeneization of P by a further
variable X,,;. For an ideal J < R[X] we write J for the ideal generated
by {P|PeJ}in R[X,, .., X,11].

PROPOSITION. Let G be a Grobner basis of J with respect to the
graded inverse lexicographic ordering (see 2.1.). Then G:={P|Pe G} isa
Grébner basis of J.
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Proof. Since we consider the graded inverse lexicographic ordering, we

~

have for all Pe R[X] — {0}:in(P) = in(P). Hence <in(J)> = <in(J)>
= <in(G)> = <in(G)>.

5.2. Example. Let R be a field. Consider the “twisted cubic”
Z:={tt%,t})|teR} = R>.
Then
J:=<X3—X;,X? - X,> <R[X;, X;, X5]

is the ideal of polynomials vanishing on Z.
Recall that the set of zeroes of J in the projective space P;3(R) is the

closure (with respect to the Zariski topology) of Z.

The polynomials X 3 — X3X2 and X? — X,X, do not generate the ideal
J < R[X,,X,, X5, X,]

By36. G:={X?—-X,,X,X, — X;,X} — X,X5}is a Grobner basis
of J with respect to the graded inverse lexicographic ordering. Hence J
is generated by {X? — X, X4, X, X, — X3X,, X5 — X, X3X,}.
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