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#### Abstract

In this second part of this paper we supply the estimates needed to show that the previously constructed family of operators is an approximating family in the sense of the technical Definition 3.1. Then we employ the abstract theorem of the first part to conclude that the interior of the essential spectrum of our Schrödinger operator is absolutely continuous.


## Introduction

In this second part of this paper we supply the estimates needed to prove Theorem 2.1 which was stated in the first half. More specifically we use these estimates to derive Theorem 2.1 from the abstract Theorem 3.1 which was also stated in the first half. For convenience we continue the numbering of sections, however we start anew the numbering of references.

In section 6 we prove that the family of operators $L(q(\mu))$ of Section 5 approximates the operator $L(p)$ of Theorem 2.1 in the technical sense of definition 3.1. We prove this fact by proving that this family of operators satisfies the assumptions of the intermediate Lemma 4.1. To prove that Condition $I(\mathscr{I})$ of this lemma holds for this family we need that to the given interval $\mathscr{I}$ there are open regions of the form $\mathscr{R}_{ \pm}(\mathscr{I})$ such that each $\mu$ in $\mathscr{R}_{ \pm}(\mathscr{I})$ is in the resolvent set of the operator $L(q(\mu))$. This is the statement of Theorem 6.1. We prove this theorem in turn, by showing that in spite of the non-Hermitian character of the operator $L(q(\mu))$ the Weyl construction for the resolvent kernel [1] can be carried out. This is, essentially, the statement of Lemma 6.1. To prove that Condition $I I(\mathscr{I})$ holds we need estimates for the resolvent kernels of this family of operators. These estimates are formulated in Lemma 6.2. Having established Conditions $I(\mathscr{I})$ and $I I(\mathscr{I})$ it is not difficult to show that this family of operators satisfies all of the assumptions of Lemma 4.1. Therefore we can conclude that this family does approximate the operator $L(p)$.

In section 7 we show that this family also satisfies Condition $A(\mathscr{I})$. This fact is implied by Theorem 7.1. The proof of this theorem is based on a version of the

[^0]Rellich uniqueness property for the operator $L(p)$. This version is formulated in Lemma 7.1. Let us emphasize that the Rellich uniqueness property has been established for various classes of ordinary and partial differential operators by various authors, [2]-[12]. For a recent and general such class we refer to the report of AgmonHörmander [17].

## 6. The family of operators $L(q(\mu))$ approximates $L(p)$

Recall that in Section 5 to the given compact interval $\mathscr{I}$ and to $p_{2}$, the given long range part of the potential $p$ of Theorem 2.1 , we constructed a family of approximate potentials $q(\mu)$. At the same time in Lemma 5.2 we have shown that if in addition the interval $\mathscr{I}$ does not contain zero then $p$ admits a long range part $p_{2}$, which satisfies Condition $0(\mathscr{I})$. Hence it is no loss of generality to assume that this is the case.

In this section we show that under general circumstances the corresponding family of operators, $L(q(\mu))$, approximates the operator $L(p)$ over such an interval. We shall show this fact by applying Lemma 4.1. to the family of potentials,

$$
\begin{equation*}
p(\mu)=q(\mu) \tag{6.1}
\end{equation*}
$$

(a) Condition $I(\mathscr{I})$. The theorem that follows gives circumstances which ensure that the operator $L(q(\mu))$ satisfies assumption (3.11).

Theorem 6.1. Let the potential $q(\mu)$ be defined by equation (5.24) and let the operator $L(q(\mu))$ be defined by replacing $p$ by $q(\mu)$ in relation (2.9). Suppose that $\mathscr{I}$ is a compact subinterval of $\mathscr{R}^{+}$. Suppose, further, that the potential $p_{2}$ satisfies Condition $0(\mathscr{I})$. Then there are non-empty regions $\mathscr{R}_{ \pm}(\mathscr{I})$ of the form $(3.1)_{ \pm}$such that each $\mu$ in $\mathscr{R}_{ \pm}(\mathscr{I})$ is in the resolvent set of this operator; that is,

$$
\begin{equation*}
\mu \in \rho(L(q(\mu))) \tag{6.2}
\end{equation*}
$$

First one might be tempted to derive conclusion (6.2) from the fact that the spectrum of a self-adjoint operator is real [23]. However, the potential $q(\mu)$ is nonreal and hence the operator $L(q(\mu))$ is not even Hermitian symmetric. Nevertheless, the special form of this potential allows us to formulate estimates, which in turn, allow us to carry out the basic part of the Weyl construction [1] for the resolvent kernel. These estimates are formulated in the lemma that follows.

Lemma 6.1. Suppose that the potential $p_{2}$ satisfies Condition $0(\mathscr{I})$. With the aid of the function $y(\mu)$ of formula (5.25) define

$$
\begin{equation*}
x(\mu)(\xi)=\int_{0}^{\xi} \frac{d \sigma}{y(\mu)(\sigma)^{2}}+1 \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
z(\mu)=x(\mu) y(\mu) \tag{6.4}
\end{equation*}
$$

Then each of the two functions $y(\mu)$ and $z(\mu)$ satisfies the differential equation (5.2). Furthermore to each complex number $\mu$ there is a positive increasing function $v(\mu)$ and a constant $\gamma$ such that,

$$
\begin{equation*}
|y(\mu)(\xi)| \leqslant \gamma \exp (-v(\mu)(\xi)) \tag{6.5}
\end{equation*}
$$

and

$$
\begin{equation*}
|z(\mu)(\xi)| \leqslant \gamma \exp (+v(\mu)(\xi)) \tag{6.6}
\end{equation*}
$$

We have already seen in Section 5 that the function $y(\mu)$ satisfies equation (5.2). We stated this fact for completeness only.

To prove that the function $z(\mu)$ also satisfies equation (5.2) we need that according to elementary algebra,

$$
\begin{equation*}
(\mu-L(q(\mu))) z(\mu)=\hbar^{2}\left[2 y^{\prime}(\mu) x^{\prime}(\mu)+y(\mu) x^{\prime \prime}(\mu)\right] . \tag{6.7}
\end{equation*}
$$

It is not difficult to show that definition (6.3) implies that the right member is zero. In fact, this property motivated this definition.

To prove conclusion (6.5) we make essential use of the fact that the potential $p_{2}$ satisfies Condition $0(\mathscr{I})$. We see from assumption (5.28) of Condition $0(\mathscr{I})$ that the formula,

$$
\begin{equation*}
v(\mu)(\xi)=\operatorname{Re} \int_{0}^{\xi}\left(w^{+}(\mu)-a_{0}(\mu)\right) \sigma d \sigma \tag{6.8}
\end{equation*}
$$

defines such a function. Conclusion (5.13) $)_{0}$ of Lemma 5.1 shows that,

$$
\begin{equation*}
\exp \left(\int_{0}^{\xi} a_{0}(\mu)(\sigma) d \sigma\right)=\left|\frac{p_{2}(0)-\mu}{p_{2}(\xi)-\mu}\right|^{1 / 4} \tag{6.9}
\end{equation*}
$$

Inserting this relation in definition (5.24) yields,

$$
\begin{equation*}
\left.|y(\mu)(\xi)|=\left|\frac{p_{2}(0)-\left.\mu\right|^{1 / 4}}{p^{2}(\xi)-\mu}\right|^{1 / \exp }\left(\int_{0}^{\xi}\left(w^{-}(\mu)-a_{0}(\mu)\right)(\sigma) d \sigma\right) \right\rvert\, \tag{6.10}
\end{equation*}
$$

According to definitions $(5.23)^{ \pm}$,

$$
\begin{equation*}
w^{+}(\mu)-a_{0}(\mu)=-\left(w^{-}(\mu)-a_{0}(\mu)\right) \tag{6.11}
\end{equation*}
$$

Relations (6.10), (6.11) and definition (6.8) together show that,

$$
\begin{equation*}
|y(\mu)(\xi)|=\left|\frac{p_{2}(0)-\mu}{p_{2}(\xi)-\mu}\right|^{1 / 4} \cdot \exp (-v(\mu)(\xi)) \tag{6.12}
\end{equation*}
$$

According to assumption (5.26) of Condition $0(\mathscr{I})$ the supremum of the first factor is finite. Therefore we see from relation (6.12) the validity of conclusion (6.5).

To prove conclusion (6.6) we formulate an elementary proposition.

Proposition 6.1. Let $f(\tau)$ and $g(\tau)$ be twice continuously differentiable complex valued functions of the real variable $\tau$ and define the function $x$ by

$$
\begin{equation*}
x(\xi)=\int_{0}^{\xi} f(\tau) g(\tau) d \tau \tag{6.13}
\end{equation*}
$$

## Suppose that the function

$$
\begin{equation*}
\tau \rightarrow|f(\tau)| \quad \text { is increasing } \tag{6.14}
\end{equation*}
$$

Then

$$
\begin{equation*}
|x(\xi)| \leqslant|f(\xi)|\left\{2 \sup _{0<\tau<\xi}\left|\frac{f(\tau)}{f^{\prime}(\tau)} g(\tau)\right|+\int_{0}^{\xi}\left|\left(\frac{f(\tau)}{f^{\prime}(\tau)} g(\tau)\right)^{\prime}\right| d \tau\right\} \tag{6.15}
\end{equation*}
$$

To prove conclusion (6.15) note that according to definition (6.13)

$$
\begin{equation*}
x(\xi)=\int_{0}^{\xi} f^{\prime}(\tau) \frac{f(\tau)}{f^{\prime}(\tau)} g(\tau) d \tau \tag{6.16}
\end{equation*}
$$

Hence an integration by parts yields,

$$
\begin{equation*}
x(\xi)=\left[f(\tau) \cdot \frac{f(\tau)}{f^{\prime}(\tau)} g(\tau)\right]_{0}^{\xi}-\int_{0}^{\xi} f(\tau)\left(\frac{f(\tau)}{f^{\prime}(\tau)} g(\tau)\right)^{\prime} d \tau \tag{6.17}
\end{equation*}
$$

Inserting assumption (6.14) in this relation and using the triangle inequality we obtain the validity of conclusion (6.15).

Having established this proposition we return to the proof of conclusion (6.6). We apply this proposition to the functions

$$
\begin{equation*}
f(\mu)(\tau)=\exp \left(+2 \int_{0}^{\tau}\left(w^{+}(\mu)-a_{0}(\mu)(\sigma) d \sigma\right)\right. \tag{6.18}
\end{equation*}
$$

and

$$
\begin{equation*}
g(\mu)(\tau)=\sqrt{\frac{p_{2}(\tau)-\mu}{p_{2}(0)-\mu}} \tag{6.19}
\end{equation*}
$$

Remembering definition (6.8) we see that

$$
\begin{equation*}
|f(\mu)(\tau)|=\exp \left(+2 \int_{0}^{\tau} v(\mu)(\sigma) d \sigma\right) \tag{6.20}
\end{equation*}
$$

Since the function $v(\mu)$ is increasing so is $|f(\mu)|$; that is to say this function satisfies assumption (6.14).

To estimate the right member of conclusion (6.15) recall relation (5.42). Combining it with definitions (6.18) and (6.19) we see that,

$$
\begin{equation*}
\frac{f(\mu)}{f^{\prime}(\mu)} \cdot g(\mu)=\frac{1}{2 b(\mu)} \sqrt{\frac{1}{p_{2}(0)-\mu}} \tag{6.21}
\end{equation*}
$$

It is clear from definition (5.41) that,

$$
\begin{equation*}
\sup _{\xi \in \mathscr{R}^{+}}\left|\frac{1}{b(\mu)(\xi)}\right|<\infty . \tag{6.22}
\end{equation*}
$$

At the same time remembering definitions $(5.34)^{3}$ and (5.33) we see that,

$$
b^{\prime}(\mu) \in \mathfrak{L}\left(0^{3}\left(p_{2}\right), \mathfrak{A}\left(p_{2}-\mu\right)^{-1 / 2}\right)
$$

Combining this relation with estimate (5.39) ${ }^{3}$ and with assumptions (2.10) and (5.26) we obtain that for each $\mu$,

$$
\begin{equation*}
b^{\prime}(\mu) \in \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right) \quad \text { and hence }\left(\frac{f(\mu)}{f^{\prime}(\mu)} \cdot g(\mu)\right)^{\prime} \in \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right) \tag{6.23}
\end{equation*}
$$

Inserting estimates (5.22) and (5.23) in conclusion (6.15) of Proposition 6.1 we arrive at the existence of a constant $\gamma$, such that,

$$
\left|\int_{0}^{\xi} f(\mu)(\sigma) g(\mu)(\sigma) d \sigma\right|<\gamma|f(\mu)(\xi)| .
$$

Inserting definitions (6.3), (6.18), (6.19), and relation (6.20), in turn, in this estimate, we arrive at

$$
\begin{equation*}
|x(\mu)(\xi)-1| \leq \gamma \exp \left(+2 \int_{0}^{\xi} v(\mu)(\sigma) d \sigma\right) \tag{6.24}
\end{equation*}
$$

Finally combining the already established conclusion (6.5) with definition (6.4) and with estimate (6.24) we arrive at the validity of conclusion (6.6). This completes the proof of Lemma 6.1.

Having established Lemma 6.1 we return to the proof of Theorem 6.1. Following the Weyl construction, first we set

$$
\begin{equation*}
y^{1}(\mu)=z(\mu)+\gamma(\mu) y(\mu) \tag{6.25}
\end{equation*}
$$

where the constant $\gamma(\mu)$ is determined from the boundary condition (2.8). We do not claim that to each $\mu$ in $\mathscr{R}_{ \pm}(\mathscr{I})$ it is possible to find such a constant. We do claim, however, that there are non-empty regions of this form where this is possible. To prove this claim insert definition (6.25) ${ }^{1}$ in the boundary condition (2.8). This shows that it is equivalent to the equation,

$$
\begin{equation*}
\gamma(\mu)\left(\cos \alpha-\sin \alpha w^{-}(\mu)(0)\right)=\sin \alpha w^{+}(\mu)(0)-\cos \alpha . \tag{6.26}
\end{equation*}
$$

Next set,

$$
\begin{equation*}
w_{ \pm}^{+}(\omega)(\xi)=\lim _{\epsilon \rightarrow+0} w^{+}(\omega \pm i \varepsilon)(\xi) \quad \text { and } \quad w_{ \pm}^{-}(\omega)(\xi)=\lim _{\epsilon \rightarrow+0} w^{-}(\omega \pm i \varepsilon)(\xi) \tag{6.27}
\end{equation*}
$$

Then we see from relation (5.42) and from the assumption that $\mathscr{I}$ is a subinterval of $\mathscr{R}^{+}$that for each of these four functions,

$$
\begin{equation*}
\left|\operatorname{Im} w_{ \pm}^{ \pm}(\omega)(0)\right|=\left|\sqrt{p_{2}(0)-\omega} b(\omega)(0)\right| \tag{6.28}
\end{equation*}
$$

At the same time it follows from assumption (5.26) of Condition $0(\mathscr{I})$ that,

$$
\begin{equation*}
\left|p_{2}(0)-\omega\right| \neq 0 \tag{6.29}
\end{equation*}
$$

Remembering formula (5.41) we see that,

$$
\begin{equation*}
p_{2}(0)=p_{2}^{\prime \prime}(0)=0 \quad \text { implies } \quad b(\omega)(0)=\frac{1}{\hbar} \tag{6.30}
\end{equation*}
$$

We have not required these assumptions explicitly in Condition $0(\mathscr{I})$. Nevertheless the proof of Lemma 5.2 shows that it is no loss of generality to assume that these assumptions hold. These four relations together show that for $\mu$ close enough to the interval $\mathscr{I}$ the coefficient of $\gamma(\mu)$ in equation (6.26) does not vanish. In view of the compactness of $\mathscr{I}$ this, in turn, shows that there are regions $\mathscr{R}_{ \pm}(\mathscr{I})$ of the form (3.1) $\pm$ such that for each $\mu$ in $\mathscr{R}_{ \pm}(\mathscr{I})$,

$$
\begin{equation*}
\cos \alpha-\sin \alpha w^{-}(\mu)(0) \neq 0 \tag{6.31}
\end{equation*}
$$

Thus equation (6.26) admits a solution $\gamma(\mu)$ and the function $y^{1}(\mu)$ of definition (6.25) ${ }^{1}$ satisfies the boundary condition (2.8). At the same time according to Lemma 6.1 it also satisfies equation (5.2).

Following the Weyl construction, secondly we set,

$$
\begin{equation*}
y^{r}(\mu)=y(\mu) \tag{6.25}
\end{equation*}
$$

Then according to Lemma 6.1 this function also satisfies equation (5.2) and a slightly sharper version of conclusion (6.5) shows that it also satisfies the boundary condition at infinity. That is to say, for each non-real complete number $\mu$,

$$
\begin{equation*}
y^{r}(\mu) \in \mathbf{L}_{2}(1, \infty) \tag{6.26}
\end{equation*}
$$

Following the Weyl construction thirdly we set,

$$
\begin{equation*}
W^{1 r}(\mu, \mu)=y^{1}(\mu)(\xi) y^{r}(\mu)^{\prime}(\xi)-y^{r}(\mu)(\xi) y^{1}(\mu)^{\prime}(\xi) \tag{6.32}
\end{equation*}
$$

and claim that

$$
\begin{equation*}
W^{1 r}(\mu, \mu)=1 \tag{6.33}
\end{equation*}
$$

Since the differential equation (5.2) does not contain first order terms this Wronskian is independent of the variable $\xi$, [21]. Hence to prove relation (6.33) it suffices to evaluate the right member of definition (6.32) at $\xi=0$. For this purpose recall definitions (5.25) and (6.3). They show, after an elementary calculation, that

$$
y(\mu)(0) z(\mu)^{\prime \prime}(0)-y(\mu)^{\prime}(0) z(\mu)(0)=1 .
$$

Combining this relation with definition $(6.25)^{1}$ we obtain the validity of relation (6.33).

We complete the Weyl construction by defining a kernel by,

$$
K(\mu)(\xi, \eta)= \begin{cases}y^{1}(\mu)(\eta) y^{r}(\mu)(\xi) & \eta \leq \xi  \tag{6.34}\\ y^{1}(\mu)(\eta) y^{r}(\mu)(\eta) & \eta \geq \xi\end{cases}
$$

It is not difficult to show that this kernel defines a bounded operator which is the inverse of the operator $(\mu I-L(q(\mu)))$. In fact, this follows by combining the proof of Proposition 6.1 with a proof used elsewhere [15]. For brevity we do not carry out this combination and consider the proof of Theorem 6.1 complete. We see from this theorem that the family of operators $L(q(\mu))$ ) satisfies assumption (3.11).

To see that the family of potentials of definition (6.1) is related to the potential $p$ of Theorem 2.1 by estimate (4.1) recall assumption (2.8). This shows that

$$
|(p-q(\mu))(\xi)| \leq\left|p_{1}(\xi)\right|+\left|\left(p_{2}-q(\mu)\right)(\xi)\right|
$$

Inserting assumptions (2.2) and (5.27) in this inequality we obtain the validity of estimate (4.1) for the family of potentials of definition (6.1).

To see that for the family of potentials of definition (6.1) assumption (4.2) of Condition $I(\mathscr{I})$ holds, recall conclusions (5.13) $)_{0}$ and (5.13) $)_{1}$ of Lemma 5.1 and assumption (5.26) of Condition $0(\mathscr{I})$. Together they show that for each $\omega$ in $\mathscr{I}$ each of the two limits does exist,

$$
\lim _{\varepsilon \rightarrow+0} a_{0}(\omega \pm i \varepsilon)(\xi) \quad \text { and } \quad \lim _{\varepsilon \rightarrow+0} a_{1}(\omega \pm i \varepsilon)(\xi)
$$

At the same time it follows that these limits are uniform in $\xi$ in any compact subset of $\mathscr{R}^{+}$. Inserting these facts in definitions (5.21) and (5.24) we obtain the validity of assumption (4.2).

Lemma 6.2. Let $\mathscr{I}$ be a compact subinterval of $\mathscr{R}^{+}$and let the approximate potential $q(\mu)$ be defined by equation (5.24). Suppose that the potential $p_{2}$ satisfies Condition $0(\mathscr{I})$. Then the approximate resolvent kernel is such that,

$$
\begin{equation*}
\sup _{\mu \in \mathscr{R}_{ \pm}(\mathscr{G})} \sup _{(\xi, \eta) \in \mathscr{R} \pm \times \mathscr{R}^{ \pm}}|R(\mu, L(q(\mu)))(\xi, \eta)|<\infty . \tag{6.35}
\end{equation*}
$$

Furthermore as $\mu$ converges to the point $\omega$ of $\mathscr{I}$ this kernel converges, uniformly in $(\xi, \eta)$ in any compact subset of $\mathscr{R}^{+} \times \mathscr{R}^{+}$and $\omega$ in $\mathscr{I}$.

To prove conclusion (6.35) note that according to the proof of Theorem 6.1,

$$
\begin{equation*}
R(\mu, L(q(\mu)))(\xi, \eta)=K(\mu)(\xi, \eta) \tag{6.36}
\end{equation*}
$$

Inserting conclusions (6.5) and (6.6) of Lemma 6.1 and definitions (6.25) ${ }^{1, r}$ in formula (6.34) and remembering that the function $v(\mu)$ of Lemma 6.1 is increasing, we obtain,

$$
\begin{equation*}
|K(\mu)(\xi, \eta)| \leq \gamma(1+|\gamma(\mu)|) \tag{6.37}
\end{equation*}
$$

A repetition of the proof of relation (6.31) shows that,

$$
\begin{equation*}
\sup _{\mu \in \mathscr{R}_{ \pm}(T)}|\gamma(\mu)|<\infty . \tag{6.38}
\end{equation*}
$$

Inserting estimates (6.37) and (6.38), in turn, in relation (6.36) we arrive at the validity of conclusion (6.35).

Having established Conditions $I(\mathscr{I})$ and $I I(\mathscr{I})$ we show that the family of potentials of definition (6.1) satisfies the remaining assumptions of Lemma 4.1. Accordingly set

$$
\begin{equation*}
T(\mu)=(L(p)-L(q(\mu))) R(\mu), L(q(\mu))) \tag{6.39}
\end{equation*}
$$

To see that the operator $T(\mu)$ satisfies assumption (3.9) note that according to definition (2.1)

$$
\begin{equation*}
L(p)-L(q(\mu))=M(p-q(\mu)) \tag{6.40}
\end{equation*}
$$

Hence

$$
\begin{equation*}
T(\mu)=M(p-q(\mu)) R(\mu, L(q(\mu))) \tag{6.41}
\end{equation*}
$$

Assumptions (2.7) and (2.10) together with estimate (5.30) show that the potential $p-q(\mu)$ satisfies assumption (2.2). Combining this fact with the estimates of Lemma 6.1 allows us to apply to the operator $T(\mu)$ the compactness considerations in the book of Schechter [27]. This yields,
$T(\mu)$ is compact in $\mathfrak{B}\left(\mathfrak{L}_{2}\left(\mathscr{R}^{+}\right)\right)$.
Since such an application was carried out elsewhere [16] for a related class of operators we do not carry it out presently.

To prove that the operator $T(\mu)$ of definition (6.39) satisfies assumption (3.10) first we prove that the set

$$
\begin{equation*}
\mathfrak{S}=M\left(n^{1 / 2}\right) \mathfrak{C}_{0}\left(\mathscr{R}^{+}\right) \tag{6.43}
\end{equation*}
$$

is such that

$$
\begin{equation*}
\mathfrak{S} \subset \mathfrak{H}=\mathfrak{L}_{2}\left(\mathscr{R}^{+}\right) \tag{6.44}
\end{equation*}
$$

and
$\mathfrak{S}$ is a dense subset of $\mathfrak{5}$
and for each $\mu$ in $\mathscr{R}_{ \pm}(\mathscr{I})$

$$
\begin{equation*}
T(\mu) \subseteq \subset \mathfrak{G} \tag{6.46}
\end{equation*}
$$

To see that relation (6.44) holds recall definition (4.6) and assumption (4.1) of Condition $I(\mathscr{I})$. Together they show that

$$
\begin{equation*}
n \in \boldsymbol{L}_{1}\left(\mathscr{R}^{+}\right) \tag{6.47}
\end{equation*}
$$

This, in turn, shows the validity of relation (6.44). To see that relation (6.45) holds recall the remark after Lemma 4.1. This remark together with the facts that $\mathscr{C}_{0}\left(\mathscr{R}^{+}\right)$ is a dense subset of $\mathfrak{G}$ and that a unitary transformation maps each dense subset onto a dense subset yields the validity of relation (6.45). To see that relation (6.46) holds recall conclusion (6.35) of Lemma 6.2. It shows that

$$
R\left(\mu, L(q(\mu))\left(\mathfrak{H} \cap \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right)\right) \subset \mathfrak{C}\left(\mathscr{R}^{+}\right)\right.
$$

In other words this operator maps functions in this intersection into functions which are bounded and continuous on all of $\mathscr{R}^{+}$. It is clear from relation (6.47) that

$$
M\left(n^{1 / 2}\right) \mathscr{C}_{0}\left(\mathscr{R}^{+}\right) \subset \mathfrak{G} \cap \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right)
$$

Combining these two relations with definition (6.43) yields,

$$
\begin{equation*}
R(\mu, L(q(\mu))) \mathbb{S} \subset \mathfrak{C}\left(\mathscr{R}^{+}\right) \tag{6.48}
\end{equation*}
$$

According to relation (6.41)

$$
\begin{equation*}
M\left(\frac{1}{n}\right)^{1 / 2}(T(\mu) \Im)=M\left(\frac{p-q(\mu)}{n^{1 / 2}}\right) R(\mu, L(q(\mu)) \subseteq \tag{6.49}
\end{equation*}
$$

Definition (4.6) and assumption (4.1) of Condition $I(\mathscr{I})$ together show that

$$
\begin{equation*}
\frac{p-q(\mu)}{n^{1 / 2}} \in \mathfrak{H} \tag{6.50}
\end{equation*}
$$

Inserting relations (6.48) and (6.50) in relation (6.49) we obtain

$$
M\left(\frac{1}{n}\right)^{1 / 2}(T(\mu) \mathfrak{S}) \subset \mathfrak{H}
$$

Inserting this relation in turn, in definition (4.7) we obtain the validity of relation (6.46).

Having established relations (6.44), (6.45) and (6.46) it is not difficult to show that the operator $T(\mu)$ satisfies assumption (3.10). Conclusion (6.32) of Lemma 6.2 and relations (6.41), (6.47), (6.50) together show that

$$
M\left(\frac{1}{n}\right)^{1 / 2} T(\mu) M(n)^{1 / 2} \in \mathfrak{B}(\mathfrak{H})
$$

in fact, this operator is Hilbert-Schmidt. This, in turn, in view of the remark after Lemma 4.1 shows that

$$
\begin{equation*}
T(\mu)_{\mathscr{S}} \in \mathfrak{B}(\mathfrak{G}) \tag{6.51}
\end{equation*}
$$

Hence the validity of assumption (3.10) follows from relation (6.46) by closure.

## 7. The proof of Condition $A(\mathscr{I})$

We have shown in Section 6 that under general circumstances the family of operators $L(q(\mu))$ approximates the operator $L(p)$ over the interval $\mathscr{I}$. In this section we shall show that under the same general circumstances these operators satisfy Condition $A(\mathscr{I})$.

The proof of relation (6.51) shows that
$T(\mu)_{\mathbb{G}}$ is compact in $\mathfrak{B}(\mathfrak{G})$.
According to Lemma 4.1, Condition $G_{2}(\mathscr{I})$ holds for this family of operators. Hence for each $\omega$ in $\mathscr{I}$,
$T_{ \pm}(\omega)_{\mathscr{G}}$ is compact in $\mathfrak{B}(\mathfrak{G})$.
Therefore each of the two limit operators $\left(I-T_{ \pm}(\omega)\right)_{\mathscr{G}}$ is Fredholm of index zero [26a]. That is to say the one to one property implies bounded invertibility. This one to one property is the statement of the theorem that follows.

Theorem 7.1. Let $\mathscr{I}$ be a compact subinterval of $\mathscr{R}^{+}$which does not contain zero. Suppose that the potential patisfies the assumptions of Theorem 2.1 and that its long range part, $p_{2}$, satisfies Condition $0(\mathscr{I})$. Suppose, further, that $\omega$ in $\mathscr{I}$ is an exceptional point and $h$ in $\sqrt{5}$ is a corresponding exceptional vector. That is to say,

$$
\begin{equation*}
\left(I-T_{+}(\omega)\right)_{\circlearrowleft} h=0 \quad \text { or } \quad\left(I-T_{-}(\omega)\right)_{\Phi} h=0 . \tag{7.3}
\end{equation*}
$$

Then

$$
\begin{equation*}
h=0 . \tag{7.4}
\end{equation*}
$$

To prove conclusion (7.4) recall definition (4.6). It shows, together with relation (6.4) and the Schwarz inequality, that

$$
\begin{equation*}
h \in \mathfrak{G} \text { implies } h \in \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right) . \tag{7.5}
\end{equation*}
$$

Thus we see from conclusion (6.35) of Lemma 6.2 that for each fixed positive number $\xi$ the family of functions, $R(\mu, L(q(\mu)))(\xi, \eta) h(\eta)$ admits an integrable majorant. According to the second conclusion of Lemma 6.2 this family of functions converges as $\mu$ converges to the given point $\omega$ of $\mathscr{I}$. Hence the following limit does exist,

$$
\begin{equation*}
g_{+}(\omega)(\xi)=\lim _{\varepsilon \rightarrow+0} \int_{0}^{\infty} R(\omega+i \varepsilon, L(q(\omega+i \varepsilon))(\xi, \eta) h(\eta) d \eta \tag{7.6}
\end{equation*}
$$

At the same time it follows from formula (6.34) and relation (6.36) that setting

$$
\begin{equation*}
y_{+}^{1, r}(\omega)(\xi)=\lim _{\varepsilon \rightarrow+0} y^{1, r}(\omega+i \varepsilon)(\xi), \tag{7.7}
\end{equation*}
$$

we have,

$$
\begin{equation*}
g_{+}(\omega)(\xi)=y_{+}^{r}(\omega)(\xi) \int_{0}^{\xi} y_{+}^{1}(\omega)(\eta) h(\eta) d \eta+y_{+}^{1}(\omega)(\xi) \int_{0}^{\xi} y_{+}^{r}(\omega)(\eta) h(\eta) \mathrm{d} \eta \tag{7.8}
\end{equation*}
$$

First we show that formula (7.8) implies an asymptotic description of the function $g_{+}(\omega)$ at infinity. For this purpose recall conclusion (5.13) ${ }_{0}$ of Lemma 5.1 and definition (5.41). They yield,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} a_{0}(\omega \pm i \varepsilon)=a_{0}(\omega)=\overline{a_{0}(\omega)} \tag{7.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow+0} b(\omega \pm i \varepsilon)=b(\omega)=\overline{b(\omega)} \tag{7.10}
\end{equation*}
$$

Inserting these relations in relation (5.42) and remembering definition (5.27) ${ }_{+}^{+}$, we obtain

$$
w_{+}^{+}(\omega)-a_{0}(\omega)=\lim _{\varepsilon \rightarrow+0} \sqrt{p_{2}-(\omega+i \varepsilon)} b(\omega)
$$

Inserting assumption (5.26) of Condition $0(\mathscr{I})$, the assumption that $\omega$ is positive and definition (5.22), in turn, in this relation we obtain,

$$
\begin{equation*}
w_{+}^{+}(\omega)-a_{0}(\omega)=-i\left|\sqrt{p_{2}-\omega}\right| b(\omega) \tag{7.11}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\operatorname{Re}\left(w_{+}^{+}(\omega)-a_{0}(\omega)\right)=0 \tag{7.12}
\end{equation*}
$$

Thus we see from conclusions (6.5) and (6.6) of Lemma 6.1 and from definitions (6.8) and (7.7) ${ }^{1 r}$ that

$$
\begin{equation*}
\sup _{\xi \in \mathscr{\Re}+}\left|y_{+}^{1, r}(\omega)(\xi)\right|<\infty \tag{7.13}
\end{equation*}
$$

Inserting relations (7.13) ${ }^{1 r}$ and (7.5) in formula (7.8) shows that the constant,

$$
\begin{equation*}
\gamma=\int_{0}^{\infty} y_{+}^{1}(\omega)(\eta) h(\eta) d \eta \tag{7.14}
\end{equation*}
$$

is such that,

$$
\begin{equation*}
g_{+}(\omega)(\xi) \sim \gamma y_{+}^{r}(\omega)(\xi), \quad \text { for } \quad \xi \sim \infty \tag{7.15}
\end{equation*}
$$

Secondly we show that formula (7.8) implies,

$$
\begin{equation*}
g_{+}(\omega)^{\prime \prime}+\left(\omega-q_{+}(\omega)\right) g_{+}(\omega)=h \tag{7.16}
\end{equation*}
$$

In fact, relations (7.5) and (7.13) ${ }^{1 r}$ together allow us to differentiate the terms in formula (7.8) formally. This yields the validity of relation (7.16) if we remember definitions (6.25) ${ }^{1 r}$ and that according to Lemma 6.1 each of the two functions $y(\mu)$ and $z(\mu)$ satisfy equation (5.2). Incidentally note that in contrast to the case of the second order JWKB-approximation, in our present case,

$$
q_{+}(\omega)=\lim _{\varepsilon \rightarrow+0} q(\omega+i \varepsilon) \neq \lim _{\varepsilon \rightarrow+0} q(\omega-i \varepsilon)=q_{-}(\omega)
$$

Thirdly we note that formula (7.8) implies that the function $g_{+}(\omega)$ satisfies the boundary condition (2.8). Again, this follows by combining formal differentiation with relations (7.5) and (7.13) ${ }^{1 r}$. For brevity we omit the details of the proof of this fact.

Next we make essential use of the fact that $\omega$ is an exceptional point and $h$ is a corresponding exceptional vector. For brevity assume that assumption (7.3) + holds. Then we observe that this relation allows us to eliminate the function $h$ from the differential equation (7.16). In fact, inserting definition (7.6) and relation (6.41) in assumption (7.3) + yields,

$$
\begin{equation*}
h=\left(p-q_{+}(\omega)\right) g_{+}(\omega) \tag{7.17}
\end{equation*}
$$

Inserting this relation, in turn, in the differential equation (7.16) yields,

$$
\begin{equation*}
g_{+}(\omega)^{\prime \prime}+(\omega-p) g_{+}(\omega)=0 \tag{7.18}
\end{equation*}
$$

In the following lemma we show that for this differential equation a version of the Rellich uniqueness property [5] holds. In other words the solution of the improper Cauchy problem near infinity is unique.

Lemma 7.1. Suppose that the function $g_{+}(\omega)$ satisfies the differential equation (7.18). Suppose, further, that

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} g_{+}(\omega)(\xi)=0 \quad \text { and } \quad \lim _{\xi \rightarrow \infty} g_{+}(\omega)^{\prime}(\xi)=0 \tag{7.19}
\end{equation*}
$$

Then $g_{+}(\omega)$ has compact support.
Following Titchmarsh [19] and Miranker [3] we derive Lemma 7.1 from an integral representation of the function $g_{+}(\omega)$. To formulate this representation set

$$
\begin{equation*}
C_{+}(\omega)(\xi, \eta)=y_{+}^{1}(\omega)(\xi) y_{+}^{1}(\omega)(\eta)-y_{+}^{1}(\omega)(\eta) y_{+}^{r}(\omega)(\xi) . \tag{7.20}
\end{equation*}
$$

Then we show that

$$
\begin{equation*}
g_{+}(\omega)(\xi)=\int_{\xi}^{\infty} C_{+}(\omega)(\xi, \eta)\left(\left(p-q_{+}(\omega)\right)(\eta) d \eta\right. \tag{7.21}
\end{equation*}
$$

To see that the integral on the right does exist note that according to relations $(7.13)^{1 r}$

$$
\begin{equation*}
\sup _{\xi \in \mathscr{\mathscr { R }}^{+}} \sup _{\xi \in \mathscr{T}^{+}}\left|C_{+}(\omega)(\xi, \eta)\right|<\infty \tag{7.22}
\end{equation*}
$$

and that according to assumption (4.1) of Condition $I(\mathscr{I})$ and definition (6.1)

$$
\begin{equation*}
p-q_{+}(\omega) \in \boldsymbol{L}_{1}\left(\mathscr{R}^{+}\right) \tag{7.23}
\end{equation*}
$$

Let the transformation $C_{+}(\omega)$ mapping $\mathfrak{L}_{1}\left(\mathscr{R}^{+}\right)$into $\mathbb{C}^{1}\left(\mathscr{R}^{+}\right)$be defined by the kernel of definition (7.20). Specifically let,

$$
\begin{equation*}
C_{+}(\omega) f(\xi)=\int_{\xi}^{\infty} C_{+}(\omega)(\xi, \eta) f(\eta) d \eta, \quad f \in \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right) \tag{7.24}
\end{equation*}
$$

Inserting relations (5.2) and (6.33) in definition (7.24) we obtain,

$$
\begin{equation*}
\left(C_{+}(\omega) f\right)^{\prime \prime}+\left(\omega-q_{+}(\omega)\right) C_{-}(\omega) f=f \tag{7.25}
\end{equation*}
$$

Assumption (7.19) and relation (7.23) together show that the function $h$ of relation (7.17) is such that

$$
\begin{equation*}
h \in \mathfrak{L}_{1}\left(\mathscr{R}^{+}\right) \tag{7.26}
\end{equation*}
$$

Hence we may apply relation (7.25) to this function and conclude that

$$
\begin{equation*}
\left(C_{+}(\omega) h\right)^{\prime \prime}+\left(\omega-q_{+}(\omega)\right) C_{+}(\omega) h=h \tag{7.27}
\end{equation*}
$$

Combining relations (7.27) and (7.16) we see that each of the two functions $g_{+}(\omega)$ and $C_{+}(\omega) h$ satisfies the same inhomogeneous differential equation. Therefore there are constants $\gamma_{+}^{1}$ and $\gamma_{+}^{r}$ such that

$$
\begin{equation*}
g_{+}(\omega)=C_{+}(\omega) h+\gamma_{+}^{1} y_{+}^{1}(\omega)+\gamma_{+}^{r} y_{+}^{r}(\omega) \tag{7.28}
\end{equation*}
$$

We claim that each of these two constants is zero,

$$
\begin{equation*}
\gamma_{+}^{1}=\gamma_{+}^{r}=0 \tag{7.29}
\end{equation*}
$$

To see this note that differentiating relation (7.28) yields the following system of linear equations for these constants,

$$
\begin{align*}
& \gamma_{+}^{1} y_{+}^{1}(\omega)+\gamma^{r} y_{+}^{r}(\omega)=g_{+}(\omega)-C_{+}(\omega) h  \tag{7.30}\\
& \gamma_{+}^{1} y_{+}^{1}(\omega)^{\prime}+\gamma_{+}^{r} y_{+}^{r}(\omega)^{\prime}=g_{+}(\omega)^{\prime}-\left(C_{+}(\omega) h\right)^{\prime}
\end{align*}
$$

According to estimate (7.22) and relations (7.15), (7.23) and (6.33),

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} C_{+}(\omega) h(\xi)=\lim _{\xi \rightarrow \infty}\left(C_{+}(\omega) h\right)^{\prime}(\xi)=0 . \tag{7.31}
\end{equation*}
$$

Inserting relation (7.31) and assumption (7.19) in relation (7.30) and using relation (6.33) and estimates (7.13) ${ }^{1 r}$ again we obtain the validity of relations (7.29) ${ }^{1 r}$. Inserting relations (7.29) ${ }^{1 r}$, in turn, in relation (7.28) and using definition (7.24) we obtain the validity of relation (7.21).

To derive Lemma 7.1 from relation (7.21) note that according to estimate (7.22) and relation (7.23) there is a number $\tilde{\xi}$ such that

$$
\begin{equation*}
\theta=\int_{\tilde{\xi}}^{\infty} \sup _{\xi \in \mathfrak{R}^{+}} \sup _{\eta \in \mathfrak{R}^{+}}\left|C_{+}(\omega)(\xi, \eta)\left(\left(p-q_{+}(\omega)\right) g_{+}(\omega)\right)(\eta)\right| d \eta<1 . \tag{7:32}
\end{equation*}
$$

Inserting relation (7.32) in relation (7.21) we arrive at

$$
\begin{equation*}
\sup _{\xi>\xi}\left|g_{+}(\omega)(\xi)\right| \leqslant \theta \sup _{\eta>\xi}\left|g_{+}(\omega)(\eta)\right| . \tag{7.33}
\end{equation*}
$$

Since the number 0 is strictly positive and strictly less than 1 the support of the function $g_{+}(\omega)$ is contained in the interval $[0, \xi \check{\xi}]$. This completes the proof of Lemma 7.1.

We complete the proof of Theorem 7.1 by showing that the function $g_{+}(\omega)$ of definition (7.6) satisfies the assumptions of Lemma 7.1. We have already seen that it satisfies the differential equation (7.18). To see that it also satisfies assumption (7.19) we claim that there is a non-zero complex number $\delta$ such that the function $\delta g_{+}(\omega)$ is real; that is,

$$
\begin{equation*}
\delta g_{+}(\omega)=\overline{\delta g_{+}(\omega)}, \quad \delta \neq 0 . \tag{7.34}
\end{equation*}
$$

To prove this recall relation (7.8) which shows that the function $g_{+}(\omega)$ satisfies the real boundary condition (2.8). Clearly in $\mathscr{C}_{2}$ the ortho-complement of a onedimensional subspace which is spanned by a real vector can also be spanned by a real vector. This fact together with the reality of the coefficients of equation (7.18) and the uniqueness of the Cauchy problem for this equation yields the validity of relation (7.34). Inserting relation (7.34) in the asymptotic formula (7.15) yields,

$$
\operatorname{Im}\left(\delta \gamma y_{+}^{r}(\omega)(\xi)\right) \sim 0, \quad \text { for } \quad \xi \sim \infty
$$

In other words,

$$
\begin{equation*}
\operatorname{Im}(\delta \gamma) \operatorname{Re}\left(y_{+}^{r}(\omega)(\xi)\right)+\operatorname{Re}(\delta \gamma) \operatorname{Im}\left(y_{+}^{r}(\omega)(\xi)\right) \sim 0, \text { for } \quad \xi \sim \infty \tag{7.35}
\end{equation*}
$$

To analyze the real and imaginary parts of the function $y_{+}^{r}(\omega)$ set

$$
\begin{equation*}
\delta(\xi)=\left|y_{+}^{r}(\omega)(\xi)\right| \tag{7.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha(\xi)=\arg \left(y_{+}^{r}(\omega)(\xi)\right), \quad \alpha(0)=0 . \tag{7.37}
\end{equation*}
$$

Definitions (6.27) ${ }_{+}^{+},(6.25)^{r}$ and (7.7)r together show that,

$$
y_{+}^{r}(\omega)(\xi)=\exp \left(\int_{0}^{\xi} w_{+}^{+}(\omega)(\sigma) d \sigma\right) .
$$

Inserting relations (7.9), (7.10), (7.11) and (7.12) in this formula yields,

$$
\begin{equation*}
\rho(\xi)=\exp \left(\int_{0}^{\xi} a_{0}(\omega)(\sigma) d \sigma\right) \tag{7.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha(\xi)=-\int_{0}^{\xi} \sqrt{p_{2}(\sigma)}-\bar{\omega} b(\omega)(\sigma) d \sigma . \tag{7.39}
\end{equation*}
$$

Combining relations (7.39), (5.39) ${ }^{0,2}$, assumption (5.26) of Condition $0(\mathscr{I})$ and definition (5.41) we see that there is a sequence $\left\{\xi_{n}\right\}$, such that

$$
\lim _{n \rightarrow \infty} \xi_{n}=\infty \quad \text { and } \operatorname{Re}\left(y^{r}+(\omega)\left(\xi_{n}\right)\right)=\rho\left(\xi_{n}\right) \quad \text { and } \quad \operatorname{Im}\left(y_{+}^{r}(\omega)\left(\xi_{n}\right)\right)=0 \text {. (7.40) }
$$

Combining relations (7.38) and (5.39) ${ }^{0}$, in turn, with conclusion (5.13) ${ }_{0}$ of Lemma 5.1 we see that

$$
\begin{equation*}
\lim _{\xi \rightarrow \infty} \rho(\xi)=\left|\frac{\omega}{p_{2}(0)-\omega}\right|^{1 / 4} \neq 0 . \tag{7.41}
\end{equation*}
$$

Inserting relations (7.41) and (7.40) in relation (7.35) and remembering definition (7.36) we obtain

$$
\begin{equation*}
\operatorname{Im}(\delta \gamma)=0 . \tag{7.42}
\end{equation*}
$$

Similarly we obtain that

$$
\begin{equation*}
\operatorname{Re}(\delta \gamma)=0 . \tag{7.43}
\end{equation*}
$$

Combining relations (7.42), (7.43) and (7.34) we arrive at $\gamma=0$. Combining this relation, in turn, with the asymptotic formula (7.15) we arrive at the validity of assumption (7.19). Therefore we can concludel from Lemma 7.1 that the function $g_{+}(\omega)$ has bounded support. This fact together with the uniqueness of the backward Cauchy problem shows that this function is identically zero. Inserting this fact in relation (7.17) we arrive at the validity of conclusion (7.4). This completes the proof of Theorem 7.1.

## 8. The proof of Theorem 2.1

Let $\mathscr{I}$ be a given compact subinterval of $\mathscr{R}^{+}$which does not contain zero. Then according to Lemma 5.2 the potential $p$ of Theorem 2.1 admits a decomposition of the form $p=p_{1}+p_{2}$, where $p_{1}$ is short range and $p_{2}$ satisfies Condition $0(\mathscr{I})$. Let $q(\mu)$ be the family of approximate potentials defined by inserting this particular $p_{2}$ in definition (5.24). Then according to Section 6 the family of operators $L(q(\mu))$ approximates $L(p)$ over such an interval $\mathscr{I}$. According to Section 7 Condition $A(\mathscr{I})$ holds as well. These facts together with the compactness relation (6.42) allow us to conclude from the abstract Theorem 3.1 that

$$
\begin{equation*}
L(p)(\mathscr{I})=L(p)(\mathscr{I})_{\mathrm{ac}} . \tag{8.1}
\end{equation*}
$$

Relation (8.1), in turn, together with the countable additivity of the spectral projectors yields the validity of conclusion (2.12). This completes the proof of Theorem 2.1.
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