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An application of the third order JWKB-approximation
method to prove absolute continuity

I. The construction

by P. A. Rejto1)
School of Mathematics, University of Minnesota, 206 Church St., Minneapolis, MN 55455, USA

and
École de Physique, Département de Physique Théorique, Bvd d'Yvoy 32, CH-1211, Genève 4, Switzerland

(24. I. 1977)

Abstract. We employ the approximation method of 3effreys, Wentzel, Kramers and Brillouin to
study the continuous spectra of a class of one-dimensional Schrödinger operators. A typical potential in
our class is a potential which at infinity is smaller than the one of von Neumann-Wigner. According to our
main theorem the interior of the essential spectrum of such a Schrödinger operator is absolutely continuous.

In this first part of this paper we employ the third order 3WKB-approximation method to construct
a family of approximating operators to such a Schrödinger operator.

1. Introduction

In their classic paper, 'Über merkwürdige diskrete Eigenwerte' von Neumann
and Wigner [1] gave an example ofa Schrödinger operator whose spectrum consisted
of [0, oo) together with a strictly positive point eigenvalue. The potential of their
operator was oscillating near infinity.

In this paper we exhibit a class of potentials which oscillates somewhat slower
than the von Neumann-Wigner potential and the corresponding operator has no
strictly positive point-eigenvalues. In fact, in this case the part of the operator over
the open positive axis is absolutely continuous. At the same time we illustrate how
the third order JWKB-approximation method can be applied to prove this property.

In Section 2 first we describe our class of potentials. Then in Theorem 2.1,
which is our main result, we state that the parts of the corresponding Schrödinger
operators over the open positive axis are absolutely continuous.

In Section 3 we formulate a set of abstract criteria for absolute continuity. This
set of criteria is a simplified version of a set formulated elsewhere [8]. As before, the
key requirement is the existence of a family of approximating operators in the sense
of the technical Definition 3.1.

In Section 4 we formulate a sufficient condition on the resolvent kernels of a
family of operators in order that this family of operators approximate a given
operator. This is described in specific terms in Lemma 4.1.

') Supported by NSF grant MCS 76-06013.
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In Section 5 we employ the third order Jeffreys, Wentzel, Kramers, Brillouin
approximation method [11, 12, 18] to construct a family of approximating operators
to the operator L(p) of Theorem 2.1. First, in Lemma 5.1 we formulate a version of a
result of Sibuya [4, 19], concerning JWKB-approximate solutions of the equation,

(p-L(p))f(fi)=0, RepeA.
Vety(p) denote such a family ofapproximate solutions. To this family ofapproximate
solutions corresponds a family of potentials, q(p), defined by the property,

(ju-L(q(p)))y(p) 0.

In general, there is no reason to expect that this family of operators, L(q(p)),
approximates the operator L{p) in the sense of Definition 3.1. Therefore we formulate

Condition 0(A) on the potential p which ensures that this is the case. We do not
claim that the potentials p of Theorem 2.1 satisfy this condition. However, we show
in Lemma 5.2 that such a potential p admits a decomposition of the formp p, +p2,
where pj is short range andp2 satisfies Condition 0(J).

It is far from being evident that the family of potentials q(p) corresponding top2
is such that the family of operators L(q(p)) approximates the operator L(p). The
proof of this fact requires estimates which will be formulated in the second part of
this paper.

For the role of absolute continuity in quantum scattering theory we refer to the
paper of Amrein-Georgescu [7]. For the role of self-adjointness in quantum theory
we refer to the recent book of Piron [20].

This work was initiated during a Sabbatical stay at the Departement de Physique
Théorique at the University of Geneva. It is a pleasure to thank the entire staff for
their hospitality during this stay and during a subsequent visit. In particular, it is a
pleasure to thank Professors Amrein, Davis, Guenin, Eckmann, Piron, Ruegg and
Sinha for valuable conversations. Special thanks are due to Professor Enz for pointing
out that it is dimensionally incorrect to take Plank's constant equal to one. Inserting
Plank's constant in definition (5.24) made it dimensionally correct. At the same time
it allowed us to conclude that the third and fourth order terms in h are third and
fourth order terms in the sense of estimates (5.37)2 and (5.38).

2. Formulation of the result

We start this section by describing a class of potentials. First we say that a
potential p is short range if

(2.1)pe2-1(^+)nfi2-loc(^ +

and
i+i

lim p(n) |2 dn 0. (2.2)

Secondly we introduce some notations. For a given pair of positive constants (ß, y)
we define two functions by

a(ß, y)(0 (Arif sin (1 + 0, i e ®+ (2.3)
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and

Kß, y)iO (Arc)" cos v1 + W, cl £ ^+ (2.4)

Then we define

£(/3, y, ®+) Span {a(ß, y), b(ß, y)}. (2.5)

Clearly in this definition we can replace 01+ by any of its subintervals and we let

£(/?, y, oo) u £(/?, y, [{„, oo)). (2.6)

From now on we assume that the potential p admits a decomposition of the form

P Pi + P2, (2-7)

where pj is short range and p2 is long range in the sense that it belongs to a class of
the form (2.6). As usual let (<Sf> (<M+) denote the class of infinitely differentiable
complex valued functions with compact support in ^ +. For a given ain0tx and given
potential p define,

T)(L(p)) {fife <£%(®+), and /(0) cos a - f(0) sin a 0}. (2.8)

Then define the operator L(p) mapping this set into £2(^2+) by

Lip)fiO -h2f'%) + p(OM). (2-9)

It is not difficult to show that the Rellich-Kato theorem [16] implies that for real
potentials p satisfying assumption (2.2) this operator is essentially self-adjoint on
X>(L(p)). At the same time it follows that the domain of the closure of this operator,
is independent ofp. In fact, denoting this closure by L(p) again, one has

T)(L(p) T>(L(Pl)) T>(L(p2)) £(L(0)).
The theorem that follows is our main result and it formulates an absolute

continuity criterion for a par) of the operator L(p).

Theorem 2.1. Suppose that the real potential p admits a decomposition of the
form (2.7) where px is short range and to p2 there is a pair of constants (ß, y) such that

a > 0, 1 > y > 0, and ß + 3(1 - y) > 1, (2.10)

and

p2 e £(/?, y, œ) n £2, loc (^+). (2.11)

Let L(p) denote the closure of the operator defined by relations (2.8) and (2.9). Then
the part ofL(p) over <M+ is absolutely continuous, that is,

L(p)(7M + L(p)(0tA,- (2.12)

We shall derive this theorem from an abstract theorem to be stated in Section 3.

We conclude this section by adding two remarks on Theorem 2.1. First we
remark that some of the inequalities in assumption (2.10) have to be strict. For von
Neumann and Wigner [1,5] have constructed a potential p such that

p26fl(l,l,.^+), i.e., /3=1, y= 1
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and the operator L(p) has a strictly positive point-eigenvalue. Hence conclusion
(2.12) does not hold. Secondly we replace assumption (2.10) by the following, more
stringent one,

ß > 0, 1 > 7 > 0 and ß + 2(1 - y) > 1.

Then we remark that conclusion (2.12) is implied by an extended version of a
theorem ofTitchmarsh-Neumark-Walter formulated elsewhere [8a].

3. An abstract criterion for absolute continuity

In this section we formulate a simplified version of a criterion for absolute
continuity formulated elsewhere [8b].

Let A be a given self-adjoint operator acting on a given abstract Hilbert space §.
We state a lemma which gives a simple sufficient condition for a part of A to be

absolutely continuous. To formulate it we need some notations. To a given interval
of reals, A, and angle a, we assign two open regions of the complex plane by setting

<%±(A) {p:RepeA°,0 < ± arg/i < a}, (3.1)±

where J° denotes the interior of the interval J. As usual, we denote by ©(§) the
space of everywhere defined bounded operators on §>, For a possibly unbounded
operator T and for p in p(T), the resolvent set of T, we set

R(p, T) (pl- T)-1 €&($>). (3.2)

Lemma 3.1. Suppose that to A and to the given compact interval A there is a
dense subset (£ such that for each pair ofvectors (fi g) in Ê x (E

sup \(R(p)fg) - (R(p)fg)\ < oo (3.3)
ne£±U>)

Then A(J), the part ofA over J\ is absolutely continuous.

It was observed elsewhere that this lemma is an elementary consequence of the
resolvent loop-integral formula.

For a class of Schrödinger operators it is possible to factorize the resolvent in a
manner which allows us to establish the rather general assumptions of Lemma 3.1.
To describe such factorizations we make a digression on forms. Accordingly let
(5 be an abstract Banach space and [F] a functional on (S x © which is linear in the
first argument and conjugate linear in the second argument, in short, a sesquilinear
form. In analogy to the notion of the norm of an operator we define the norm of the
form [F] by

III?]!! sup \[F](f g)\ (3.4)
f*0,g*0 ffH/ Hellen®

and we denote by 5(G) the space of forms for which this norm is finite. Next let A
be a bounded operator on (L We define the product [F]A to be the form determined
by

[F]A(f, g) [F](Af g). (3.5)

Then clearly
II \.F]A || < || [F] || M||. (3.6)
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So far the Banach space © was independent of our Hilbert space %>. Now we
impose our first requirement, namely, that both © and § can be embedded in a
metric space 9K in such a manner that

© n § is dense in § and in ©. (3.7)

Clearly an operator T in § defines a form on T>(T) n © x X>(r) n ©; namely the
form

IPUf, 9) lF\(f 9) (Tf g).
t

(3.8)

In view of assumption (3.7) a sufficient condition for this domain to be dense in ©
is that,

7-6 93(0). (3.9)

The closure of this form may or may not be in 5(©). If it is, we denote it by the same
symbol [T]&. In this case we say that the operator T determines a form in 3(©)-
If in addition to assumption (3.9)

r(§n ©)<=©, (3.10)

and the closure of this operator is in 5B(©) we denote it by T@. In this case we say that
the operator T determines an operator in 33(©).

These definitions allow us to state our key definition.

Definition 3.1. The family ofoperators A0(ß) is an approximating family to the

given operator A over the given interval A if there are open regions 7%±(A) of the form
(3.1)± such that for each p in M±(A),

pep(A0(p)), i.e., R(p,A0(p)^^i^)- On)
Furthermore there is a space © satisfying assumption (3.7) such that with reference to
it the two conditions that follow hold.

Condition GX(A). For each p in 7%±(A) the approximate resolvent operator,
R±(p, A0(p)) determines a sesquilinear form in %((£,) for which

sup \\[R(p, A0(p))]@\\ < oo, (3.12)
iism+i^)

Condition G2(A). For each p in T%+(A) the operator,

T(p) (A - A0(p))R(p, A0(p) in § (3.13)

determines an operator in 33(©); that is,

(T(p))@ e %(<$,). (3.14)

These operators depend norm-continuously on x and admit continuous extensions on to

the closures M±(A).

An example of Pavlov and Petras [10] concerning Holder gentle perturbations
implies that the existence of a family of approximating operators alone is not a
sufficient condition for absolute continuity. Therefore, in analogy with such
perturbations [5, 15], we introduce an additional condition. In it for each co in J we set

T±(co)& lim T(co ± ie)s (3.15)
e- + 0
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where the right member is defined by relation (3.13) and according to Condition
(52(A) this limit exists.

Condition A(A). For each co in A each of the two limit operators (I — T±(co))&,
admits an inverse in 33(©).

The theorem that follows formulates an absolute continuity criterion with the
aid of these conditions.

Theorem 3.1. Let A be a given self-adjoint operator and let A be a given compact
interval. Suppose that over the interval J, A admits afamily ofapproximating operators
in the sense ofDefinition 3.1. Suppose, further, that Condition A(A) holds and that for
each p in 7%±(A)

T(p) is compact in 9?(§). (3.16)

Then A(A), the part ofA over the interval J, is absolutely continuous.

This theorem is a simplified version of a theorem formulated elsewhere [8b].
There, assumption (3.16) was replaced by Condition A2(J) which required that

[R(jj, A)]& [R(p, A0(p)MI - T(p))~l. (3.17)

Accordingly we prove Theorem 3.1 be proving that assumption (3.16) implies
relation (3.17). Clearly, assumption (3.16) and Condition G2(J) together show that

T(p)@ T(p\ on §n©. (3.18)

Here and in the following the subscript § emphasizes the fact that a given operator
acts on §>. Note that this subscript is in addition to the fact that T(p) is defined in
§. Since the spectrum of a self-adjoint operator is real [16], assumption (3.8) yields

P e P(A) n p(A0(p)).

It is not difficult to show that this fact together with assumption (3.16) yields

(/ - T(p)y » (/ - T(p))- »
e ©(£) (3.19)

and

R(p, A)t R(p, A0(fi)\-(I - T(p))^. (3.20)

Let [R(pA0(fi))]n, denote the sesquilinear form of the operator R(p, A0(p))q. Then
by definition

[R(p, A0(p))]ç [R(p, A0(m))]<, on §nSx§nS. (3.21)

Relations (3.18), (3.19) and Condition A(J) together yield

(/ - T(p))- » (/ - T(p))ül on (/ - T(p))@(?> n ©). (3.22)

Inserting relations (3.21) and (3.22) in relation (3.20) we obtain

[R(p, A)\ [R(p, A0(p))UI - T(fi)%\ on
on (/ - T(p)M$> n ©) x (/ - T(p))&(§> n ©). (3.23)

Since a bounded operator with a bounded inverse maps an arbitrary dense set onto
a dense set, Condition A(A) implies

(/ - T(ji)%(^ n ©) is dense in ©. (3.24)
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This fact, Condition GX(J), and another application of Condition A(A) allows us to
extend relation (3.23) by closure to all of © x ©. This way we arrive at the validity
of relation (3.17). This completes the proof of Theorem 3.1.

4. A lemma on approximating potentials

Letp(/i) be a given family of potentials and let /bea given interval. Recall that
definitions (2.8) and (2.9) assign to eachpfju) an operator L(p(p)). In this section we
formulate conditions which ensure that this family of operators approximates the
operator L(p) over the interval J. These conditions are simplified versions of
conditions formulated elsewhere [9]. These simplifications are partly due to the
simplifiying assumption (2.2) on the short range potential px and partly due to the
fact that assumptions (2.10) and (2.11) imply that

lim p2(0 0.

Condition 1(A). There are regions 7%
+ (A) of the form (3.1)± such that for each p

in these regions the operator L(p(p)) satisfies assumption (3.11). Thisfamily ofpotentials
is related to the originalpotentialp by the estimate

sup \ip-pifi))iQ\di< oo. (4.1)
0 « + (.J»)

Furthermore, for each point co ofA each of the two limit functions exists
lim p(co ± Q(Z) p±(co)(0, (4.2)

e-> +0

and this convergence is uniform in a» in A and £ in any compact subset of7% +.

Condition II(./). The family of approximate resolvents, R(p, L(p(fi))), is such
that their kernels satisfy the estimate

sup sup \R(p, L(p(p)))(t ri)\ < oo. (4.3)
iitE®+(J>) if, il) e 01* x« +

Furthermore,for each point co ofA each of the two limit kernels exists

lim R(io + is, L(p(co + is)))(t rj) R±(co, L(p((w)))(c,, n), (4.4)
£- +0

and this convergence is uniform in co in A and (ij, n) in any compact subset of7% + x 7% +.

In the following lemma we use these conditions to formulate conditions ensuring
that the family of operators L(p(p)) approximates the operator L(p). Recall that in
Definition 3.1 this approximation property was stated with reference to a given
interval A and with reference to a given space ©. In this following lemma we define
such a space by defining a norm on the space of measurable functions.

Lemma 4.1. Let p be a given potential and let p(fi) be a given family ofpotentials
which satisfies Condition 1(A) and 11(A). Suppose that the operator

T(fi) (L(p) - L(p(p)))R(p, L(p(p))) (4.5)
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satisfies assumption (3.9) with § fl2(,^ +). Define a function n by,

n(0= sup \(p-p(p))(i)\A-exp(-0 (4.6)
m» + (f,

and define a norm © by

AA2
l/ll®= ' /

Suppose further that the operator T(fi) satisfies assumption (3.10) with reference to this
space ©. Then the family of operators L(p(p)) approximates the operator L(p) over
the interval A with reference to this norm.

The two remarks that follow were used in the proof of the original version of
Lemma 4.1 [9] and will be used in Section 6.

First we let the transformation M(l/w)1/2 mapping © into § be defined by,

M(Cf/tô - {nhYm> /eS- (4-8)

Then we remark that according to definition (4.7) this is an isometry mapping ©
onto all of §. Hence it is a unitary transformation and clearly the inverse is given by,

M(«1/2)/(0 - nll2(Of(0, /e§. (4.9)

Second let M(n1/2) denote the operator in §> with domain,

T>(M(A2)) {/:/e §, A2fe §}. (4.10)

Suppose that T is a given operator such that,

7-6 93(0) and M(n1/2)7i\/(ì) e »(§), (4.11)

where we denote an operator and its closure by the same symbol. Then we remark
that relation (4.11) implies that T@ is in 93(@) and that this operator is unitarily
equivalent to the second term in (4.11); that is,

T«, ~ M(nll2)TM[A
\n

5. Construction of a family of Jeffreys-Wentzel-Kramers-Brillouin—approximate
potentials

Let J he a given compact subinterval of 7%+ and letp be the potential ofTheorem
2.1. In this section with the aid of the JWKB approximation method [12, 13, 18] we
construct a family of approximate potentials q(p). That is to say, this family of
potentials is such that over the interval A the family ofoperators lAffijT)) approximates
the operator L(p) in the sense of Definition 3.1. Note that in this section we give the
construction only and postpone the proof of the approximation property until the
next section.

To construct such a family of approximate potentials q(p) we need a family of
approximate solutions to the family of equations,

(p - L(p))f(p) 0. (5.1)
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More specifically let y(p) be an approximate solution to this equation. Then we
define a corresponding approximate potential q(p) by the requirement that

(p - L(q(p)))y(p) 0. (5.2)

The technical Definition 3.1 has been motivated by scattering theory. Since
scattering takes place far away from the scattering center we are interested in
approximating the solutions of equation (5.1) for large values of the independent
variable. Inserting definition (2.9) in equation (5.1) we obtain the more detailed
equation

h2f"(fi) + (ji+ P)fip) 0. (5.3)

For a moment let us assume that the potential is a constant and set

p-p a. (5.4)

Then equation (5.2) yields

h2f" + af=0. (5.5)

Next we replace Plank's constant h by a small parameter h in this equation,

h2gl + ccgh 0. (5.5)«

Clearly one can obtain a solution of (5.5) from a solution of (5.5),, by a simple scaling
of the independent variable. Specifically by setting

M) ffÂà (5.6)

This formula shows that the value of a solution to (5.5) at some large value of Ç

equals the value of a solution to (5.5),, at some fixed value of £« and hence small
value of«. Now it is perfectly possible that for a suitable class of potentials instead of
a strict equality in relation (5.6) we have an asymptotic equality. At present we leave

open the question of a suitable class.
We analyze, in a formal manner, for small values of «, the solutions of the

equation,

h2gl(p) + (jx- p)gh 0. (5.7),

As usual in the theory of the JWKB-approximation method [11, 12, 18], we seek the
solution in the form

9hiP)iÇ) exp wh(p)(cr) do. (5.8),,

Then elementary algebra shows that

g'iciP) (<(P) + w2(p))gh(p). (S.9)h

Inserting this relation in equation (5.7),, we obtain the Ricatti equation

i<iP) + Ah(p))h2 + 0-/0 0. (5.10),

The lemma that follows is a version of a result of Sibuya [4, 19] and describes the
coefficients of« in the formal power series expansion of wh(p). In it we need a notation
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for the space ofpolynomials ofmixed homogeneity. Specifically for each« 0,1,...,
we set,

*,,+ i(*o + 2ki + ¦ ¦ • + (n + 1) k„ n + 1) {p:p(s0,. •. ,sn)

2L, a(*o> kx,..., kn) s0 sx ¦ ¦ ¦ sf},
(5.H)n+1

where the summation on the right is extended over those positive integers or zero
which satisfy the equation on the left.

Lemma 5.1. For each of the two branches of(p — p)112, equation (5.9),, admits a

formal solution of the form,

A
- + a0{p) +

« i
Furthermore,

w„(p) (p- p)1'2^ + a0(p) + Y «»«"• (5.12),

a^ -\{^i) (5-13)°

and for each n 1,2,..., the coefficient an(p) has the property that there is a
polynomial pn such that

a-iP) (A=-j$2 Pni"oiP), a'oip), -¦-, «(on) iP)) (5 ¦ 13)„

and

Pn e *„+i(*o + 2k, + +(n + 1) k„ n+ 1). (5.14)„

We start the proof of this lemma by setting,

cihiP) «00 + w2h(p)) h2 + p. (5.15),,

Then using this notation equation (5.10), can be written as,

p - qh(p) 0. (5.16),

To prove conclusion (5.12), we insert its right member in definition (5.15), and
write the result as a formal power series in h. Inserting this formal power series, in
turn, in equation (5.16), we see that the lowest power of« equals one. The requirement

that the coefficient of« be zero, yields the following equation for a0(p),

2(p - p)1'2 a0(p) - \j~^n 0- (5-17)o

The requirement that the coefficient of «2 be zero yields the following equation for
aiip),

2(p - p)1'2 ax(p) + a2(p) + a'0(p) 0. (5.17),

In fact, in general, for «=1,2,...,
2(p - p)1'2 an(p) + Y ctj(p)ak(fi) + a'n_x(fi) 0, (5.17)„

j+k=n-l
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where in the summation / and k take on independently positive integer values and
possibly zero, the only requirement being that their sum is n - 1. Clearly these

equations do admit solutions and the formal power series corresponding to them
are formal solutions of equation (5.10),. This completes the proof of conclusion
(5.12),.

To prove conclusion (5.13)0 we solve equation (5.17)0 for the unknown function
a0(p). To prove conclusion (5.13)„ for general n 1, 2,..., we solve equation
(5.17)„ for the unknown function a„(p). This yields,

a„iP)
(p _ T)i/2 2 I _

ah(p)ak(x) j + a'n_ x(u) (5-18)„

where in the summation j and k range over the same set of values as in relation
(5.17)„.

To complete the proof of conclusion (5.13), we define the polynomial p, by

Pii^si) -2^0 + si)- (5-19)i

Then inserting this definition in formula (5.18)! we see the validity of this
conclusion.

To complete the proof of conclusion (5.13)2 we differentiate the already
established conclusion (5.13),. After an elementary algebra and the use ofconclusion
(5.13)0 this yields

a'iM
(n _ „)i/2 [2«o00ÄK04 ao00) + PMoiP), a'oifi))],

where

px(ao(p),a'o(p)) dtjpAaoQA), a'0(p)) ¦ a'0(p) + <3ip,(a0(/i), a'0(p))a'óip.),

and d0, dx, denote the partial derivatives of px, with reference to the zeroth and
first arguments. Inserting these formulas in formula (5.18)2 we obtain

a*W)
(p _ n)

C~2a0ifi)Pi(ao(p), a'0(p)) - - p[(a0)p), a'0(p))]. (5.20)

Hence, defining the polynomial p2 by

p2(s0,s.,s2) -2soPi(s0,sf) - ^(d0Pi(s0,s1)s1 + dtf^s^) (5.19)2

we obtain the validity of conclusion (5.13)2.
To complete the proof of conclusion (5.13)„ for an arbitrary positive integer n

we proceed by induction. In fact, we define the polynomial pn by

If"-1
P„(s0, ¦¦-,s„)= -«5qP„_ x(s0, sn_.) - -f Y djpn-i(s0, ¦¦¦, sn~i)sj+1

- ö Z Pjiso, • •¦ > sj) 'Pkiso, -¦-, h)- (5-19)n
z j + k n-1

Note that in the second summation, in contrast to formula (5.17)„, y and k range
over strictly positive values. This is in accordance with the fact that the polynomials
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pj have been defined for j 1,2,...,« — 1. For brevity we do not carry out the
details of this induction and consider the proof of conclusion (5.13)„ complete.

The validity of conclusion (5.14), is immediate from definitions (5.11)2 and
(5.19),. Inserting conclusion (5.14), in definition (5.19)2 we see the validity of
conclusion (5.14)2. Similarly we see the validity of conclusion (5.14)„ from the
inductive definition (5.19)„. For brevity we do not prove this fact and consider the
proof of Lemma 5.1 complete.

Having established Lemma 5.1 we return to the question of constructing a
family of approximate potentials. We shall do this with the aid of the formal power
series of Lemma 5.1. Motivated by assumption (2.10) we truncate the series (5.12),
after three terms and replace the small parameter « by Planck's constant h. That is
to say, we set

w(p) (p - p)1'2 - + a0(p) + ax(p)h. (5.21)

Next we choose a branch of the square root function by the requirement that

Reyz>0 for z£(-oo,0]. (5.22)

Then we choose two single valued branches, +s/p — p, of the double valued
function (p — p)1/2. Inserting these branches in definition (5.21) yields the two
functions,

1

^(p) ±Jp - P- + a0(p) ± ax(p)h. (5.23)*

Finally setting

wh(p) w~(p) and h h

in definition (5.15), we obtain the family of approximate potentials,

q(p) (w-(p)' + w'(p)2)h2 + p. (5.24)

Remembering definition (2.9) and the fact that relation (5.8), implies relation (5.9)h
we see that the function,

y(pi)(Ç) exp I jV(/j)(<r) da\ (5.25)

satisfies equation (5.2) where q(p) is given by (5.24). In fact, this property motivated
our definition (5.24).

Note that in this section the role of the functions w±(p) is symmetric. We have
chosen the function w~(p) versus w+(p) since this choice is more convenient for the
estimates of Section 6. Also note that in contrast to the case of the second order
approximation,

w~(p)' + w~(p)2 A w+(p)' + w + (p)2.

Hence replacing w (p) by w+(p) in definition (5.25) the resulting function will not
satisfy equation (5.2) with the q(p) of definition (5.24).

Recall that Definition 3.1 is of a rather technical nature. This suggests that in
order that the family of potentials of definition (5.24) approximate the potential p
of Theorem 2.1, rather technical assumptions onp will be required. Actually all that
we need is that these potentials approximate a long range part of this potential.
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Accordingly from now on we set

P P2,

in the previous formulae. This, at least, allows us to carry out the indicated differentiation

in definition (5.24). As to be expected these assumptions will have to ensure
that for Re/i in J the JWKB-approximate solution of definition (5.25) has no turning
points. That is to say, there is no point £ in .^+ such that

p2(7f) - Re/i 0.

After these preparations we formulate these assumptions.

Condition 0(A). The potential p2 satisfies the assumptions of Theorem 2.1 and in
addition it is such that

dist(A,p2(7M+))^0. (5.26)

Furthermore, the family ofapproximate potentials q(p) is such that

sup \(p2-q(p))\(Z)dt<<*, (5.27)

and the family offunctions w + (p) ofdefinition (5.23)+ is such that

inf inf Re((w+(p) - a0(p)(0)) > 0. (5.28)
peg +'S) iem*

Note that Condition 0(A) is a condition on p2 inasmuch as the left member of
each of the assumptions (5.26), (5.27), (5.28), is defined in terms ofp2. We do not
claim and it is not true that if the potential p satisfies the assumptions of Theorem
2.1 then for any decomposition its long range part satisfies Condition 0(A). All that
we claim is that such a potential admits a decomposition with this property. This is
described in more specific terms in the lemma that follows.

Lemma 5.2. Let A be a given compact interval which does not contain zero.
Suppose that the potentialp satisfies the assumptions of Theorem 2.1. Thenp admits a
decomposition of the form (2.7) such that px is short range andp2 satisfies Condition
0(A).

To construct a potential p2 satisfying assumption (5.26) letp be any given long
range potential. Then from the assumptions on J and from the fact that for a long
range potential p(oo) 0, we see that infinity has a neighborhood, (%, oo), such that

dist(^,p((2, co)))#0. (5.29)

It is an elementary fact that from the interval (I + 1, oo) this potential can be
extended to all of 77k+ in such a manner that the extended potential is also smooth and
denoting it byp2,

p2(® + cr p((Z + l,oo)).
Inserting this relation in (5.29) we obtain that the potential p2 satisfies assumption
(5.26).

Next we show that this potential p2 also satisfies assumption (5.27), For this
purpose recall definition (5.24) and assumption (2.10). Together with the already
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established assumption (5.26) they show that assumption (5.27) is implied by the
estimate,

/i\/5+3(l-y)
(P2 - <?00)(O 0(|J at £ oo, (5.30)

uniformly in p in 7%±(J). We start the proof of this estimate by recalling definitions
(5.21), (5.24) and the way we arrived at equations (5.17)0 and (5.17),. Combining
them we see that,

Pi - qiP) -(2a0(p)ax(p) + a\(p))h3 - ax(p)2h\ (5.31)

Equation (5.17)2 and conclusion (5.13)2 of Lemma 5.1 together show that

2
-(2a0(p)ax(p) + a',(/O) — - y/2p2(ax(fi), a'0(p), a'ÓQA)).

Inserting this relation and conclusion (5.13), of Lemma 5.1 in relation (5.31) we
obtain,

Pi - lip) TT. Tm P2KOO, a'oOO, a'óifi)) - j- -\Piia0iß), a'0(p))2-
2f,3 i4

(p TTAfyA-P^oiPX a'oifi), al(fi)) - fjf~r y
(5.32)

We complete the proof of estimate (5.30) by estimating each of the two terms on
the right. For this purpose we introduce three notations. First we denote by
2Ï ÌP2 — /0~1/2) the algebra generated by the function (p2 - /i)"1/2. In other
words,

mPi - PA12) Span {(p2 - /0"1/2, (p2 - p)-\ (p2 - p)~312, ...},
(5.33)

where the right-member consists of all finite linear combinations of the functions in
the bracket. Secondly we refer to each of the two functions (p2)2 and p2 as second
order in p2 and for brevity we set,

02(p2) {(p'i)2,P2}- (5.34)

In general we define the «-th order terms inp2 to be the set of functions,

0"(p2) {(P'2)ki(p'f)k2(p-)k3 (pA)kn), (5.34)"

where these indices are restricted by the requirement that,

kx + k2 + k3 + ••• + kn n.

Thirdly, with the aid of these two notations we set,

fl(0"(p2), SH((p2 - py »z2) Span {0"(p2)}, (5.35)"

where the right member consists of all finite linear combinations of elements of
0"(p2) with coefficients from the algebra 2I(p2 - p)"1'2). Combining definition
(5.34)" with conclusion (5.13)0 of Lemma 5.1 we see that for each positive integer«,

a<0">(/0e0"+1(p2). (5.36)"
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Combining this relation, in turn, with conclusion (5.13), of Lemma 5.1 and definition
(5.35)"+1,weseethat

p„(a0(p), a'0(/0,..., a<0">00) 6 £(0"+ '(pf), 9I((p2 - p)~1/2). (5.37)„

In particular, we see that,

p2(a0(p), a'o(p), al(fi)) e fl(03(p2), 9I((p2 - p)~ *'2). (5.37)2

Similarly, it follows that,

p,(ao(/0, a'o(p))2 e £(04(p2), 2I((p2 - py ''2). (5.38)

Note that aside from a factor in the algebra 9I((p — /0~1/2), these two polynomials
are the coefficients of«3 and n4 in relation (5.32). Hence relations (5.37)2 and (5.38)
say that in relation (5.32) the coefficients of the third and fourth order terms in n
are third and fourth order terms in p2.

It is not difficult to show that assumptions (2.7) and (2.6) imply that for each
positive integer « each of the «-th order terms in p2 decays at infinity with exponent
at least ß + n(l — y). Symbolically we express this fact as,

/ i \^ + n(l-y)
0"(P2)(0 0^1 at Ê œ. (5.39)"

Inserting estimates (5.39)3, (5.39)4 and relations (5.37)2, (5.38) in relation (5.32) we
arrive at the validity ofestimate (5.30). From this, in turn, we arrive at the validity of
assumption (5.27) for the potentialp2.

Finally we show that this potential p2 also satisfies assumption (5.28), For this
purpose recall defintions (5.19), and conclusion (5.13)0 of Lemma 5.1. Combining
them with an elementary algebra they show that,

p,(ao(/0, a0(/0) « «(A -i£_ - \ -J**-,). (5.40)

Combining relation (5.40), in turn, with definition (5.23)+ and with conclusion
(5.13), of Lemma 5.1 shows that setting,

1 Jl iP'i)2 1 P'i
h \16(p2 - p)3 2(p2 - p)

we have,

w+00 - a000 Jpi - P b(fi). (5.42)

It is an elementary fact that for each compact interval A which does not contain
zero and for each positive integer «,

Re((l/z)"y&)
Re(Jz)

The already established assumption (5.26) allows us to apply estimates (5.43)2 and
(5.43)3 to the complex number

z P2(0 - P-

Remembering estimate (5.39)2 this yields the existence of a number £0 such that

inf inf Re (w+(p) - a0(p))(0 > 0.
tiem + iS) (e[4o, oo]

b(P) ^Vh[A7A7A^_^7ZJL2\ (5.41)

sup
Reze(^)

< oo. (5.43)"
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In other words assumption (5.28) holds in a neighborhood of infinity. The fact that
it holds over all of 7%+ follows by possibly changing the definition of p2 over the
interval [0, £0]. For brevity we omit the details of this construction and consider
the proof of Lemma 5.2 complete.
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